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Abstract

Large Language Models (LLMs) can benefit001
from mitigating hallucinations through fact-002
checking and overcoming substantial computa-003
tional overhead with parameter-efficient tech-004
niques such as Low-Rank Adaptation (LoRA).005
While some studies have explored the paral-006
lel integration of multiple LoRAs, these ap-007
proaches need attention to the connections be-008
tween them. This paper investigates methods009
to establish connections among multiple Lo-010
RAs. We create three reasoning datasets tai-011
lored to fact-checking and fine-tune individ-012
ual LoRAs, allowing them to view and reason013
from diverse perspectives. Then, we explore014
strategies for allocating these reasoning LoRAs015
and introduce LoraMap, an approach to map016
connections between them. The results on the017
fact-checking task demonstrate that the perfor-018
mance of LoraMap is superior to LoraHub, an019
existing LoRA composition method. LoraMap020
also outperforms with significantly fewer pa-021
rameters than LoraConcat, which concatenates022
LoRAs and further fine-tunes them.023

1 Introduction024

With the rapid progress in research leveraging025

Large Language Models (LLMs) such as GPT-4026

(OpenAI, 2023), PaLM (Chowdhery et al., 2023),027

LLaMA (Touvron et al., 2023), and Flan-T5028

(Chung et al., 2022) in various natural language pro-029

cessing tasks, several challenges have also emerged.030

The model can pose a significant risk to reliability031

and trustworthiness due to the issue of generating032

false information, known as hallucination (Ji et al.,033

2023). One way to alleviate this problem is using034

fact-checking to verify LLM outputs or stand-alone035

claims (Gupta et al., 2022; Chamoun et al., 2023).036

As in Figure 1, a fact-checking process classi-037

fies a claim into true, false, or more sophisticated038

labels based on textual evidence such as Wikipedia039

passages, news articles, and other relevant docu-040

ments (Thorne et al., 2018; Guo et al., 2022). In041

biomedical and health domains, serious problems 042

can arise when people perceive false information as 043

truth, highlighting the importance of fact-checking. 044

Accordingly, many studies have been explored, re- 045

sulting in the development of datasets: SciFact 046

(Wadden et al., 2020), PubHealth (Kotonya and 047

Toni, 2020), COVID-Fact (Saakyan et al., 2021), 048

and HealthVer (Sarrouti et al., 2021). This paper 049

focuses on the COVID-Fact dataset, which covers 050

fact-checking related to the COVID-19 pandemic. 051

Another challenge is that fine-tuning the LLMs 052

requires high computational demands. Parameter- 053

efficient fine-tuning techniques can address this is- 054

sue, especially Low-rank adaptations (LoRA) (Hu 055

et al., 2021). Furthermore, some studies have ex- 056

plored the integration of multiple task-specific Lo- 057

RAs to address other tasks (Huang et al., 2023; 058

Liu et al., 2023; Gao et al., 2024; Li et al., 2024; 059

Dou et al., 2023). Among these methods, LoraHub 060

(Huang et al., 2023) learns weights for each LoRA 061

and computes their weighted sum in parallel, which 062

may weaken the influence of the pivotal LoRA. 063

This paper investigates the methods of establish- 064

ing connections among LoRAs to exchange their 065

specialized insights as an alternative to parallel in- 066

tegration. Our main contributions are as follows: 067

• We create three reasoning datasets tailored to 068

fact-checking and fine-tune LoRA for each 069

dataset, allowing them to infer from various 070

perspectives. 071

• We investigate how to connect these reason- 072

ing LoRAs and introduce LoraMap. Inspired 073

by the information-processing behavior of the 074

human brain in neuroscience, it learns connec- 075

tions rather than a linear sum of LoRAs. 076

• The results on the COVID-Fact dataset demon- 077

strate that LoraMap exhibits superior perfor- 078

mance than LoraHub and also outperforms 079

LoraConcat even with significantly fewer pa- 080

rameters. 081
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Claim 

Sars-cov-2 triggers inflammatory responses 

and cell death through caspase-8 activation

True (Supported)

False (Refuted)

Evidence

4 SARS-CoV-2 infection triggers apoptosis through caspase-8 activation. …

Here we report that SARS-CoV-2 infection activates caspase-8 to trigger cell 

apoptosis and inflammatory cytokine processing in the lung epithelial cells.

Fact-Checking

Models

claim

sentence 

evidence

sentences

Fact-Checking

Models
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false 
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Figure 1: A fact-checking task classifies a claim as true or false based on the corresponding evidence.

2 Related Work082

2.1 Biomedical Fact-Checking083

Manual fact-checking has become challenging and084

time-consuming as biomedical literature rapidly ex-085

pands. Several studies have attempted to construct086

biomedical fact-checking datasets and train vari-087

ous models. For the PubHealth dataset, the SciB-088

ERT model achieves the highest f1-score among089

the BERT models (Kotonya and Toni, 2020). For090

the SciFact (Wadden et al., 2020), the best model091

on the leaderboard1 is MultiVerS (Wadden et al.,092

2022), a Longformer model (Beltagy et al., 2020)093

trained with rationale sentence selection and fact-094

checking label prediction. For the COVID-Fact, the095

RoBERTa model is fine-tuned on fact-checking and096

entailment inference datasets (Saakyan et al., 2021).097

For the HealthVer, the T5-base model performed098

better than the BERT models (Sarrouti et al., 2021).099

2.2 Fact-Checking with LLMs100

Recent studies have explored the potential of LLMs101

for general domain fact-checking through a zero-102

shot approach (Chern et al., 2023; Li et al., 2023;103

Wang et al., 2023b), hierarchical prompting (Zhang104

and Gao, 2023), multiagent debate approach (Du105

et al., 2023), question answering (Pan et al., 2023),106

and combining various language models (Min et al.,107

2023). The results demonstrate the effectiveness of108

using LLMs, but they are still room for improve-109

ment in factual reasoning (Laban et al., 2023; Wang110

et al., 2023a).111

2.3 Parameter-efficient Fine-tuning112

Several studies have introduced parameter-efficient113

fine-tuning techniques that freeze the original114

model parameters and only fine-tune a few addi-115

tional parameters. Adapter tuning (Houlsby et al.,116

2019; Pfeiffer et al., 2020) inserts a layer into117

1https://leaderboard.allenai.org/scifact/
submissions/public

each transformer layer, which consists of a down- 118

projection feed-forward layer, a non-linearity func- 119

tion, and an up-projection feed-forward layer. Pre- 120

fix tuning (Li and Liang, 2021) appends trainable 121

prefix tokens to the input sequence, and prompt 122

tuning (Lester et al., 2021) perpends learnable con- 123

tinuous prompt vectors to the input embeddings. 124

LoRA (Hu et al., 2021) decomposes the attention 125

weight matrix into trainable low-rank matrices. 126

Another way to reduce computational require- 127

ments is by applying quantization to LLMs to re- 128

duce the numerical precision of model parameters. 129

LLM.int8() (Dettmers et al., 2022) quantizes model 130

weights to 8-bit integers through a vector-wise 131

quantization and mixed-precision decomposition. 132

QLoRA (Dettmers et al., 2024) employs three tech- 133

niques, which are 4-bit NormalFloat quantization, 134

double quantization, and paged optimizers. 135

3 Methods 136

3.1 Reasoning Dataset Generation 137

Determining the veracity of a claim requires iden- 138

tifying key entities and their relationships within 139

the claim and evidence and then analyzing where 140

they differ. In this context, we hypothesize that 141

identifying contrasting or common factors between 142

the claim sentence and its corresponding evidence 143

text can help the fact-checking model. Therefore, 144

we customize the three reasoning tasks for fact- 145

checking: DifferenceCoT, EntityCoT, and Correct- 146

Claim. 147

DifferenceCoT is a task that generates a text that 148

details the contextual differences between 149

claim and evidence, such as relation, topic, 150

and level of detail. 151

EntityCoT is a task that extracts synonymous 152

biomedical entities that appear simultaneously 153

in the claim sentence and the evidence text. 154

CorrectClaim is a task that revises a given claim 155

sentence based on the evidence. 156
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Instructions:

Claim: Sars-cov-2 supress inflammatory responses and cell death through caspase-8 activation.

Context: 4 SARS-CoV-2 infection triggers apoptosis through caspase-8 activation. 2 SARS-CoV-2 infection induces caspase-8 activation to mediate pro-IL-1β processing. 2 SARS-CoV-2 

infection induces caspase-8 activation Fig. SARS-CoV-2 infection induces the cell death through the activation of caspase-8. Here we report that SARS-CoV-2 infection activates caspase-8 to 

trigger cell apoptosis and inflammatory cytokine processing in the lung epithelial cells.

DifferenceCoT
The claim and the context both discuss the role of 

caspase-8 activation in SARS-CoV-2 infection, but 

they present different perspectives. … Therefore, 

while both the claim and context agree on the 

involvement of caspase-8 in SARS-CoV-2 infection, 

they differ on whether this leads to suppression or 

induction of cell death and inflammation.

Encoder Decoder
A

B

A

B

EntityCoT
The Claim and Context sentences both mention the 

biomedical entities "Sars-cov-2", "inflammatory 

responses", "cell death", and "caspase-8 activation". 

… 

{'Claim': ['Sars-cov-2', 'inflammatory responses', 

'cell death', 'caspase-8 activation'],

'Context': ['SARS-CoV-2 infection', 'inflammatory 

cytokine processing', 'cell apoptosis', 'caspase-8 

activation']}

CorrectClaim
Sars-cov-2 triggers 

inflammatory responses 

and cell death through 

caspase-8 activation.

Pretrained 
Weights

𝑊 ∈ ℝ𝑑×𝑑
A ∈ ℝ𝑑×𝑟

B ∈ ℝ𝑟×𝑑

𝑟

𝑑

𝑥

ℎ = 𝑊𝑥 +
𝛼

𝑟
𝐵𝐴𝑥

(𝑊: query, value attention weight

𝑟 = 16, 𝛼 = 32)

DifferenceCoT

- Explain the difference between the Claim 

sentence and Context in one paragraph.

- Let’s think step by step.

EntityCoT

- Extract biomedical entities which are mentioned in both Claim and Context sentences and are synonymous.

- Output with the following format. {‘Claim’: [entity list], ‘Context’: [entity list]}

- Let’s think step by step and explain in one paragraph.

CorrectClaim

- Revise the Claim sentence 

by referring to the Context.

LoRA

Figure 2: Example of reasoning datasets to fine-tune the base model with LoRA. The LoRA exists in the query and
value parts of all transformer attention layers and consists of A and B weight matrices.

Next, we construct datasets for these three tasks.157

The COVID-Fact dataset contains at least one true158

claim and one false claim associated with each159

piece of evidence. First, we extract 2,550 claim-160

evidence pairs by randomly selecting two claims161

for each piece of evidence, one true and the other162

false, using a fixed seed of 42. Following the origi-163

nal dataset splits, we split them into 2,036 training164

instances, 258 development instances, and 256 test165

instances. The resulting dataset has an equal num-166

ber of TRUE and FALSE classes across all splits.167

For DifferenceCoT and EntityCoT, we employ168

Chain-of-Thought (CoT) prompting (Wei et al.,169

2022) with the GPT-4 API to generate output text.170

The prompt includes task instruction, claim, and171

context, which are input to GPT-4, and the ground172

truth output is the GPT-4 result as shown in Fig-173

ure 2. On the contrary, we generate the Correct-174

Claim dataset from the COVID-Fact dataset by175

extracting claim-evidence pairs as inputs and as-176

signing them to a true claim as the output. Whether177

the input claim is true or false, the ground truth178

output is always the true claim linked to the given179

evidence. Figure 2 shows an example of input and180

output text for a generative model, and Appendix181

A provides the entirely generated output text.182

3.2 Fine-tuning Reasoning LoRAs183

The next step is to fine-tune LoRAs for each task.184

We use Flan-T5 as the base model due to its range185

of model size options and its strong performance186

in zero-shot, few-shot, and CoT (Chung et al.,187

2022). The lightweight module LoRA exists in 188

all transformer attention layers of the base model. 189

Specifically, as shown in Figure 2, LoRA oper- 190

ates within the query and value parts of the en- 191

coder self-attention, decoder self-attention, and 192

encoder-decoder attention layers. For each task 193

t ∈ {1, 2, 3}, LoRA consists of a weight ma- 194

trix At ∈ Rd×r for down-projection of features 195

to a smaller dimension r, and a weight matrix 196

Bt ∈ Rr×d for up-projection to the original dimen- 197

sion d. By freezing the weights of the base model 198

and training only the weights of LoRA, training 199

requires much fewer parameters. 200

3.3 Connecting Reasoning LoRAs 201

The final step is to investigate methods for allocat- 202

ing and connecting the reasoning LoRAs, namely 203

LoraHub, LoraConcat, and LoraMap. Figure 3 204

illustrates the differences among the methods. 205
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DifferenceCoT

𝐴1

𝐵1

EntityCoT

𝐴2

𝐵2

CorrectClaim

𝐴3

𝐵3

𝑩𝒄𝒂𝒕

𝑨𝒄𝒂𝒕

LoraConcat

෡𝑩

෡𝑨

LoraHub

𝑩𝒄𝒂𝒕

𝑨𝒄𝒂𝒕

LoraMap

𝑨𝒎𝒂𝒑

𝑩𝒎𝒂𝒑

3. Models

2) LoraConcat

3) LoraMap

෡𝑨 = 𝑤1𝐴1+𝑤2𝐴2+𝑤3𝐴3 ∈ ℝ
𝑑×𝑟

෡𝑩 = 𝑤1𝐵1+𝑤2𝐵2+𝑤3𝐵3 ∈ ℝ
𝑟×𝑑

𝑨𝒄𝒂𝒕 = [𝐴1; 𝐴2; 𝐴3] ∈ ℝ
𝑑×3𝑟

𝑩𝒄𝒂𝒕 = [𝐵1; 𝐵2; 𝐵3] ∈ ℝ
3𝑟×𝑑

𝑨𝒎𝒂𝒑 ∈ ℝ
3𝑟×𝑚

𝑩𝒎𝒂𝒑 ∈ ℝ
𝑚×3𝑟

Figure 3: The comparison of LoraHub, LoraConcat, and
LoraMap. Dark purple indicates trainable weights, and
light purple represents fixed weights.
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Base
model

Reasoning
LoRA Setting BLEU ROUGE-1 ROUGE-2 ROUGE-L ROUGE-Lsum METEOR BERTscore

Flan-T5-
large

(787M)

DifferenceCoT
Zero-shot 0.0023 0.2173 0.1326 0.1815 0.2011 0.1047 0.8563

LoRA finetuning (4M) 0.3588 0.6676 0.4206 0.5045 0.6310 0.5255 0.9275

EntityCoT
Zero-shot 0 0.0539 0.0201 0.0533 0.0526 0.0289 0.7997

LoRA finetuning (4M) 0.3885 0.6755 0.4533 0.5548 0.6397 0.5969 0.9240

CorrectClaim
Zero-shot 0.3636 0.6839 0.5714 0.6618 0.6636 0.6591 0.9349

LoRA finetuning (4M) 0.9257 0.9722 0.9437 0.9721 0.9721 0.9682 0.9944

Flan-T5-
xxl

(11B)

DifferenceCoT
Zero-shot 0.0012 0.2034 0.1298 0.1718 0.1875 0.0945 0.8545

qLoRA finetuning (18M) 0.3764 0.6822 0.4446 0.5192 0.6444 0.5245 0.9315

EntityCoT
Zero-shot 0 0.0444 0.0238 0.0444 0.0442 0.0097 0.7903

qLoRA finetuning (18M) 0.3805 0.6680 0.4505 0.5500 0.6356 0.5881 0.9223

CorrectClaim
Zero-shot 0.5212 0.8102 0.7251 0.7985 0.7983 0.7821 0.9565

qLoRA finetuning (18M) 0.9227 0.9700 0.9389 0.9695 0.9696 0.9662 0.9943

Table 1: The evaluation results on three reasoning test datasets. The bold text represents the best result.

LoraHub computes the weighted sum to gener-206

ate Â ∈ Rd×r and B̂ ∈ Rr×d. This framework207

freezes all At and Bt matrices and learns only the208

coefficients for each LoRA using a gradient-free209

approach. Our LoraHub loads three reasoning Lo-210

RAs along with the 20 LoRA modules following211

the original LoraHub setting2.212

LoraConcat concatenates the matrices At and Bt213

of the three reasoning LoRAs to produce Acat ∈214

Rd×3r and Bcat ∈ R3r×d.215

Acat = [A1;A2;A3] , Bcat = [B1;B2;B3]216

We then fine-tune the Acat and Bcat matrices tar-217

geting the COVID-Fact dataset. LoraMap not218

only concatenates the three reasoning LoRAs into219

Acat and Bcat but also insert the trainable matri-220

ces Amap ∈ R3r×m and Bmap ∈ Rm×3r between221

them. LoraMap freezes LoRAs that maintain spe-222

cialized reasoning capabilities and learns the con-223

nection maps between them by fine-tuning only224

Amap and Bmap. We define the mapping dimen-225

sion m based on the ratio of trainable parameters226

to the total number of parameters in the model.227

m =
ratio× num of total parameters

3r × num of trainable layers× 100
228

The number of trainable layers is the total number229

of layers of Amap and Bmap in the model. The230

trainable parameters of this layer are m× 3r.231

4 Experimental Results232

4.1 Reasoning LoRAs233

We independently finetune DifferenceCoT LoRA,234

EntityCoT LoRA, and CorrectClaim LoRA in-235

serted in the Flan-T5 models, using a fixed seed236

of 42 for reproducibility. The Flan-T5 model of-237

fers a range of options: small (77M), base (249M),238

2https://github.com/sail-sg/lorahub

large (787M), xl (3B), and xxl (11B). Among mod- 239

els below 1B, we experiment with Flan-T5-large; 240

for models above 1B, we use Flan-T5-xxl model. 241

The Flan-T5-large model with LoRA has a total 242

of 787M parameters, with 4M trainable param- 243

eters. The Flan-T5-xxl model with qLoRA has 244

11B parameters and undergoes quantization using 245

LLM.int8(), resulting in 18M trainable parameters. 246

Table 1 shows the results of three reason- 247

ing LoRAs using BLEU (Papineni et al., 2002), 248

ROUGE (Lin, 2004; Lin and Och, 2004), and ME- 249

TEOR (Banerjee and Lavie, 2005) scores as lexi- 250

cal overlap-based metrics, and BERTscore (Zhang 251

et al., 2019) with the Longformer-base model as 252

semantic embedding-based metrics. In the zero- 253

shot setting, the base model performs reasoning 254

tasks without fine-tuning, resulting in poor scores. 255

Fine-tuning LoRA on each reasoning dataset in- 256

creases the scores of all metrics. Revising a claim 257

is easier than capturing differences or identifying 258

synonymous entities, so the CorrectClaim scores 259

are considerably higher than others. 260

Our setup involves two RTX 3090 GPUs, and 261

during Flan-T5-large LoRA fine-tuning, training 262

takes 6 hours and 50 minutes for DifferenceCoT, 263

8 hours and 8 minutes for EntityCoT, and 3 hours 264

and 46 minutes for CorrectClaim. For Flan-t5-xxl 265

qLoRA fine-tuning, training takes 35 hours and 266

50 minutes for DifferenceCoT, 18 hours and 35 267

minutes for EntityCoT, and 16 hours and 9 minutes 268

for CorrectClaim. 269

4.2 Connecting LoRAs for Fact-checking 270

We conduct experiments integrating multiple rea- 271

soning LoRAs on the COVID-Fact dataset. Given 272

the prompt “What is the class of the Claim by re- 273

ferring to the Context? Choose only from TRUE or 274

FALSE.” with claim and context, the output should 275

be “The claim is TRUE/FALSE”. 276

4
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Model Reasoning LoRA Fact-checking setting # Training instances Macro-precision Macro-recall Macro-f1

Flan-T5-
large

— Zero-shot 0 0.7819 0.6133 0.5453

base20 + DifferenceCoT +
EntityCoT + ClaimCorrection

LoraHub
50 0.6664 0.6344 0.6133

200 0.6643 0.6340 0.6145
2,036* 0.6589 0.6254 0.6030

DifferenceCoT +
EntityCoT +

ClaimCorrection
LoraConcat (14M)

100 0.8087 0.7828 0.7782
1,000 0.8334 0.8152 0.8126
2,036* 0.8184 0.8082 0.7910

DifferenceCoT +
EntityCoT +

ClaimCorrection
LoraMap (0.22M)

100 0.7527 0.6961 0.6755
1,000 0.8052 0.8015 0.8010
2,036* 0.8302 0.8246 0.8239

Table 2: The evaluation results of the Flan-T5-large model on the COVID-Fact test dataset. In the fact-checking
settings, the value in parenthesis indicates the number of trainable parameters. The bold text represents the best
result. * is the size of all the training data.

4.2.1 Results of Small Language Model277

The performance of the Flan-T5-large on the278

COVID-Fact test dataset is shown in Table 2. In the279

zero-shot setting, the Flan-T5-large model predom-280

inantly predicted TRUE with an f1 score of 0.5453.281

The key result is a comparison of connecting meth-282

ods of multiple reasoning LoRAs: LoraHub, Lo-283

raConcat, and LoraMap. We experiment with var-284

ious training instances, and Table 2 presents the285

best result among 10-shot, 20-shot, 50-shot, and286

100-shot, the best result among 200-shot, 500-shot,287

and 1000-shot, and the result when using the entire288

dataset. Although training with more than 100 in-289

stances is neither simple nor scalable, we aim to290

identify the minimum number of instances required291

to achieve satisfactory performance in LoraConcat292

and LoraMap. To provide statistically reliable re-293

sults, all metric scores are the average of ten re-294

peated experiments performed with ten fixed seeds295

(42, 64, 128, 256, 512, 1024, 2048, 4096, 8192,296

16384).297

LoraHub achieves the highest f1-score of 0.6145298

at 200-shot, and its performance does not increase299

as the number of training data increases. Although300

training LoraHub with less than 100 examples is301

feasible, its performance is suboptimal. In contrast,302

LoraConcat and LoraMap generally demonstrate303

improved f1-scores as training instances increase.304

Notably, LoraConcat yields the best f1-score of305

0.8126 at 1000-shot, and LoraMap achieves the306

highest f1-score of 0.8239 when using all instances.307

While fine-tuning the Flan-T5-large model, the308

mapping dimension m of LoraMap is set to 16,309

the same as the rank parameter of LoRA.310

Figure 4 shows box plots for ten macro-f1 scores311

of LoraHub, LoraConcat, and LoraMap. LoraHub312

at 200-shot achieves an average score of 0.6145313

with a median of 0.6212, and LoraConcat at 1000-314

Figure 4: Box plots for macro-f1 scores of LoraHub,
LoraConcat, and LoraMap.

shot reaches an average score of 0.8126 with a 315

median of 0.8073. LoraMap exhibits an average 316

of 0.8239 and a median of 0.8276 when using all 317

training instances. LoraMap achieves statistically 318

significant superior performance even with substan- 319

tially fewer trainable parameters than LoraConcat, 320

with a p-value of 0.03756. Additionally, compar- 321

isons between LoraHub and LoraMap and between 322

LoraHub and LoraConcat also reveal statistically 323

significant differences. 324

In terms of parameter efficiency, LoraHub has 325

3,312 (23× 144) trainable coefficients out of a to- 326

tal of 787M parameters, as the model consists of 327

144 layers, each containing 23 LoRAs. There are 328

14M trainable parameters out of 797.3M parame- 329

ters when using LoraConcat and 0.22M trainable 330

parameters out of 797.5M parameters when using 331

LoraMap. We conduct all experiments with two 332

RTX 3090 GPUs and compare the training and in- 333

ference time. Training on all COVID-Fact train 334

datasets takes 1 hour 44 minutes for LoraHub, 5 335

hours 7 minutes for LoraConcat, and 4 hours 14 336

minutes for LoraMap. For each test instance, infer- 337

encing takes less than 0.3 seconds for LoraHub and 338

less than 0.5 seconds for LoraConcat and LoraMap. 339
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Model Reasoning LoRA # Training instances Macro-precision Macro-recall Macro-f1
0 0.7643 0.6094 0.5423

base20
20 0.7529 0.6836 0.6603
0 0.6900 0.6758 0.6696

DifferenceCoT + EntityCoT + ClaimCorrection
10 0.6889 0.6133 0.5703
0 0.7647 0.6367 0.5868

base3
10 0.7771 0.5977 0.5199
0 0.7807 0.6094 0.5390

Flan-T5-large

base20 + DifferenceCoT + EntityCoT + ClaimCorrection
50 0.6833 0.6797 0.6781

Table 3: LoraHub results for the COVID-Fact test dataset depending on the selection of LoRAs.

Model Reasoning LoRA # Trainable parameter Macro-precision Macro-recall Macro-f1

Flan-T5-large

DifferenceCoT + EntityCoT 147,456 0.7965 0.7852 0.7831
DifferenceCoT + ClaimCorrection 147,456 0.7969 0.7969 0.7969

EntityCoT + ClaimCorrection 147,456 0.7723 0.7656 0.7642
DifferenceCoT + EntityCoT + ClaimCorrection 221,184 0.8347 0.8281 0.8273

Table 4: LoraMap results for the COVID-Fact test dataset depending on the selection of reasoning LoRAs.

4.2.2 Ablation Study340

We further compare the results depending on the341

selection of LoRAs. Table 3 exhibits the results342

of LoraHub across different training instances, pre-343

senting zero-shot performance and the best result344

among 10-shot, 20-shot, 50-shot, and 100-shot345

learning. All experiments use a fixed seed of 42.346

The LoraHub originally uses 20 randomly selected347

LoRAs (base20), yielding 0.5423 under the zero-348

shot setting, which improves after fine-tuning 20349

coefficients for each layer. When employing only350

three reasoning LoRAs, the zero-shot performance351

is higher than that of 20 random LoRAs. How-352

ever, the performance does not improve while fine-353

tuning due to the difficulty of training only with354

three coefficient weights. We also experimented355

with three random LoRAs (base3) to verify this,356

and the results demonstrate the same tendency to357

struggle with fine-tuning. Consequently, we kept358

20 random LoRAs and added three reasoning Lo-359

RAs, a setting that shows the best macro f1 score.360

LoraHub outputs coefficients after training,361

which is the impact of each LoRA module. The362

coefficients for the three reasoning LoRAs are all363

close to 0.5, four out of the 20 base modules also ex-364

hibiting 0.5, mostly trained for question-answering,365

and the remaining 16 show values close to zero or366

negative. The coefficients confirm that our reason-367

ing LoRAs play an important role in fact-checking.368

Table 4 shows the results of the ablation study on369

LoraMap to show the effectiveness of each LoRA.370

All experiments use the entire training dataset with371

a fixed seed 42. Removing each LoRA degrades372

the macro-f1 score, and the most influential one is373

DifferenceCoT LoRA, which exhibits the largest374

performance decrease. DifferenceCoT, ClaimCor-375

rection, and EntityCoT are most influential in that 376

order, which shows that the direction of identifying 377

and correcting differences between claims and con- 378

text is a more helpful task than finding synonymous 379

entities within it. 380

4.2.3 Applicability to LLMs 381

Table 5 presents the performance of the LLMs on 382

the COVID-Fact test dataset. In the zero-shot set- 383

ting, the GPT-4 API with CoT prompting yields an 384

f1 score of 0.6959, and the Flan-T5-xxl model ex- 385

hibits an f1 score of 0.7021. The zero-shot prompt 386

is shown in Appendix A. We compare LoraConcat 387

and LoraMap when using all training instances for 388

the Flan-T5-xxl. As previously mentioned, we de- 389

fine the mapping dimension m of Amap and Bmap 390

to scale the size of LoraMap according to the model 391

size. Adjusting the ratio of trainable parameters 392

to total parameters from 0.002 to 0.05 allows m 393

to range from 16 to 400. The macro-f1 score gen- 394

erally improves as the size of LoraMap increases. 395

LoraMap (4.4M) outperforms LoraConcat (56M) 396

even with significantly fewer trainable parameters. 397

The total model parameters for LoraMap (4.4M) 398

amount to 11.196B, while for LoraConcat (56M) 399

the total is 11.191B. All experiments were per- 400

formed with one RTX 3090 GPU. Training takes 401

17 hours and 5 minutes for LoraConcat (56M) and 402

15 hours and 22 minutes for LoraMap (4.4M). For 403

each test instance, LoraConcat takes less than 3 404

seconds, and LoraMap takes less than 2 seconds. 405

4.3 Experimental Settings 406

When fine-tuning the three reasoning LoRAs, the 407

experimental settings are identical, with a fixed 408

seed 42. Depending on the dataset length, we set 409
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Model Reasoning LoRA Fact-checking setting ratio m Macro-precision Macro-recall Macro-f1
GPT-4 — Zero-shot — — 0.7426 0.7070 0.6959

Flan-T5-
xxl

— Zero-shot — — 0.7392 0.7109 0.7021
DifferenceCoT +

EntityCoT + ClaimCorrection
LoraConcat (56M) — — 0.8907 0.8906 0.8906

DifferenceCoT +
EntityCoT +

ClaimCorrection

LoraMap (5.5M) 0.05 400 0.8879 0.8867 0.8866
LoraMap (4.4M) 0.04 320 0.8947 0.8945 0.8945
LoraMap (3.3M) 0.03 240 0.8837 0.8828 0.8827
LoraMap (2.2M) 0.02 160 0.8671 0.8633 0.8629
LoraMap (1.1M) 0.01 80 0.8565 0.8555 0.8554

LoraMap (0.22M) 0.002 16 0.8043 0.7969 0.7956

Table 5: The evaluation results of the LLMs on the COVID-Fact test dataset. In the fact-checking settings, the value
in parenthesis indicates the number of trainable parameters. The bold text represents the best result.

the maximum source length and target length as410

1200 and 512, respectively. The LoRA and qLoRA411

configurations use 16 as the rank parameter and 32412

as α. Throughout the 20 epochs of training, we413

employ early stopping with the patience of 3, se-414

lecting the epoch yielding the best ROUGE-Lsum415

score on the development set. The learning rate416

is 1e− 3, the warmup ratio is 0.1, and the weight417

decay is 0.01, and we adopt the adafactor optimizer418

coupled with a cosine scheduler. The batch size per419

device is 1, and the gradient accumulation step is 8.420

The experimental settings of fine-tuning Flan-T5-421

large on fact-checking are identical to fine-tuning422

the reasoning LoRAs, except that the gradient ac-423

cumulation step is set to 4. When fine-tuning the424

Flan-T5-xxl model on fact-checking, the settings425

are also identical to finetuning the reasoning Lo-426

RAs, except that the epoch is ten.427

5 Discussion428

5.1 Design Motivation of LoraMap429

The experimental findings highlight the signifi-430

cance of the connection and allocation strategies of431

multiple reasoning LoRAs. The main motivation432

for the LoraMap architecture is that the existing433

LoraHub linearly adds all trained LoRA weights.434

This linear approach can diminish the importance435

of matrix values due to the averaging effect, es-436

pecially when weights vary significantly despite437

the distinct roles of LoRAs. We believe that in438

the human brain, training does not occur through439

linear addition but rather domain-specific training,440

enhancing the brain’s functions for a specific task.441

LoraConcat architecture may experience a loss442

of reasoning capability due to the catastrophic for-443

getting problem as the concatenated LoRA matri-444

ces undergo further fine-tuning. To address this, we445

design LoraMap, which preserves these matrices446

in their original states and learns only the connec- 447

tion mappings among LoRAs to facilitate decision- 448

making from diverse reasoning perspectives. As 449

each brain region possesses different knowledge 450

and functionalities, establishing interconnections 451

among them would be important. Therefore, we 452

use the Amap ∈ R3r×m and Bmap ∈ Rm×3r to 453

train them on homogeneous functions while main- 454

taining areas for each distinct function, which is 455

the Acat ∈ Rd×3r and Bcat ∈ R3r×d. 456

Additionally, differences in the number of train- 457

able parameters can also affect performance. When 458

there are three LoRAs to combine, LoraHub learns 459

only three coefficients, which may not be suffi- 460

cient for complex tasks. In contrast, LoraConcat 461

learns 2× d× 3r parameters, and LoraMap learns 462

2× 3r ×m parameters. When using fixed m, sub- 463

stantial parameter growth could pose a significant 464

issue as the number of LoRAs increases. However, 465

by specifying m of LoraMap, we can adjust the 466

number of trainable parameters accordingly. 467

5.2 Applying LoraMap to Other Tasks 468

LoraMap can be applied to other tasks but needs 469

some modifications. First, the reasoning LoRAs 470

to combine should be relevant to the downstream 471

task. For a question-answering task, where a ques- 472

tion and context are given for answering, the Dif- 473

ferenceCoT and EntityCoT could work as helper 474

tasks, whereas ClaimCorrect may not be suitable. 475

Second, training and adding new reasoning 476

LoRA is available. Given a new helper task, we 477

need to train a new LoRA and subsequently train 478

the LoraHub, LoraConcat, and LoraMap. All these 479

models need retraining to adjust the coefficient or 480

corresponding matrix weights. We also considered 481

the task of predicting the triplets (entity-relation- 482

entity) from the claim and context, but the poor 483

results of GPT-4 led to its exclusion from our study. 484
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Third, if the researcher customizes five reasoning485

LoRAs, the LoraMap matrix dimension changes.486

The original LoraMap matrices consist of Acat ma-487

trix (Rd×3r), Bcat matrix (R3r×d), Amap matrix488

(R3r×m), Bmap matrix (Rm×3r), and when em-489

ploying five LoRAs, the dimension of 3r all trans-490

forms into 5r. The more LoRA we use, the higher491

the computational cost will be. Therefore, selecting492

LoRAs relevant to the downstream task would be493

necessary.494

5.3 Reasoning Dataset Assessment495

Two graduate students manually evaluate the qual-496

ity of the reasoning datasets generated by GPT-4.497

In order to evaluate the quality of the reasoning498

datasets generated by GPT-4, two graduate students499

perform a manual assessment. For each dataset, we500

randomly select 100 instances to evaluate. The Dif-501

ferenceCoT dataset shows an accuracy of 0.93, and502

the EntityCoT dataset shows an accuracy of 0.89.503

Analyzing the errors in DifferenceCoT, GPT-4504

struggles to distinguish between claim and context505

when differing numerical values are mentioned.506

For example, it misses the difference when the507

claim states that the governor cancels school for at508

least two hours, but the context says it closes for at509

least two weeks. Likewise, it also misses when the510

claim mentions 1,000 people, but the context refers511

to at least 1 percent of the population. GPT-4 also512

fails due to a lack of biomedical knowledge, such513

as confusing bacterial viromes and human viromes514

as the same.515

Analyzing the errors in EntityCoT, GPT-4 in-516

correctly identifies distinct biomedical entities as517

synonymous entities. For instance, it equates ‘n518

gene of sars-cov-2’ from the claim with ‘N gene519

assay’ from the context or equates ‘covid-19 in-520

fection’ from the claim with ‘COVID-19 vaccine521

prospects’ from the context. Additionally, it misses522

certain synonymous entities, such as ‘sars-cov-2’523

in the claim and ‘COVID-19’ in the context. Lastly,524

GPT-4 shows one case of hallucination by identify-525

ing an entity that is present in the claim but absent526

in the context.527

6 Conclusion528

This paper investigates methods to establish con-529

nections among multiple reasoning LoRAs. We530

generate three reasoning datasets and fine-tune in-531

dividual LoRAs to enable inference from differ-532

ent perspectives. Subsequently, we introduce Lo-533

raMap, an approach to learning the connection map 534

between them. Our LoraMap statistically outper- 535

forms LoraHub and LoraConcat on the Flan-T5- 536

large model. Even for the Flan-T5-xxl model, Lo- 537

raMap outperforms LoraConcat even with signif- 538

icantly fewer parameters. We anticipate that this 539

paper will pave the way for approaches in mapping 540

and designing connections between LoRAs. 541

7 Limitations 542

There are true and false claims in the COVID-Fact 543

dataset for each piece of evidence, so we automati- 544

cally generate the CorrectClaim dataset. However, 545

to apply this to other fact-checking datasets, re- 546

searchers should consider the CoT prompting with 547

GPT-4, similar to DifferenceCoT and EntityCoT. 548

Additionally, it is essential to establish a method 549

for assessing the quality of GPT-4 reasoning. 550

In real-world scenarios, the LLM outputs need 551

to be verified. As traditional fact-checking models 552

mostly verify a given claim, some research converts 553

the LLM output into multiple claims. By verifying 554

each claim and averaging its veracity, we can assess 555

the reliability of the LLM outputs. Therefore, we 556

focused on fact-checking stand-alone claims. 557

Our model is unsuitable for cases where only 558

claims are present without evidence. In this case, 559

appropriate evidence should be searched and pro- 560

vided. The COVID-Fact dataset contains evidence 561

for each claim, so there was no need to search for 562

evidence in this work. Making integrated judg- 563

ments regarding multiple pieces of evidence is also 564

impossible. 565

Finally, examining LoraConcat and LoraMap on 566

various open-source LLMs and other fact-checking 567

datasets in the biomedical and health domains is 568

necessary. 569
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A Examples of Datasets854
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enceCoT, EntityCoT, and CorrectClaim. Figure 5,856

6, and 7 show the input prompt and output of857

DifferenceCoT, EntityCoT, and CorrectClaim, re-858

spectively. For DifferenceCoT and EntityCoT, the859

prompt encompasses task instruction, claim, and860

context, which are input to GPT-4, and the ground861

truth output is the GPT-4 result. For CorrectClaim,862

the prompt contains task instructions, claim, and863

context, and the ground truth output is the true864

claim from the given evidence.865

The prompt of fact-checking dataset varies de- 866

pending on the settings. An example of a prompt 867

when using zero-shot CoT with GPT-4 API is 868

shown in Figure 8. Figure 9 shows an example 869

prompt for fine-tuning the Flan-T5 model. 870
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Fact Checking 4

DifferenceCoT

Instructions:

- Explain the difference between the Claim sentence and Context in one paragraph.

- Let’s think step by step.

Claim: Sars-cov-2 suppress inflammatory responses and cell death through caspase-8 activation.

Context: 4 SARS-CoV-2 infection triggers apoptosis through caspase-8 activation. 2 SARS-CoV-2 infection induces caspase-8 

activation to mediate pro-IL-1β processing. 2 SARS-CoV-2 infection induces caspase-8 activation Fig. SARS-CoV-2 infection 

induces the cell death through the activation of caspase-8. Here we report that SARS-CoV-2 infection activates caspase-8 to 

trigger cell apoptosis and inflammatory cytokine processing in the lung epithelial cells.

Explanation: 

generate reasoning dataset using GPT-4

The claim and the context both discuss the role of caspase-8 activation in SARS-CoV-2 infection, but they present different 

perspectives. The claim suggests that SARS-CoV-2 suppresses inflammatory responses and cell death through caspase-8 

activation. This implies that the virus uses caspase-8 activation as a mechanism to inhibit the body's immune response and prevent 

cell death, potentially aiding its survival and propagation. On the other hand, the context provides information that SARS-CoV-2

infection triggers apoptosis (cell death) and inflammatory cytokine processing through caspase-8 activation. This suggests that the 

virus's interaction with caspase-8 leads to cell death and inflammation, which are typical responses of the body's immune system

to infection. Therefore, while both the claim and context agree on the involvement of caspase-8 in SARS-CoV-2 infection, they 

differ on whether this leads to suppression or induction of cell death and inflammation.

Figure 5: An example of DifferenceCoT dataset.

Fact Checking 5

EntityCoT

Instructions:

- Extract biomedical entities which are mentioned in both Claim and Context sentences and are synonymous.

- Output with the following format.

{‘Claim’: [entity list], ‘Context’: [entity list]}

- Let’s think step by step and explain in one paragraph.

Claim: Sars-cov-2 suppress inflammatory responses and cell death through caspase-8 activation.

Context: 4 SARS-CoV-2 infection triggers apoptosis through caspase-8 activation. 2 SARS-CoV-2 infection induces caspase-8 

activation to mediate pro-IL-1β processing. 2 SARS-CoV-2 infection induces caspase-8 activation Fig. SARS-CoV-2 infection 

induces the cell death through the activation of caspase-8. Here we report that SARS-CoV-2 infection activates caspase-8 to 

trigger cell apoptosis and inflammatory cytokine processing in the lung epithelial cells.

Explanation: 

The Claim and Context sentences both mention the biomedical entities "Sars-cov-2", "inflammatory responses", "cell death", and 

"caspase-8 activation". In the context, "SARS-CoV-2 infection" is synonymous with "Sars-cov-2" from the claim. Similarly, "cell 

apoptosis" and "cell death" are synonymous terms. "Inflammatory cytokine processing" and "inflammatory responses" are also 

synonymous. Lastly, "caspase-8 activation" is mentioned in both sentences with the same meaning. Therefore, the extracted 

entities are "Sars-cov-2", "inflammatory responses", "cell death", and "caspase-8 activation".

The output in json format would be:

{

'Claim': ['Sars-cov-2', 'inflammatory responses', 'cell death', 'caspase-8 activation'],

'Context': ['SARS-CoV-2 infection', 'inflammatory cytokine processing', 'cell apoptosis', 'caspase-8 activation']

}

generate reasoning dataset using GPT-4

Figure 6: An example of EntityCoT dataset.
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Fact Checking 1

CorrectClaim

Instructions:

- Revise the Claim sentence by referring to the Context. 

Claim: Sars-cov-2 suppress inflammatory responses and cell death through caspase-8 activation.

Context: 4 SARS-CoV-2 infection triggers apoptosis through caspase-8 activation. 2 SARS-CoV-2 infection induces caspase-8 

activation to mediate pro-IL-1β processing. 2 SARS-CoV-2 infection induces caspase-8 activation Fig. SARS-CoV-2 infection 

induces the cell death through the activation of caspase-8. Here we report that SARS-CoV-2 infection activates caspase-8 to 

trigger cell apoptosis and inflammatory cytokine processing in the lung epithelial cells.

Revised Claim: 

Sars-cov-2 triggers inflammatory responses and cell death through caspase-8 activation.

Figure 7: An example of CorrectClaim dataset.

Fact Checking 7

Fact-checking using GPT-4 (zero-shot CoT)

Instructions:

You are a helpful assistant with biomedical expertise. 

Instructions: 

- Classify the Claim sentence only as 'TRUE' or 'FALSE' by referring to the Context. \

- Let's think step by step to explain why in one paragraph.

Claim: Sars-cov-2 suppress inflammatory responses and cell death through caspase-8 activation.

Context: 4 SARS-CoV-2 infection triggers apoptosis through caspase-8 activation. 2 SARS-CoV-2 infection induces caspase-8 

activation to mediate pro-IL-1β processing. 2 SARS-CoV-2 infection induces caspase-8 activation Fig. SARS-CoV-2 infection 

induces the cell death through the activation of caspase-8. Here we report that SARS-CoV-2 infection activates caspase-8 to 

trigger cell apoptosis and inflammatory cytokine processing in the lung epithelial cells.

Explanation: 

The claim that Sars-cov-2 triggers inflammatory responses and cell death through caspase-8 activation is TRUE. The context 

provided clearly states that SARS-CoV-2 infection activates caspase-8, which in turn triggers cell apoptosis (cell death) and 

inflammatory cytokine processing in lung epithelial cells. The context also mentions that SARS-CoV-2 infection induces pro-IL-

1β processing, which is a part of the inflammatory response. Therefore, the claim is consistent with the information provided in

the context.

Figure 8: An example of fact-checking prompt when using zero-shot CoT with GPT-4.

Fact Checking 8

Fact-checking using Flan-T5

What is the class of the Claim by referring to the Context? Choose only 

from 'TRUE' or 'FALSE'.

Claim: Sars-cov-2 suppress inflammatory responses and cell death 

through caspase-8 activation.

Context: 4 SARS-CoV-2 infection triggers apoptosis through caspase-8 

activation. 2 SARS-CoV-2 infection induces caspase-8 activation to 

mediate pro-IL-1β processing. 2 SARS-CoV-2 infection induces caspase-

8 activation Fig. SARS-CoV-2 infection induces the cell death through 

the activation of caspase-8. Here we report that SARS-CoV-2 infection 

activates caspase-8 to trigger cell apoptosis and inflammatory cytokine 

processing in the lung epithelial cells.

The claim is TRUE.

Figure 9: An example of fact-checking dataset for fine-tuning Flan-T5 models.

13


	Introduction
	Related Work
	Biomedical Fact-Checking
	Fact-Checking with LLMs
	Parameter-efficient Fine-tuning

	Methods
	Reasoning Dataset Generation
	Fine-tuning Reasoning LoRAs
	Connecting Reasoning LoRAs

	Experimental Results
	Reasoning LoRAs
	Connecting LoRAs for Fact-checking
	Results of Small Language Model
	Ablation Study
	Applicability to LLMs

	Experimental Settings

	Discussion
	Design Motivation of LoraMap
	Applying LoraMap to Other Tasks
	Reasoning Dataset Assessment

	Conclusion
	Limitations
	Examples of Datasets

