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Abstract

Recent advances in generative models have achieved high-fidelity in 3D human
reconstruction, yet their utility for specific tasks (e.g., human 3D segmentation)
remains constrained. We propose HUMANCRAFTER, a unified framework that
enables the joint modeling of appearance and human-part semantics from a single
image in a feed-forward manner. Specifically, we integrate human geometric priors
in the reconstruction stage and self-supervised semantic priors in the segmenta-
tion stage. To address labeled 3D human datasets scarcity, we further develop
an interactive annotation procedure for generating high-quality data-label pairs.
Our pixel-aligned aggregation enables cross-task synergy, while the multi-task
objective simultaneously optimizes texture modeling fidelity and semantic con-
sistency. Extensive experiments demonstrate that HUMANCRAFTER surpasses
existing state-of-the-art methods in both 3D human-part segmentation and 3D
human reconstruction from a single image.

1 Introduction

Reconstructing high-fidelity 3D human representations and understanding human body and clothing
attributes are a fundamental challenge in the 3D vision realm. The philosophy can unlock many novel
and practical downstream applications, such as semantic-guided 3D reasoning, context-aware human
behavior analysis, and interactive semantic editing. This capability further facilitates immersive
augmented and virtual reality (AR/VR), character stylization, and cinematic production.

In light of advances in Neural Radiance Fields [1], previous attempts [2, 3, 4] have synthesized
high-quality human novel views. Nevertheless, implicit representations are typically computationally
intensive, as they rely on dense point querying in 3D space. Recent advances in 3D Gaussian Splatting
(3DGS) [5] have provided real-time rendering for reconstructing high-quality explicit human models,
which however rely on dense multi-view images [6, 7] or monocular video input [8, 9, 10] and time-
consuming per-subject optimization processes, limiting their stability and feasibility in downstream
applications. With the emergence of large reconstruction models [11], recent advances can directly
generalize the regression of 3D representations [12, 13, 14, 15] thanks to the prevalence of large-scale
3D object datasets [16]. However, in the specific task of human reconstruction, these works collapse
and fail to produce faithful and consistent novel views, primarily due to the scarcity of 3D human
datasets and a lack of human prior knowledge as inductive bias in model design. Recent pioneering
studies on human reconstruction [17, 18] enable generalizable and robust synthesis under sparse-view
settings. However, the crucial requirement for semantic 3D segmentation is currently hindered by
the lack of expansive, well-labeled 3D human downstream task datasets. One workaround is to first
reconstruct and then leverage recent advances in 2D human visual foundation models [19]. This
paradigm can result in extensive processing times and substantial engineering efforts. Furthermore,
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Figure 1: We introduce HUMANCRAFTER, a unified framework for simultaneous human 3D recon-
struction and body-part segmentation from single images. HUMANCRAFTER introduces explicit 3D
Gaussian VersatileSplats, showcasing enhanced performance over foundation models in delivering
3D-consistent segmentation outcomes. This breakthrough offers significant advantages for down-
stream applications.

2D operations cannot maintain 3D consistency and coherence across different viewpoints. The two-
stage pipeline faces challenges including inconsistencies, high computational costs, and scalability
issues, which hinder its robustness and efficiency. We hold the belief that the best way to understand
something is to reconstruct it.

We introduce a unified synthesis model that revolutionizes 3D reconstruction and editing through
innovative view synthesis and semantic understanding. Our model takes a single image as input
and generates explicit 3D Gaussian Splats enriched with semantic features, enabling human 3D
reconstruction and body-part segmentation, while seamlessly enabling the 3D editing task and
integrating into VR devices, as illustrated in Figure 1. Our approach builds upon the incorporation
of tailored human priors and the aggregation of multi-view features with camera embeddings using
Transformers. Specifically, we translate the set of aggregated features to pixel-aligned 3D Gaussians
as initialized geometry. We unleash a pre-trained 2D model [20] into a 3D consistent feature field
and establish a weighting mechanism to propagate into multi-view, addressing the scarcity of labeled
3D semantic data. Finally, by jointly training on the constructed 3D segmentation datasets, which
consist of 40,000 images from 2,500 human scans, HUMANCRAFTER enables novel view rendering
and segmentation to mutually benefit from each other’s task. In summary, our contributions can be
summarized as follows:

• We are first to introduce a unified 3D human representation and a holistic framework that
addresses versatile novel-view synthesis in a feed-forward pass, allowing two independent
tasks to mutually benefit.

• HUMANCRAFTER leverages geometric human priors and the attention mechanism to ef-
fectively bypass labor-intensive and computationally expensive steps, establishing a new
paradigm in the realm of human foundation models.

• Experiments demonstrate that HUMANCRAFTER exhibits superior photorealistic 3D human
Reconstruction and human-part segmentation capabilities, surpassing many state-of-the-art
baselines simultaneously with real-time rendering.

• Experiments on in-the-wild images demonstrating HUMANCRAFTER’s strong generalizabil-
ity to diverse image, and facilitating the potential real-world applications.
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2 Related Work

2.1 Synergizing Reasoning with 3D Reconstruction.

2D human-centric models [21, 22, 19] exhibit remarkable performance through the advent of 2D
foundation models and vision transformers [23, 20] and curated datasets (e.g., Humans-300M [19].
Yet, these cutting-edge methods cannot achieve simultaneous 3D modeling and coherent segmentation
due to lack 3D constraints. A crucial requirement for 3D reasoning is currently hindered by the paucity
of extensive, well-annotated multi-view image datasets. Conversely, early studies like Semantic
NeRF [24] and Panoptic Lifting [25] successfully embedded segmentation network semantic data into
3D scenes. 3DGS with Feature Field [26, 27, 28, 29] emerged as a prominent joint training approach
for 3DGS and multiple prediction tasks. Recent works [30, 31] enable training-free 2D feature lifting
to 3D paradigm for large scenes. However, the human-specific domain remains largely unexplored,
despite its potential applications in areas such as human editing, gaming, and film production.

2.2 Human Gaussian Splatting.

Recent advances [6, 32, 7] optimize photo-realistic animatable 3DGS from temporal multi-view
images. In particular, HiFi4G [33] combines 3DGS with a dual-graph mechanism to maintain spatial-
temporal coherence, ASH [34] employs mesh UV parameterization for real-time rendering, and
Animatable Gaussians [35] utilizes StyleUNet [36] and 3DGS for high-fidelity animatable avatars.
For monocular video input [8, 37, 9, 38, 39, 40, 41, 42, 43, 44], human templates and Linear Blend
Skinning are commonly adopted, necessitating per-instance optimization of 3DGS in a canonical
space. For sparse-view scenarios, GPS-Gaussian [17] estimates depth maps from two-view stereo
and unprojects them to pixel-wise 3D Gaussians. [45] further introduces a regularization term and
an epipolar attention mechanism to preserve geometry consistency between source views. EVA-
Gaussian [46] employs a recurrent feature refiner to address artifacts. [18] utilizes human templates for
multi-scaffold photorealistic and accurate view rendering. For single image input, [47] incorporates
generative diffusion models to predict triplane NeRF and followed by a feed-forward reconstruction
model. Recent advances [48, 49, 50, 51] predicts the 3D outputs from a single input image in a
generalizable manner through the combination of 2D Diffusion and well-conceived human priors.
Notably, Human-3Diffusion [51] introduces a groundbreaking single-image-to-3DGS framework that
synergizes diffusion models with 3D reconstruction to create highly consistent 3D avatars. Our work
further enhances the synergy between 3D reconstruction and semantic segmentation. Our unified
pipeline utilizes efficient multi-view geometric aggregation and a refined Transformer module to
significantly improve accuracy, real-time rendering, and multi-task consistency.

2.3 Generalizable Reconstruction Transformer.

GINA-3D, LRM and TripoSR [52, 53, 54] demonstrate that feed-forward Transformers trained
on large-scale datasets [16, 55] are capable of generating 3D models in a generalizable manner
by reconstructing triplane features for volumetric rendering. Real3D [56] further proposes a self-
training reconstruction framework that capitalizes on both synthetic and large-scale real-world
datasets. Instant3D [57] proposes a two-stage pipeline, which first generates a sparse set of four
posed images, and then directly regresses the Neural Radiance Fields (NeRF) [58]. [59] integrates
efficient 3DGS with triplane representations, where point clouds inferred from input images query
triplane features to decode 3DGS attributes. CRM, MeshLRM, and InstantMesh [60, 61, 62] replace
the triplane NeRF with FlexiCubes [63] as outputs, incorporating differentiable mesh extraction and
rendering for potential applications. LGM, GRM, and GS-LRM [64, 65, 66] predict pixel-wise 3DGS
parameters [67, 68] from multiple images, enabling scalable reconstruction frameworks. However,
such methods lack human-specific priors as tailored inductive biases in Transformers, failing to
synthesize faithful novel views, especially reconstructing human body details.

3 Method

Preliminary of 3D Gaussians Splatting. 3DGS [5] formulates the 3D representation as a collection
of N Gaussian primitives {Gp}Np=1. Each Gp is characterized by an opacity σp ∈ R, a mean location
µp ∈ R3, a scaling factor sp ∈ R3, an orientation quaternion qp ∈ R4, and a color feature cp ∈ RC
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Figure 2: The network architecture of HUMANCRAFTER. The proposed method fully utilizes
2D diffusion priors and human body geometry features to regress pixel-aligned point maps via a
generic Transformer (Sec. 3.1). Subsequently, another Transformer (Sec. 3.2) employs an attention
mechanism to produce a set of semantic 3D Gaussians that encapsulate geometric, appearance, and
semantic information. The entire pipeline is trained in an end-to-end manner by minimizing a loss
function (Sec. 3.3) that compares the predicted outputs against ground truth data and rasterized label
maps from novel viewpoints.

are maintained for rendering, where spherical harmonics (SH) can model view-dependent effects.
Specifically, each Gaussian can be formulated as: Gp(x) = exp

(
− 1

2 (x− µp)
⊤Σ−1

p (x− µp)
)
.

The rendering process involves projecting the 3D Gaussians onto the image plane as 2D Gaussians
and performing alpha blending for each pixel in front-to-back depth order, thereby determining the
final color, opacity, and depth maps.

Pipeline Overview. Given a single RGB image I ∈ RH×W×3, our objective is to jointly synthesize
multiple properties at novel views using the multi-task labels from the given source views without
any optimization or fine-tuning. To accommodate versatile labels, we extend the 3D Gaussians Gp to
construct a feature field, enabling the rendering of feature maps through a differentiable rasterizer.

To this end, we firstly propose a purely Transformer (Sec. 3.1) to aggregate multi-view input images,
followed by a attention mechanism (Sec. 3.2) to facilitate downstream tasks. Furthermore, we propose
a multi-task loss (Sec. 3.3) to achieve high-fidelity texture rendering. An overview of the model
architecture is illustrated in Figure 2.

3.1 Human Prior for Feature Aggregation

Image Diffusion Prior. We leverage the pre-trained 2D diffusion model SV3D [69] as appearance
prior. For the input image I0, we leverage a CLIP image encoder [70] to obtain the image embedding
c as conditions. Subsequently, we progressively denoises gaussian noises into temporal-continuous N
multi-view images by a spatial-temporal UNet Dθ [71]. In this work, we also employ the SMPL [72]
as the 3D human parametric model to guide the Feature Aggregation. Inspired by [73, 74], we
render the side-view normal images as a guide, which are then concatenated with the input image
and corresponding Plücker embeddings [75] along the channel dimension, resulting in dense pose-
conditioned images. These pose-conditioned images are divided into non-overlapping patches [23]
and mapped to d1 dimensional patch tokens Fi ∈ R(h×w)×d1 by a Linear layer, where h = H/P
and w = W/P represent the height and width of the feature map, respectively, and P denotes the
patch size.

Cross-view Attention Module. For feature interaction within patch tokens, we utilize Nf layers
of Grouped Query Attention blocks [76] with RMS Pre-Normalization, GELU activation, and feed-
forward network. These features are subsequently mapped into the location of 3D Gaussian Splatting.
To accurately model the positioning of Gaussians, we predict the depth map Di ∈ RH×W for each
input image and additional 3D positional offset ∆i ∈ RH×W×3. A pixel located at (u, v) in the
image Ii is unprojected from the image plane onto the 3D position µp ∈ R3 by unproject function
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Π−1(K;Ri; ti):
Π−1[u, v] := R⊤

i K
−1Di[u, v]− ti +∆[u, v] (1)

where, Di[u, v] represents the depth value at pixel (u, v) in the i-th view’s depth map; Ri is the
rotation matrix of the i-th view, K is the camera intrinsic matrix, and ti is the translation vector of
the i-th view. The proposed Transformer architecture leverages feature aggregation to synergistically
exploit human geometry priors and the information embedded within input images, effectively
bridging the 2D feature space and 3D coordinates to deliver enriched geometric representations.

3.2 Self-Supervised Model as Inductive Bias

We employ the DINOv2 vits14-with-registers [20, 77] as 2D Image Encoder, which has been
proven effective for 3D scene segmentation [78] and diverse downstream tasks [79]. We freeze the
network parameters and extract features from the input image, denoted as fi ∈ R(h×w)×d2 , where
d2 is the dimension of the image encoder. Furthermore, as the feature aggregation stage for the
posed images has already learned the relevance between each position token, we directly extract
the attention weights from the previous Transformer and perform a weighted combination of the
features which is independent of the feature dimension. We leverage the tailored inductive biases
learned by the preceding Transformer across the hierarchical Transformer blocks. Specifically, for
each Transformer block, the feature-wise similarity is extracted by the dot product of Q(Fi) and
K(Fi) corresponding to each V(fi).

CrossAttn(fi) := SoftMax

(
Q(Fi)K(Fi)

⊤
√
dk

+B

)
fi (2)

where, dk presents the dimension of Fi, B is the relative position bias. Ultimately, from each output
token f̃i ∈ R(h×w)×d2 , we decode the attributes of pixel-aligned Gaussians G in the corresponding
patch using a convolutional layer with a 1 × 1 kernel. The final pixel color c is calculated by
blending N ordered Gaussians overlapping the pixels via the following rendering function: c =∑N

i=1 ciσi

∏i−1
j=1(1−σj). This equation efficiently models the contributions of each Gaussian to the

pixel’s final appearance, accounting for their transparency and layering order. To facilitate body-part
semantic 3D representation, inspired by [26], we augment the 3D Gaussians Splats with a learnable
semantic feature embedding (denoted as 3D Gaussians primitives) and rasterize onto the 2D image
plane by blending Gaussians that overlap with each pixel using a feature rendering function. This
implies that the novel view synthesis task and human-part segmentation task share the same 3D
Gaussian parameters, where N is the number of Gaussian primitives participating in the blending:
f =

∑N
i=1 Mf̃iσi

∏i−1
j=1(1− σj). where f indicates the final rasterized feature embedding on the

image plane, and f̃i represents the semantic

3.3 Multi-task Training Objective

The 3D reconstruction loss function is designed to minimize the rendering loss Lrender for novel
viewpoints. The loss for kv rendered multi-view images is defined as:

Lrender :=E[Lmse(Îi, Ii) + λmLmask(M̂i,Mi) + λpLLPIPS(Îi, Ii)] (3)

where Ii and Îi denote the ground-truth images and rendered images via 3D Gaussian Splatting,
respectively. Mi and M̂i represent the original and rendered foreground masks. Lmse measures the
mean squared error loss, and Lp measures the perceptual loss [80]. λm and λp are hyperparameters
employed for balancing the respective loss terms. Building upon prior work [31], the loss function
for the feature field is minimized during training by utilizing rasterized feature maps on novel views f
and directly inferred feature maps using ground truth images on new views f̂ , thereby facilitating the
learning of blending weights for consistent semantic field regression. Ldist = 1− CosSim(f̂ , f) =

1− f̂ ·f
∥f̂∥∥f∥

, where CosSim(·, ·) denotes the cosine similarity between the predicted and ground truth
feature maps, which serves as a distance metric to be minimized during training. Finally, we construct
a semantic segmentation dataset for fine-tuning. We employ 28 classes for body-part segmentation,
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along with the background class, following [19]. We jointly train the network on all tasks using
differentiable rendering. Our model can be optimized in an end-to-end manner:

L(Θ) := E
i∈{1,...kv}

[Lrender + λdist · Ldist(fi, f̂i)] + λseg · E
j∈{1,...ks}

[LCE(Sj , Ŝj)] (4)

where Θ is the model parameters, Si and Ŝj denote the annotated and predicted semantic segmenta-
tion, respectively. LCE represents the Cross Entropy Loss, and we enforce the predicted score to
align with the ground truth viewpoint. Since we only have a small number of annotated viewpoints,
LCE is added only when j ∈ {1, ...ks}. The Aggregation mechanism is independent of features.
Therefore, we can leverage a 2D pretrained model to supervise the generation of rasterized novel
views using Ldist, and allow the two tasks to benefit each other through LCE.

4 Experiments

We conducted experiments on the following datasets to evaluate the results of 3D human reconstruc-
tion and segmentation. The 2D diffusion model takes approximately 6 seconds (with the number of
views set to 2) to generate multi-view latent features, while the subsequent reconstruction stage takes
only about 0.2 seconds.

Datasets. (1) THuman2.1 Dataset [81] contains approximately 2500 human scans. Specifically, we
select 2300 scans for training and the rest for evaluation. (2) 2K2K Dataset [82] includes 2000
human scans. Similarly, we select 1500 scans for training and the rest for evaluation. (3) Human
MVImageNet [83] approximately comprises 4000 identities and 8000 outfits, which provide the
rich multi-perspectives. Consistent with the protocol established in [48], we utilize PIXIE [84] as
the SMPL parameter estimator, strategically placing 36 cameras across three hierarchical levels to
capture full-body, upper-body, and facial views, with all renderings resolution of 512× 512 pixels.

Curated Dataset. We randomly select 500 scans from the training dataset and annotate 8 semantic
segmentation maps for each scan. More details are provided in Appendix A.1.

In-the-wild Dataset. To assess the model’s generalizability under challenging conditions, we
construct a test dataset from Internet-sourced images. These images encompass diverse human poses,
identities, and camera viewpoints.

Training Details. The hyperparameters λmask, λp are set to 1 and 0.1 in this paper. The hyperparame-
ters λdist and λdist2 are both set to 0.5. We use the AdamW optimizer with β1 = 0.9 and β2 = 0.95,
and a weight decay of 0.05 is applied to all parameters except those in the LayerNorm layers. A
cosine learning rate decay scheduler is employed, with a linear warm-up of 2,000 steps. The peak
learning rate is set to 4× 10−4. The training process is divided into two stages: the model is trained
for 80K iterations at 256 × 256 resolution and then fine-tuned for an additional 20K iterations at
512× 512 resolution. Please refer to Appendix A.2 for more detailed procedural insights.

4.1 Evaluation of Human 3D Segmentation

Comparisions. The semantic segmentation is evaluated by class-wise intersection over union (mIoU)
and average pixel accuracy (mAcc) on novel views as metrics. To provide a more comprehensive
evaluation of the algorithm’s 3D consistency, we compare HUMANCRAFTER against the state-of-
the-art LSM [31] baseline. Additionally, we benchmark our approach against the 2D state-of-the-art

Table 1: Comparison with feed-forward Human 3D Segmentation methods on 2K2K dataset.

Method 2K2K [82] RuntimemIOU ↑ Acc. ↑ PSNR↑ SSIM ↑ LPIPS ↓
Two GT Input Views
LSM∗ [31] 0.724 0.873 23.811 0.892 0.053 108 ms / object
Sapiens [19] 0.823 0.904 N/A N/A N/A 640 ms / frame
Ours 0.840 0.925 24.786 0.937 0.022 126 ms / object
Single View
Human3Diffusion [51] + Sapiens [19] 0.781 0.851 21.832 0.891 0.069 23.21 s / object
Ours 0.801 0.882 23.489 0.916 0.045 6.24 s / object
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Figure 3: Qualitative Results and Comparisons on Human 3D Segmentation on THuman2.1 and
2K2K datasets. HUMANCRAFTER achieves the best precise segmentation results in terms of 3D
consistency.

human segmentation algorithm proposed in [19], which is trained on large-scale human datasets.
LSM∗ is trained using 3D human scans and 2D semantic segmentation maps, and it takes two images
as input to ensure a fair comparison. As illustrated in Table 1, HUMANCRAFTER outperforms the state-
of-the-art baselines in terms of segmentation accuracy, while exhibiting comparable reconstruction
times. To enhance single-image reconstruction, we employ a two-stage approach using cutting-
edge algorithms [51] as a baseline. As shown in Table 1, HUMANCRAFTER surpasses baselines in
segmentation accuracy while maintaining comparable reconstruction times. Furthermore, Figure 3
demonstrates the superior segmentation quality achieved by proposed method.

4.2 Evaluation of 3D Human Reconstruction

Comparisions. The quantitative assessment leverages metrics such as PSNR, SSIM [87], and VGG-
LPIPS [80] to comprehensively analyze the rendering fidelity. Inspired by Diffsplat [], multi-view
consistency is evaluated through COLMAP reconstructed point number [88]. We compare our
approach with state-of-the-art methods. These include advanced reconstruction-based techniques
for single-image-conditioned generation: LGM [64], GRM [85], InstantMesh [62], Lara [86], Hu-
man3Diffusion [51], and PSHuman [49]. For the single-view setting, our method can either replicate
the same input or utilize existing multi-view diffusion models available on the shelf to introduce
2D generative priors and achieve better results, as demonstrated in the last row of Table 2. The
single image-conditioned generation performance on the THuman 2.1 and 2K2K datasets is evaluated
in Table 2, with Qualitative results on challenging scenarios (e.g., far camera viewpoints, complex
human poses, and loose clothing) are presented in Figure 4 and Figures 7 in the Appendix. HU-
MANCRAFTER demonstrates superior performance compared to state-of-the-art baselines in both

Table 2: Comparison with feed-forward 3D reconstruction methods at a resolution of 512×512.

Method THuman2.1 [81] 2K2K [82]
PSNR↑ SSIM↑ LPIPS↓ #Points ↑ PSNR↑ SSIM↑ LPIPS↓ #Points ↑

LGM† [64] 20.106 0.859 0.196 502.05 21.685 0.850 0.166 694.84
GRM† [85] 20.503 0.868 0.141 602.46 21.496 0.858 0.171 722.95
InstantMesh [11] 19.997 0.875 0.128 1803.28 21.983 0.865 0.118 2028.30
LaRa [86] 18.120 0.840 0.207 3035.43 19.113 0.860 0.207 4139.94
SiFU [73] 20.164 0.842 0.088 4500.68 21.698 0.904 0.084 4560.18
PSHuman [49] 20.853 0.862 0.076 5321.23 21.932 0.892 0.076 4734.23
Human3Diffusion [51] 22.164 0.872 0.063 5123.52 22.323 0.882 0.053 5134.23
HumanCrafter 23.186 0.907 0.046 5744.96 23.489 0.916 0.045 6453.23
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Figure 4: Novel-view images rendered by HUMANCRAFTER and the state-of-the-art baselines on
various datasets. Our method achieves the highest rendering quality. Please refer to the zoomed-in
regions for details.

rendering quality and 3D consistency metrics. Notably, LGM† and GRM† have been fine-tuned on
our dataset to ensure a fair comparison.

4.3 Ablation Studies

we carefully investigate the effectiveness of human prior and each design choice in this subsection.

The Effect of Human Parametric Model. As shown in Table 3, the human geometric prior benefits
significantly from the reconstruction model, particularly when kv = 1. Additionally, in the context
of human body reconstruction tasks, rendering SMPL normals can provide richer geometric cues
compared to relying on coordinate or rendered depth maps. As the number of input viewpoints
kv increases, the reconstruction model effectively resolves geometric ambiguities through stereo
matching, reducing its dependence on Human Pose Estimation. The statistics in Table 3 validate
HUMANCRAFTER consistently outperforms other variants in terms of image quality and fidelity.

Model Design Choices. As demonstrated in Table 4 (b)-(d), the experiments confirm the efficacy of
each crucial design decision. i) The HUMANCRAFTER model, in the absence of Plucker embeddings
and relies solely on the SMPL-based geometric prior, demonstrates a marginal decline in performance.
ii) When integrating the pre-trained MAE model, denoted as ViT-s [89], in place of the DINOv2
model, HUMANCRAFTER exhibits a slight performance decrease. This alteration is attributed to

Table 3: Ablation study of human geometry prior
on 2K2K dataset.

kv PSNR ↑ SSIM ↑ LPIPS ↓ #Param. ↓

w/o SMPL 1 22.203 0.890 0.064 41.2M

+ Depth 1 23.103 0.901 0.0270 42.4M

+ Coord. 1 23.324 0.917 0.047 42.6M

+ Normal (Ours) 1 23.489 0.916 0.045 42.4M

w/o SMPL 2 23.570 0.913 0.034 41.2M

with SMPL (Ours) 2 24.786 0.937 0.022 42.6M

Table 4: Ablation of model and objective design
on 2K2K dataset.

PSNR ↑ SSIM ↑ LPIPS ↓

(a) Full Model (Ours) 23.489 0.916 0.045

(b) w/o Cam. Emb. 23.327 0.903 0.048

(c) w/o DINOv2 22.025 0.891 0.055

(d) w/o Pixel-align Aggregation 21.183 0.891 0.067

(e) w/o Ldist 22.464 0.896 0.055

(f) w/o LCE 23.223 0.901 0.051

8



Figure 5: Ablation of Pixel-Align Aggregation. HUMANCRAFTER with PA2 can leverage knowl-
edge learned from novel-view synthesis task and incorporate a pre-trained 2D model, thereby boosting
semantic tasks.

the superior ability of the selected pre-trained model to establish correspondences among the input
view images, a crucial factor for pixel-aligned aggregation. iii) Furthermore, HUMANCRAFTER is
solely enhanced with the Feature Aggregation Module akin to the current LGM methodology, and
the learned features are directly forwarded through the GS-Decoder, a notable decline in performance
is observed, as illustrated in Table 4 (d) and Figure 5 in the Appendix. This result underscores the
efficacy of the Pixel-align Aggregation Module.

The Effect of Loss Functions. As demonstrated in Table 4 (e)-(f), without the LPIPS loss, novel view
renderings are susceptible to blurriness and unnatural generations, leading to a slight performance
decline. The integration of the distillation loss enhances 3D view consistency. Similarly, akin to
LSM, the addition of the semantic distillation loss illustrates that integrating the human segmentation
task enhances the performance of novel view synthesis.

4.4 Applications: Human Editing and Immersive Exploring

Figure 1 and Figure 6 illustrate the potential scenarios enabled by the proposed model: (1) Text to
VersatileSplats: ControlNet [90] is used to produce a human image with the human mask and text
prompts. Subsequently, HUMANCRAFTER is employed to reconstruct a 3D human from the generated
image. (2) 3D Consistency Editing: HUMANCRAFTER’s 3D coherence and precise semantic masks
are employed to direct the 3D human editing process, supported by a FLUX-based inpainting
model [91]. Immersive Exploring: HUMANCRAFTERshowcases high efficiency, enabling real-time
end-to-end 3D modeling. Following the generation of edited 3DGS primitives for the provided input
views, seamless integration into VR devices.

Figure 6: We demonstrate the generalizability of HUMANCRAFTER with in-the-wild images in
challenging scenarios.
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Figure 7: We demonstrate the generalizability of HUMANCRAFTER with in-the-wild images in
challenging scenarios.

As depicted in Figure 4.3, we validate that Pixel-Align Aggregation effectively utilizes information
from the task of synthesizing new viewpoints. As illustrated in Figure 6, a potential application of our
proposed model is its combination with the existing Text-to-Image (T2I) inpainting Diffusion model,
such as FLUX.1 [91]. Notably, the 3D Gaussian primitives we generate can seamlessly integrate into
VR devices. We demonstrate this through the application of watching a high-fidelity virtual concert
using the PICO 4 Ultra VR headset. As depicted in Figure 7, we showcase the generalizability of our
model using in-the-wild images in challenging scenarios.

5 Conclusion

We have introduced HUMANCRAFTER, a unified framework for 3D human reconstruction and
understanding. First, we adopt tailored human priors and aggregate multi-view images from a 2D
diffusion model and camera embedding features in a Transformer. Second, we translate the set of
aggregated features to pixel-aligned 3D Gaussians as initialized geometry. We extend a 2D pre-
trained model into a 3D consistent feature field and establish a weighting mechanism to propagate into
multi-view. Extensive experiments demonstrate that HUMANCRAFTER surpasses existing methods in
terms of novel view synthesis quality and downstream task performance while exhibiting robustness
in complex scenarios.

Broader Impacts HUMANCRAFTER allows users to generate 3D human models tailored to their
specific inputs, enabling a broad spectrum of downstream applications, such as AR/VR Chat, 3D
cinematography, and 3D editing. However, this capability also presents potential ethical challenges,
including privacy violations and racial biases. To mitigate these risks, it is imperative to establish
robust ethical guidelines and enforce legal regulations.

Limitations and Future Works. Building on the significant acceleration our method provides for
semantic 3D human reconstruction, a compelling avenue for future work is its extension to dynamic
4D scene generation with Gaussian representations [92]. Furthermore, by leveraging web-scale
human datasets and relying solely on 2D supervision, extensive real-world video datasets could
further unlock the potential of HUMANCRAFTER. Moreover, there is potential for misuse, such as
the arbitrary distribution of digital assets. These risks can be mitigated by embedding watermarks
into the 3D assets [93, 94].
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model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
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Justification: The paper does not include theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: The paper fully discloses all the information needed to reproduce the main
experimental results of the paper.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [No]
Justification: Code will be released upon acceptance of the paper.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: All the training and test details are specified in Section ?? and Section ??.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: Please refer to Section 4.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer ”Yes” if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
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• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Please refer to Section B.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conforms, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Please refer to Section 5.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: Creators or original owners of assets used in the paper are properly credited,
and the license and terms of use are explicitly mentioned and properly respected.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A More Implementation Settings

We provide comprehensive implementation details in this section to facilitate the reproducibility
of our work. Specifically, in Section. A.1 , we provide the details of how to construct semantic
segmentation data. Section. A.2, we provide details about training details. In Section. B, we offer
further explanation of the implementation for HUMANCRAFTER.

A.1 Constructed Dataset Details

Interactive Annotation. Human-part Semantic Segmentation aims to classify pixels in the input
image Ii into Nclass categories while ensuring 3D consistency. Following Sapiens [19], we construct
a dataset with Nclass = 28 (27 body parts and one background class). The class names are as
follows: ‘Background’, ‘Apparel’, ‘Face Neck’, ‘Hair’, ‘Left Foot’, ‘Left Hand’, ‘Left Lower Arm’,
‘Left Lower Leg’, ‘Left Shoe’, ‘Left Sock’, ‘Left Upper Arm’, ‘Left Upper Leg’, ‘Lower Clothing’,
‘Right Foot’, ‘Right Hand’, ‘Right Lower Arm’, ‘Right Lower Leg’, ‘Right Shoe’, ‘Right Sock’,
‘Right Upper Arm’, ‘Right Upper Leg’, ‘Torso’, ‘Upper Clothing’, ‘Lower Lip’, ‘Upper Lip’,
‘Lower Teeth’, ‘Upper Teeth’, and ‘Tongue’.

To accelerate the manual annotation process, we utilize the Segment Anything Model (SAM) [95]
for assisted labeling. The dataset construction process is illustrated in Figure 8. In (a), we show the
instance data and segmentation pipeline, and in (b), we demonstrate how to accelerate annotation
using Segment Anything Model.

Figure 8: The dataset construction pipeline. (a) The instance and semantic segmentation annotation
pipeline allows us to repeatedly reuse the features of input images and the prior negative and positive
coordinates. (b) Accelerating annotation procedure by leveraging the Segment Anything Model [95].

A.2 More Training Details

To accelerate the training process, we employ Flash-Attention-v2 [96] from the xFormers library [97],
gradient checkpointing [98], and BFloat16 mixed-precision arithmetic [99]. Leveraging a pre-trained
model and human geometric priors, our method takes 7 days of training on 8 NVIDIA A800 GPUs.

Differentiable 3DGS Rasterization. A modified 3DGS rasterization implementation1 [100] sup-
ports depth, alpha, and normal rendering. Additionally, we extend 3DGS rasterization pipeline to
incorporate feature attributes, enabling feature rendering from new perspectives, where all operations
are differentiable. Due to limitations in GPU memory, we render 3DGS features f with a dimension-
ality of up to 1024 at most. Initially, we filter out low-opacity 3D Gaussian splats (σp < 0.005) to
enhance rendering speed without compromising quality.

1https://github.com/BaowenZ/RaDe-GS.git
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B More Details of HUMANCRAFTER

Dataset Normalization. To better learn the 3DGS attributes, we place the human scans at the origin
of the coordinate system and normalize them to a unit cube, so that they are located within the
bounding box ([−1, 1]3) in the world space. The camera poses of the rendered views are normalized
with a global scale of 1.4.

3D Gaussian Primitives Normalization. As 3D Gaussians are unstructured explicit representation
, the parameterization of the output parameters can affect the model’s convergence. For numerical
values of Gaussian splat properties, we set to Spherical Harmonics to 3, and all attributes confined
within [0, 1] in preparation of diffusion-based generation, outputs of 3DGS are all activated by the
sigmoid function , except for r, which is L2-normalized to yield unit quaternions. RGB color c and
opacity o are already supposed to be in [0, 1]. Raw scale ŝ is linearly interpolated with predefined
values smin and smax [65]. s := smin · sigmoid(ŝ) + smax · (1 − sigmoid(ŝ)). Here, smin and smax
are set to 5e-4 and 2e-2 respectively to represent fine-grain details.

Ablation on Image Encoder [20]. We freeze the image encoders based on DINOv2’s best practices
to leverage its pre-trained features and to maintain training efficiency by only training a lightweight
decoder. We validated this design choice with an ablation study on the 2K2K dataset, as shown in
Table 5. The results indicate that fine-tuning the image encoder provides only marginal gains (+0.032
PSNR).

Table 5: Ablation study on the effect of fine-tuning the DINOv2 image encoder. The experiment is
conducted on the 2K2K dataset.

Method PSNR ↑ SSIM ↑ LPIPS ↓
Fine-tuned DINOv2 23.521 0.918 0.046
Frozen DINOv2 23.489 0.916 0.045

Ablation on Dual-Transformer. The first Transformer (Feature Aggregation) focuses on the
general task of aggregating multi-view geometric and appearance features. The second Transformer
(Pixel-align Aggregation) is specialized, using an attention mechanism to translate these fused features
into the structured parameters of our semantic 3D Gaussians. To validate this, we trained a baseline
with a single, monolithic Transformer, and the results, presented in Table 6, confirm our design is
superior.

Table 6: Ablation study of our two-stage Transformer architecture. The baseline “w/o Pixel-align
Aggregation” uses a single, monolithic Transformer.

Architecture PSNR ↑ SSIM ↑ LPIPS ↓
w/o Pixel-align Aggregation 21.183 0.891 0.067
Full Model (Ours) 23.489 0.916 0.045
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