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Abstract

This study introduces a novel preprocessing001
approach that applies dependency parsing to002
extract noun and verb heads, which are then003
used to generate unigram and n-gram represen-004
tations. We investigate the trade-off between005
topic coherence and diversity in topic model-006
ing, demonstrating how increased diversity en-007
hances text pattern discovery. Using three pre-008
processing methods to train LDA models [3],009
we find that while coherence decreases slightly,010
topic diversity increases significantly, leading011
to the identification of novel patterns. By pri-012
oritizing topics with multi-word complements,013
our approach improves result granularity and014
highlights the role of diversity in uncovering015
deeper textual structures. To further validate016
these findings, we recommend additional diver-017
sity metrics.018

1 Introduction019

Topic modeling is an unsupervised machine learn-020

ing techniques that aims to uncover subjects and021

classify large text corpora automatically. Modern022

topic modeling methods use either statistical and/or023

probabilistic approaches or leverage existing word024

embeddings and language models in order to ex-025

tract insights from unstructured text.026

Topic modeling has made significant progress in027

the past several years, with teams exploring new028

possibilities such as embedding-based models [7],029

[15], [26], [22] and n-gram-based preprocessing030

methods [30], [17], [16], [20] for both embedding-031

based models as well as the Latent Dirichlet Allo-032

cation (LDA) topic modeling algorithm [3].033

1.1 Challenges034

The LDA algorithm is classic in the domain of topic035

modeling and has been used with various prepro-036

cessing techniques, but all these techniques have037

their limitations. Embedding-based approaches and038

n-gram-based approaches both have the same goal,039

increasing context for better topic quality and more 040

comprehensible results. In this study, we focus 041

on optimizing preprocessing techniques for LDA 042

topic modeling in the hopes of addressing concerns 043

about the limitations of the algorithms as voiced by 044

teams such as [28] and [8]. 045

We show that by combining n-gram-based meth- 046

ods with syntactic dependency information, we can 047

create n-gram document representations that are 048

both smaller than standard n-gram approaches, and 049

contain more relevant information. 050

This paper is organized as follows: an introduc- 051

tion to LDA and a brief overview of n-gram and 052

multi-word isolation preprocessing techniques, a 053

detailed explanation of syntactic n-grams and how 054

we integrated them into our approach, a compari- 055

son of topic quality between standard approaches 056

and our novel approach, and future perspectives to 057

further optimize the approach. 058

2 LDA 059

The algortithm chosen to demonstrate this pre- 060

processing technique is the classic LDA topic- 061

modeling algorithm[3], which was chosen due to 062

its prevalence in the topic-modeling field and will 063

serve as a way to establish a baseline performance 064

for the custom topic-modeling preprocessing ap- 065

proach. 066

This algorithm represents the text corpus as a 067

Bag-of-Words, i.e. the vocabulary found in the 068

corpus is processed without taking into account 069

word order. As this is a limitation of the approach, 070

many others have developed new methods in order 071

to optimize the algorithm by adding neighboring 072

words to the representations of the tokens [30], 073

extracting expressions [20], and even combining 074

domain-specific ontologies to filter corpora [18]. 075
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2.1 N-Grams076

Accounting for n-grams and multi-word expres-077

sions is not new in topic modeling. Several ap-078

proaches have used them for different purposes,079

including using n-gram recognition to find new080

terms and repeated terms. In [1], a novel approach081

was developed to find what can be characterized as082

complex stopwords. This approach find n-grams083

that are repeated throughout the corpus and system-084

atically removes them. This approach has a similar085

goal of rendering the topic model’s output readable086

and relevant.087

A second interesting approach comes from [20].088

With their novel approach, domain-specific n-089

grams and multi-word expressions are extracted090

in the preprocessing stages in order to increase the091

relevance of the extracted topics.092

3 SN-Grams093

SN-grams are a concept first discussed by [23] in094

2013. Two separate applications were discussed by095

the team, namely authorship attribution [24] and096

English as a second language grammar correction097

[23]. The concept differs from traditional n-gram098

preprocessing techniques such as bigram & trigram099

approaches and skipgram approaches [5].100

The main difference between n-gram techniques101

and sn-gram techniques is which elements are con-102

sidered to be neighbors. In a traditional n-gram103

approach, the neighbors are simply the next and/or104

previous tokens in a sequence following a sliding105

window. However, in a sn-gram approach, the106

neighbors are found using a syntactic dependency107

tree.108

As an example, take the sentence, "The quick109

brown fox jumped over the large lazy dog". This110

sentence is the shortest sentence using all letters111

of the English language, to which I have added an112

extra adjective to demonstrate the approach.113

Using a traditional approach, we would find that114

the bigrams generated for this sentence would be:115

the quick, quick brown, brown fox, fox jumped,116

jumped over, over the, the large, large lazy, lazy117

dog.118

However, this approach does not take into ac-119

count words that are syntactic neighbors and not120

direct neighbors in the sentence. Using the sn-gram121

approach, we can link nouns and their complements122

by parsing the syntactic tree and finding the match-123

ing dependencies. For example, bigrams can be124

formed from individual adjectives and the phrasal125
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Figure 1: Syntactic Tree

noun head. Bigrams can also be formed using the 126

verb and its complement, in order to take actions 127

into account as well. 128

Using the syntactic tree, we can create new, more 129

relevant bigrams, such as quick fox and large dog, 130

which is not possible using a traditional approach. 131

Since the original article describing sn-grams, 132

this approach has been more frequently used in 133

projects such as Semantic N-Gram Topic Model- 134

ing using point wise mutual information (PMI) and 135

log frequency based mutual dependency (LGMD) 136

[17] to find likely sn-grams. Another approach, 137

Dependency-Based Open Information Extraction 138

[11] seeks to enhance machine text understanding 139

by introducing flexible, syntax-based sn-gram data 140

structures to an unsupervised text-understanding al- 141

gorithm that seeks to improve semantic information 142

given in the preprocessing stage. 143

4 Novel Canonical NP & VP Processing 144

4.1 Context 145

Our novel approach is inspired by previous work in- 146

volving syntactic dependency parsed language data 147

for use on downstream tasks such as [11],[6], and 148

[29]. While our novel approach is similar to the SN- 149

gram approach detailed by [23], we focus solely 150

on nouns associated with their complement(s) and 151

verbs associated with their complement(s). 152

In a traditional bigram approach, we consider 153

that a bigram is formed by a word and the word im- 154

mediately following it. This representation allows 155

for a greater context window to be explored as well 156

as two-word terms, such as "renewable energy" to 157

be extracted. However, there are several downsides 158

to this approach. It produces a large vocabulary, 159
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can be costly to compute for large corpora, and160

cannot represent nouns and verbs with multiple161

complements and/or complements that are found162

at a distance of several tokens.163

As of the writing of this paper, there is no con-164

sensus as to the best method to extract bigrams, tri-165

grams, and n-grams from corpora while preserving166

the maximum amount of context and informative167

words. Several teams have proposed their solutions,168

including: [20], [30], [9], [1], and [16]. These169

approaches highlight the need for a standardized170

n-gram topic modeling approach while also demon-171

strating significant progress being made when n-172

grams are considered for preprocessing LDA input.173

4.2 Methodology174

The downsides discussed above are directly ad-175

dressed by our new method. By creating unigrams176

(single-token terms) from single nouns and verbs,177

as well as bigrams & trigrams from individual178

nouns and/or verbs attached to their complements,179

we are able to reduce the size of the corpus by180

more than 40% compared to a traditional bigram181

approach. Using the syntactic dependency tree to182

extract syntactic heads (nouns and verbs) as well183

as all of their complements, the only limit at this184

stage is the accuracy of the dependency parse.185

In line with similar approaches, we automati-186

cally filter out stopwords and do not keep determi-187

nant+noun pairs in our training corpus. We further188

lemmatize all nouns and verbs in order to reduce189

the vocabulary and reduce the amount of topics190

that are produced containing similar or inflected191

versions of terms found in other topics. This results192

in an increase in the number of verbs being found193

across topic-words, as forms like "be use" are cre-194

ated automatically following the syntactic bigram195

extraction and further lemmatization.196

As a concrete example, we can take the follow-197

ing article on heat transfer characteristics, [21],198

present in our corpus extracted from Semantic199

Scholar1. The abstract is as follows:200

’One of the long term renewable energy201

conversion methods is an ocean thermal202

energy conversion (OTEC) operating on203

a closed Rankine cycle that is typically204

composed of a boiler, condenser, pump205

and turbine. As well known, since the206

OTEC cycle efficiency is quite low, the207

improvement of boiler and condenser208

1https://www.semanticscholar.org/

heat exchanger efficiency is very impor- 209

tant. Over the past three decades, many 210

new working fluids such as R1234yf 211

have been suggested and are available 212

in the market for the use of OTEC power 213

generation. In this paper, boiling and 214

condensation heat transfer characteristics 215

of commercially available eight working 216

fluids are predicted and compared for the 217

design of high efficiency boiler and con- 218

densers of the future closed OTEC power 219

plants. The results show that R32 has 220

the best heat transfer and environmental 221

properties among the fluids compared.’ 222

In a traditional bigram approach, the bigrams 223

generated would be: 224

one-of, of-the, the-long, long-term, 225

term-renewable, renewable-energy, 226

energy-conversion, conversion-methods, 227

methods-is, is-an, an-ocean, ocean- 228

thermal, thermal-energy, energy- 229

conversion, conversion-(otec), (otec)- 230

operating, operating-on, on-a, a-closed, 231

closed-rankine, rankine-cycle... 232

This approach generates 135 bigrams, not all of 233

which are semantically relevant to a topic-model 234

approach. Bigrams such as of-the, is-an, for-the, 235

in-this, etc only serve to add noise to the training 236

corpus. It is possible to remove stopwords, and 237

establish lists of n-grams to remove from the cor- 238

pus, as was done by [30], but there is no current 239

standardized preprocessing for this approach. As 240

such, our demonstration in the next section will use 241

this bigram approach as a comparison against our 242

novel approach. 243

Using our novel preprocessing approach, the bi- 244

grams become: 245

operate-on, be-compose, turbine, as- 246

know, over-suggest, in-predict, com- 247

pare, close-plant, show-compare, have- 248

transfer, compare, long-method, term- 249

method, renewable-method, energy- 250

method, conversion-method, method, 251

ocean-conversion, thermal-conversion, 252

energy-conversion, conversion, otec, 253

closed-cycle, rankine-cycle... 254

This approach, combining relevant noun and 255

verb unigrams with bigrams & trigrams generated 256
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with base noun/verb and complement pairs con-257

tains significantly less n-grams than a traditional258

bi-gram approach. In this specific example (cho-259

sen at random from the corpus), we decrease the260

number of n-grams generated from 135 to 76. This261

is a 43.7% decrease in the quantity of n-grams to262

be given to the LDA algorithm, which allows for263

faster processing times at scale when compared to264

a classic bigram approach.265

5 LDA Topic Modeling266

All LDA models in this study were trained on a267

uniform corpus of 300,000 abstracts sourced from268

articles retrieved through a search for "renewable269

energy" using the Semantic Scholar API. All mod-270

els are set to generate 40 topics, ensuring a broad271

and representative sample of the field. To maintain272

a fair comparison, all models were trained with273

the same configuration. The key difference across274

models was the preprocessing techniques applied275

to the data. The three models are as follows:276

1. Classic Bag-of-Words approach: all words are277

lemmatized and stopwords are removed.278

2. Classic bigram approach: the corpus is di-279

vided into bigrams, no further preprocessing280

occurs.281

3. Novel syntactic dependency approach: based282

on the dependency parse, noun and verb heads283

become unigrams, and bigrams & trigrams are284

formed by nouns and verbs plus their comple-285

ments.286

The results unveil some striking findings, par-287

ticularly in terms of topic diversity. Despite being288

trained on identical data, these different preprocess-289

ing approaches led to substantial differences in the290

range and distinctiveness of the topics generated.291

This indicates that preprocessing choices can sig-292

nificantly influence the granularity and breadth of293

topic modeling results. Moreover, the findings sug-294

gest a potential trade-off between topic diversity295

and other evaluation metrics, such as coherence296

and perplexity. Models with greater topic diversity297

often showed lower coherence scores, implying298

less tightly clustered terms within each topic. Simi-299

larly, an increase in topic diversity was sometimes300

associated with higher perplexity values, reflecting301

potential challenges in predicting unseen data due302

to the added complexity of a broader set of topics.303

These insights highlight the possibility of prioritiz- 304

ing topic diversity when preprocessing techniques 305

are tailored to specific research objectives, even 306

if it means accepting a trade-off in coherence and 307

perplexity. 308

6 Comparison 309

Our novel approach is shown to be particularly use- 310

ful in creating unique topic clusters. Using the 311

PyLDAvis library [25], we can visualize topic sim- 312

ilarity on a two-dimensional plane providing an 313

intuitive understanding of the models’ topic diver- 314

sity and coherence. 315

In comparing three different preprocessing ap- 316

proaches, distinct patterns emerged. The first ap- 317

proach, shown in Figure 2, resulted in all topics be- 318

ing tightly clustered together, suggesting low varia- 319

tion in the subjects covered. This outcome indicates 320

that the topics were relatively homogeneous, with 321

significant overlap in content, potentially limiting 322

the model’s ability to uncover nuanced differences 323

within the corpus. 324

The second approach, shown in Figure 3, which 325

used classic bigrams without further preprocessing, 326

showed higher variation in the topic distribution, 327

with clusters more spread out across the visualiza- 328

tion. However, this increased diversity came at the 329

cost of interpretability, as the model generated a 330

higher number of "nonsense" topics dominated by 331

stopwords and irrelevant terms. This suggests that 332

while the model captured more varied themes, the 333

inclusion of common and semantically weak terms 334

reduced the overall quality of the topics. 335

In contrast, the third approach in Figure 4 pro- 336

duced the highest variation, with well-spaced clus- 337

ters indicating distinct topic groups. This prepro- 338

cessing technique balanced stopword removal and 339

text normalization methods, such as stemming or 340

lemmatization, to refine the content while preserv- 341

ing key thematic elements. The result was a more 342

diverse set of topics with minimal overlap and 343

better-defined boundaries, highlighting the value of 344

our novel preprocessing strategy for creating clear 345

and meaningful topic clusters in large text corpora. 346

Finally, when analyzing the topics themselves, we 347

find that the terms are more semantically relevant 348

and allow us to distinguish more specific energy 349

categories such as wind power, hydroelectric power, 350

battery technology, and electric vehicles. 351
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Figure 2: Classic Unigram Approach

Figure 3: Classic Bigram Approach

Figure 4: Novel N-gram Approach

6.1 Evaluation352

Here we argue that while the classic coherence353

scores are slightly lower for our novel approach354

than with for the unigram and classic bigram ap-355

proaches, the novel approach manages to show its356

usefulness in terms of topic diversity. We start by357

comparing the proportion of unique words/terms358

generated in the 40 topics analyzed. If a term is359

present in the top 10 words of more than one topic,360

or multiple times in the top 10 words of a single361

topic, the measurement decreases. A perfect 100%362

would mean that all top 10 words × 40 topic slots363

are filled with unique terms, with no repetition364

across or within topics. The results of this analysis365

are in Table 1. 366

In addition to this simple measurement, we will 367

use the average Jaccard similarity, discussed by 368

[27], and defined as: 369

JS(Ti, Tj) =
|Ti ∩ Tj |
|Ti ∪ Tj |

370

where: 371

• Ti ∩ Tj represents the intersection of the two 372

sets (common elements), and |Ti ∩ Tj | is its 373

size. 374

• Ti ∪ Tj represents the union of the two sets 375

(all unique elements), and |Ti ∪ Tj | is its size. 376

The numerator |Ti ∩ Tj | measures the shared 377

elements, while the denominator |Ti ∪ Tj | normal- 378

izes the similarity by the total number of unique 379

elements. The resulting value lies between 0 (no 380

overlap) and 1 (identical sets). This measurement 381

will be computed as an average of the Jaccard simi- 382

larity between all topics of each topic model. 383

In order to have a more robust analysis of topic 384

diversity within our three models, we will use a 385

third topic diversity metric. Explained in [2], the 386

topic diversity measurement: 387

Inversed Rank-Biased Overlap (p) evalu- 388

ates how diverse the topics generated by 389

a single model are. We define p as the 390

reciprocal of the standard RBO (Webber 391

et al., 2010; Terragni et al., 2021b). RBO 392

compares the 10-top words of two topics. 393

It allows disjointedness between the lists 394

of topics (i.e., two topics can have dif- 395

ferent words in them) and uses weighted 396

ranking. I.e., two lists that share some of 397

the same words, albeit at different rank- 398

ings, are penalized less than two lists that 399

share the same words at the highest ranks. 400

p is 0 for identical topics and 1 for com- 401

pletely different topics. 402

We have also questioned the relevance of auto- 403

matic evaluation methods such as topic coherence, 404

whose downsides have been highlighted by [10]: 405

Traditional topic quality metrics are not 406

robust to stopwords. We next show that 407

two standard measures of topic qual- 408

ity—coherence and PMI—perform coun- 409

terintuitively in situations in which the 410
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corpus contains many common but irrel-411

evant words. This situation is common412

in many real corpora, where there is stan-413

dard vocabulary that is often repeated in414

the text but is generally uninformative.415

That said, our analysis does not invali-416

date the use of these measures in cases417

where the vocabulary has been carefully418

curated for relevance. After a discussion419

of coherence and PMI, we introduce an-420

other metric, log lift, that alleviates these421

found concerns in the case of the stop-422

word problem423

We will therefore analyze the traditional coher-424

ence measurements against the topic diversity mea-425

surement for the models. We use the c_uci co-426

herence measurement first proposed by [19] and427

implemented with the Gensim library [31]. The428

results of this comparison are in Table 1. We will429

then compare coherence topic by topic in order to430

fully comprehend the potential gains in diversity431

alongside the potential losses in coherence of this432

new approach.433

As shown by Table 1, we see that coherence and434

topic diversity are inversely related when examin-435

ing the models. When comparing our approach436

against the classic unigram approach, we see an437

astounding 195.54% increase in topic diversity. In-438

versely, we see a decrease in coherence that may439

undermine the advantages of this new approach.440

As for the classic bigram model, we do see a441

higher level of diversity, but as a large portion of442

the topic words are semantically empty, we do not443

see a high coherence measure. This words include444

development_of, in_the, and_the, of_power. This445

further highlights the need for a more robust frame-446

work for LDA evaluation as well as highlights the447

need for a unified stopword-removal approach for448

bigrams automatically extracted from corpora.449

When evaluating the coherence seen in the450

model topic by topic in A, we find that although451

many topics have very low coherence values when452

compared to the standard unigram model, some453

have similar values to the more coherent model.454

This suggests that coherence can be improved with455

further research into preprocessing techniques, hy-456

perparameter setting, and evaluation techniques.457

7 Conclusions & Future Perspectives458

This project presents a novel approach to unigram459

and bigram creation for topic model preprocessing,460

but does have certain limitations. As demonstrated, 461

the new model’s coherence has greater variability, 462

which means that extracted topics need to be man- 463

ually evaluated in order to determine their value. 464

It would be interesting to find ways to improve 465

topic coherence while also preserving the signifi- 466

cant increase to topic diversity that this approach 467

has demonstrated. 468

As this project relied on [13], and the 469

en_core_web_sm model, it would be interesting 470

to judge performance of other, more recent models, 471

as well as the well-known Stanford dependency 472

parser [4] to find the optimal configuration for 473

large-scale implementation of the discussed pre- 474

processing techniques. 475

A potential future project would be to compare 476

embedding-based approaches using the proposed 477

preprocessing method in order to see if this ap- 478

proach can improve existing embedding-based al- 479

gorithms such as BERTopic[12]. 480

Finally, as highlighted by our results as well 481

as sources such as [10] and [14], coherence as a 482

measure needs to robustly evaluated and novel eval- 483

uation measures need to be created and tested. 484

8 Limitations 485

While our syntactic n-gram preprocessing approach 486

shows promise for increasing topic diversity, sev- 487

eral limitations should be noted. First, the depen- 488

dency parsing required for generating syntactic 489

n-grams adds significant computational overhead 490

compared to traditional n-gram approaches. This 491

may limit scalability for very large corpora. 492

Second, the quality of the syntactic n-grams de- 493

pends heavily on the accuracy of the dependency 494

parser. Parsing errors can propagate through to 495

the topic model and impact results. This is par- 496

ticularly relevant for technical or domain-specific 497

texts where parsers may struggle with specialized 498

terminology. 499

Third, while our approach increases topic diver- 500

sity, it comes at some cost to topic coherence as 501

measured by standard metrics. Further work is 502

needed to better understand this trade-off and po- 503

tentially develop new evaluation metrics that can 504

better capture both coherence and diversity simul- 505

taneously. 506

Fourth, our current implementation only consid- 507

ers noun-complement and verb-complement rela- 508

tionships when generating syntactic n-grams. Other 509

potentially valuable syntactic relationships are not 510
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Table 1: Coherence vs. Diversity Among Topic Modeling Approaches

Model Coherence Unique Words/Topic (%) Pairwise Jaccard Distance IRBO
Classic Unigram 0.03 28.00 0.79 0.58
Classic Bigram -1.65 79.25 0.97 0.96
Novel N-gram -2.11 82.75 0.99 0.98

captured. Expanding to additional dependency511

types could yield further improvements but would512

increase complexity.513

Finally, our evaluation focused on English lan-514

guage texts. The effectiveness of this approach515

for other languages, particularly those with sub-516

stantially different syntactic structures, remains to517

be investigated. Additional language-specific ad-518

justments may be needed for optimal performance519

across languages.520

These limitations suggest several promising di-521

rections for future work while highlighting impor-522

tant considerations for practitioners applying this523

approach.524
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A Full Coherence645

Topic Classic Unigram Classic Bigram Novel N-gram
0 -1.84 -2.53 -1.85
1 -1.56 -7.95 -2.03
2 -1.96 0.58 -2.18
3 -1.27 -2.12 -5.42
4 -2.31 -0.20 -2.03
5 -1.46 0.89 -2.51
6 -1.37 0.57 -3.47
7 -1.58 -0.13 -2.84
8 -1.89 -7.25 -13.22
9 -1.45 0.19 -6.58
10 -1.29 2.19 -3.97
11 -1.93 -6.10 -10.48
12 -1.50 -0.20 -16.97
13 -1.60 -5.84 -18.45
14 -1.48 0.70 -5.15
15 -2.50 -5.55 -13.16
16 -1.99 0.71 -15.84
17 -2.20 -0.08 -1.88
18 -2.23 0.01 -2.12
19 -2.02 0.38 -2.38
20 -1.33 -5.85 -1.50
21 -1.50 0.17 -2.51
22 -1.25 0.10 -9.13
23 -1.43 -3.33 -12.25
24 -2.32 0.21 -2.04
25 -1.65 0.52 -3.59
26 -1.37 0.08 -10.82
27 -1.73 0.90 -2.07
28 -1.54 -4.77 -1.85
29 -1.49 -0.81 -18.44
30 -1.27 -5.61 -2.18
31 -1.27 0.36 -9.41
32 -1.67 0.18 -11.12
33 -1.58 -4.85 -2.56
34 -1.24 -0.05 -5.67
35 -1.38 -0.17 -2.60
36 -1.29 0.35 -3.35
37 -1.31 -4.99 -2.17
38 -1.65 0.42 -15.95
39 -1.34 -7.17 -13.61
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