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Abstract

This study introduces a novel preprocessing
approach that applies dependency parsing to
extract noun and verb heads, which are then
used to generate unigram and n-gram represen-
tations. We investigate the trade-off between
topic coherence and diversity in topic model-
ing, demonstrating how increased diversity en-
hances text pattern discovery. Using three pre-
processing methods to train LDA models [3],
we find that while coherence decreases slightly,
topic diversity increases significantly, leading
to the identification of novel patterns. By pri-
oritizing topics with multi-word complements,
our approach improves result granularity and
highlights the role of diversity in uncovering
deeper textual structures. To further validate
these findings, we recommend additional diver-
sity metrics.

1 Introduction

Topic modeling is an unsupervised machine learn-
ing techniques that aims to uncover subjects and
classify large text corpora automatically. Modern
topic modeling methods use either statistical and/or
probabilistic approaches or leverage existing word
embeddings and language models in order to ex-
tract insights from unstructured text.

Topic modeling has made significant progress in
the past several years, with teams exploring new
possibilities such as embedding-based models [7],
[15], [26], [22] and n-gram-based preprocessing
methods [30], [17], [16], [20] for both embedding-
based models as well as the Latent Dirichlet Allo-
cation (LDA) topic modeling algorithm [3].

1.1 Challenges

The LDA algorithm is classic in the domain of topic
modeling and has been used with various prepro-
cessing techniques, but all these techniques have
their limitations. Embedding-based approaches and
n-gram-based approaches both have the same goal,

increasing context for better topic quality and more
comprehensible results. In this study, we focus
on optimizing preprocessing techniques for LDA
topic modeling in the hopes of addressing concerns
about the limitations of the algorithms as voiced by
teams such as [28] and [8].

We show that by combining n-gram-based meth-
ods with syntactic dependency information, we can
create n-gram document representations that are
both smaller than standard n-gram approaches, and
contain more relevant information.

This paper is organized as follows: an introduc-
tion to LDA and a brief overview of n-gram and
multi-word isolation preprocessing techniques, a
detailed explanation of syntactic n-grams and how
we integrated them into our approach, a compari-
son of topic quality between standard approaches
and our novel approach, and future perspectives to
further optimize the approach.

2 LDA

The algortithm chosen to demonstrate this pre-
processing technique is the classic LDA topic-
modeling algorithm[3], which was chosen due to
its prevalence in the topic-modeling field and will
serve as a way to establish a baseline performance
for the custom topic-modeling preprocessing ap-
proach.

This algorithm represents the text corpus as a
Bag-of-Words, i.e. the vocabulary found in the
corpus is processed without taking into account
word order. As this is a limitation of the approach,
many others have developed new methods in order
to optimize the algorithm by adding neighboring
words to the representations of the tokens [30],
extracting expressions [20], and even combining
domain-specific ontologies to filter corpora [18].



2.1 N-Grams

Accounting for n-grams and multi-word expres-
sions is not new in topic modeling. Several ap-
proaches have used them for different purposes,
including using n-gram recognition to find new
terms and repeated terms. In [1], a novel approach
was developed to find what can be characterized as
complex stopwords. This approach find n-grams
that are repeated throughout the corpus and system-
atically removes them. This approach has a similar
goal of rendering the topic model’s output readable
and relevant.

A second interesting approach comes from [20].
With their novel approach, domain-specific n-
grams and multi-word expressions are extracted
in the preprocessing stages in order to increase the
relevance of the extracted topics.

3 SN-Grams

SN-grams are a concept first discussed by [23] in
2013. Two separate applications were discussed by
the team, namely authorship attribution [24] and
English as a second language grammar correction
[23]. The concept differs from traditional n-gram
preprocessing techniques such as bigram & trigram
approaches and skipgram approaches [5].

The main difference between n-gram techniques
and sn-gram techniques is which elements are con-
sidered to be neighbors. In a traditional n-gram
approach, the neighbors are simply the next and/or
previous tokens in a sequence following a sliding
window. However, in a sn-gram approach, the
neighbors are found using a syntactic dependency
tree.

As an example, take the sentence, "The quick
brown fox jumped over the large lazy dog". This
sentence is the shortest sentence using all letters
of the English language, to which I have added an
extra adjective to demonstrate the approach.

Using a traditional approach, we would find that
the bigrams generated for this sentence would be:
the quick, quick brown, brown fox, fox jumped,
jumped over, over the, the large, large lazy, lazy
dog.

However, this approach does not take into ac-
count words that are syntactic neighbors and not
direct neighbors in the sentence. Using the sn-gram
approach, we can link nouns and their complements
by parsing the syntactic tree and finding the match-
ing dependencies. For example, bigrams can be
formed from individual adjectives and the phrasal
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Figure 1: Syntactic Tree

noun head. Bigrams can also be formed using the
verb and its complement, in order to take actions
into account as well.

Using the syntactic tree, we can create new, more
relevant bigrams, such as quick fox and large dog,
which is not possible using a traditional approach.

Since the original article describing sn-grams,
this approach has been more frequently used in
projects such as Semantic N-Gram Topic Model-
ing using point wise mutual information (PMI) and
log frequency based mutual dependency (LGMD)
[17] to find likely sn-grams. Another approach,
Dependency-Based Open Information Extraction
[11] seeks to enhance machine text understanding
by introducing flexible, syntax-based sn-gram data
structures to an unsupervised text-understanding al-
gorithm that seeks to improve semantic information
given in the preprocessing stage.

4 Novel Canonical NP & VP Processing

4.1 Context

Our novel approach is inspired by previous work in-
volving syntactic dependency parsed language data
for use on downstream tasks such as [11],[6], and
[29]. While our novel approach is similar to the SN-
gram approach detailed by [23], we focus solely
on nouns associated with their complement(s) and
verbs associated with their complement(s).

In a traditional bigram approach, we consider
that a bigram is formed by a word and the word im-
mediately following it. This representation allows
for a greater context window to be explored as well
as two-word terms, such as "renewable energy" to
be extracted. However, there are several downsides
to this approach. It produces a large vocabulary,

Adj

lazy

SN

dog



can be costly to compute for large corpora, and
cannot represent nouns and verbs with multiple
complements and/or complements that are found
at a distance of several tokens.

As of the writing of this paper, there is no con-
sensus as to the best method to extract bigrams, tri-
grams, and n-grams from corpora while preserving
the maximum amount of context and informative
words. Several teams have proposed their solutions,
including: [20], [30], [9], [1], and [16]. These
approaches highlight the need for a standardized
n-gram topic modeling approach while also demon-
strating significant progress being made when n-
grams are considered for preprocessing LDA input.

4.2 Methodology

The downsides discussed above are directly ad-
dressed by our new method. By creating unigrams
(single-token terms) from single nouns and verbs,
as well as bigrams & trigrams from individual
nouns and/or verbs attached to their complements,
we are able to reduce the size of the corpus by
more than 40% compared to a traditional bigram
approach. Using the syntactic dependency tree to
extract syntactic heads (nouns and verbs) as well
as all of their complements, the only limit at this
stage is the accuracy of the dependency parse.

In line with similar approaches, we automati-
cally filter out stopwords and do not keep determi-
nant+noun pairs in our training corpus. We further
lemmatize all nouns and verbs in order to reduce
the vocabulary and reduce the amount of topics
that are produced containing similar or inflected
versions of terms found in other topics. This results
in an increase in the number of verbs being found
across topic-words, as forms like "be use" are cre-
ated automatically following the syntactic bigram
extraction and further lemmatization.

As a concrete example, we can take the follow-
ing article on heat transfer characteristics, [21],
present in our corpus extracted from Semantic
Scholar!. The abstract is as follows:

’One of the long term renewable energy
conversion methods is an ocean thermal
energy conversion (OTEC) operating on
a closed Rankine cycle that is typically
composed of a boiler, condenser, pump
and turbine. As well known, since the
OTEC cycle efficiency is quite low, the
improvement of boiler and condenser

"https://www.semanticscholar.org/

heat exchanger efficiency is very impor-
tant. Over the past three decades, many
new working fluids such as R1234yf
have been suggested and are available
in the market for the use of OTEC power
generation. In this paper, boiling and
condensation heat transfer characteristics
of commercially available eight working
fluids are predicted and compared for the
design of high efficiency boiler and con-
densers of the future closed OTEC power
plants. The results show that R32 has
the best heat transfer and environmental
properties among the fluids compared.’

In a traditional bigram approach, the bigrams
generated would be:

one-of, of-the, the-long, long-term,
term-renewable, renewable-energy,
energy-conversion, conversion-methods,
methods-is, is-an, an-ocean, ocean-
thermal,  thermal-energy, energy-
conversion, conversion-(otec), (otec)-
operating, operating-on, on-a, a-closed,
closed-rankine, rankine-cycle...

This approach generates 135 bigrams, not all of
which are semantically relevant to a topic-model
approach. Bigrams such as of-the, is-an, for-the,
in-this, etc only serve to add noise to the training
corpus. It is possible to remove stopwords, and
establish lists of n-grams to remove from the cor-
pus, as was done by [30], but there is no current
standardized preprocessing for this approach. As
such, our demonstration in the next section will use
this bigram approach as a comparison against our
novel approach.

Using our novel preprocessing approach, the bi-
grams become:

operate-on, be-compose, turbine, as-
know, over-suggest, in-predict, com-
pare, close-plant, show-compare, have-
transfer, compare, long-method, term-
method, renewable-method, energy-
method, conversion-method, method,
ocean-conversion, thermal-conversion,
energy-conversion, conversion, otec,
closed-cycle, rankine-cycle...

This approach, combining relevant noun and
verb unigrams with bigrams & trigrams generated



with base noun/verb and complement pairs con-
tains significantly less n-grams than a traditional
bi-gram approach. In this specific example (cho-
sen at random from the corpus), we decrease the
number of n-grams generated from 135 to 76. This
is a 43.7% decrease in the quantity of n-grams to
be given to the LDA algorithm, which allows for
faster processing times at scale when compared to
a classic bigram approach.

5 LDA Topic Modeling

All LDA models in this study were trained on a
uniform corpus of 300,000 abstracts sourced from
articles retrieved through a search for "renewable
energy" using the Semantic Scholar API. All mod-
els are set to generate 40 topics, ensuring a broad
and representative sample of the field. To maintain
a fair comparison, all models were trained with
the same configuration. The key difference across
models was the preprocessing techniques applied
to the data. The three models are as follows:

1. Classic Bag-of-Words approach: all words are
lemmatized and stopwords are removed.

2. Classic bigram approach: the corpus is di-
vided into bigrams, no further preprocessing
occurs.

3. Novel syntactic dependency approach: based
on the dependency parse, noun and verb heads
become unigrams, and bigrams & trigrams are
formed by nouns and verbs plus their comple-
ments.

The results unveil some striking findings, par-
ticularly in terms of topic diversity. Despite being
trained on identical data, these different preprocess-
ing approaches led to substantial differences in the
range and distinctiveness of the topics generated.
This indicates that preprocessing choices can sig-
nificantly influence the granularity and breadth of
topic modeling results. Moreover, the findings sug-
gest a potential trade-off between topic diversity
and other evaluation metrics, such as coherence
and perplexity. Models with greater topic diversity
often showed lower coherence scores, implying
less tightly clustered terms within each topic. Simi-
larly, an increase in topic diversity was sometimes
associated with higher perplexity values, reflecting
potential challenges in predicting unseen data due
to the added complexity of a broader set of topics.

These insights highlight the possibility of prioritiz-
ing topic diversity when preprocessing techniques
are tailored to specific research objectives, even
if it means accepting a trade-off in coherence and

perplexity.

6 Comparison

Our novel approach is shown to be particularly use-
ful in creating unique topic clusters. Using the
PyLDAuvis library [25], we can visualize topic sim-
ilarity on a two-dimensional plane providing an
intuitive understanding of the models’ topic diver-
sity and coherence.

In comparing three different preprocessing ap-
proaches, distinct patterns emerged. The first ap-
proach, shown in Figure 2, resulted in all topics be-
ing tightly clustered together, suggesting low varia-
tion in the subjects covered. This outcome indicates
that the topics were relatively homogeneous, with
significant overlap in content, potentially limiting
the model’s ability to uncover nuanced differences
within the corpus.

The second approach, shown in Figure 3, which
used classic bigrams without further preprocessing,
showed higher variation in the topic distribution,
with clusters more spread out across the visualiza-
tion. However, this increased diversity came at the
cost of interpretability, as the model generated a
higher number of "nonsense" topics dominated by
stopwords and irrelevant terms. This suggests that
while the model captured more varied themes, the
inclusion of common and semantically weak terms
reduced the overall quality of the topics.

In contrast, the third approach in Figure 4 pro-
duced the highest variation, with well-spaced clus-
ters indicating distinct topic groups. This prepro-
cessing technique balanced stopword removal and
text normalization methods, such as stemming or
lemmatization, to refine the content while preserv-
ing key thematic elements. The result was a more
diverse set of topics with minimal overlap and
better-defined boundaries, highlighting the value of
our novel preprocessing strategy for creating clear
and meaningful topic clusters in large text corpora.
Finally, when analyzing the topics themselves, we
find that the terms are more semantically relevant
and allow us to distinguish more specific energy
categories such as wind power, hydroelectric power,
battery technology, and electric vehicles.
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Figure 4: Novel N-gram Approach

6.1 Evaluation

Here we argue that while the classic coherence
scores are slightly lower for our novel approach
than with for the unigram and classic bigram ap-
proaches, the novel approach manages to show its
usefulness in terms of topic diversity. We start by
comparing the proportion of unique words/terms
generated in the 40 topics analyzed. If a term is
present in the top 10 words of more than one topic,
or multiple times in the top 10 words of a single
topic, the measurement decreases. A perfect 100%
would mean that all top 10 words x 40 topic slots
are filled with unique terms, with no repetition
across or within topics. The results of this analysis

are in Table 1.

In addition to this simple measurement, we will
use the average Jaccard similarity, discussed by
[27], and defined as:

T3 N T
JS(T;, T;) = =4 —1
LU T

where:

 T; N'Tj represents the intersection of the two
sets (common elements), and |7; N 7] is its
size.

* T; U T) represents the union of the two sets
(all unique elements), and |T; U T} is its size.

The numerator |7; N T;| measures the shared
elements, while the denominator |7; U 7’| normal-
izes the similarity by the total number of unique
elements. The resulting value lies between 0 (no
overlap) and 1 (identical sets). This measurement
will be computed as an average of the Jaccard simi-
larity between all topics of each topic model.

In order to have a more robust analysis of topic
diversity within our three models, we will use a
third topic diversity metric. Explained in [2], the
topic diversity measurement:

Inversed Rank-Biased Overlap (p) evalu-
ates how diverse the topics generated by
a single model are. We define p as the
reciprocal of the standard RBO (Webber
et al., 2010; Terragni et al., 2021b). RBO
compares the 10-top words of two topics.
It allows disjointedness between the lists
of topics (i.e., two topics can have dif-
ferent words in them) and uses weighted
ranking. L.e., two lists that share some of
the same words, albeit at different rank-
ings, are penalized less than two lists that
share the same words at the highest ranks.
p is O for identical topics and 1 for com-
pletely different topics.

We have also questioned the relevance of auto-
matic evaluation methods such as topic coherence,
whose downsides have been highlighted by [10]:

Traditional topic quality metrics are not
robust to stopwords. We next show that
two standard measures of topic qual-
ity—coherence and PMI—perform coun-
terintuitively in situations in which the



corpus contains many common but irrel-
evant words. This situation is common
in many real corpora, where there is stan-
dard vocabulary that is often repeated in
the text but is generally uninformative.
That said, our analysis does not invali-
date the use of these measures in cases
where the vocabulary has been carefully
curated for relevance. After a discussion
of coherence and PMI, we introduce an-
other metric, log lift, that alleviates these
found concerns in the case of the stop-
word problem

We will therefore analyze the traditional coher-
ence measurements against the topic diversity mea-
surement for the models. We use the c_uci co-
herence measurement first proposed by [19] and
implemented with the Gensim library [31]. The
results of this comparison are in Table 1. We will
then compare coherence topic by topic in order to
fully comprehend the potential gains in diversity
alongside the potential losses in coherence of this
new approach.

As shown by Table 1, we see that coherence and
topic diversity are inversely related when examin-
ing the models. When comparing our approach
against the classic unigram approach, we see an
astounding 195.54% increase in topic diversity. In-
versely, we see a decrease in coherence that may
undermine the advantages of this new approach.

As for the classic bigram model, we do see a
higher level of diversity, but as a large portion of
the topic words are semantically empty, we do not
see a high coherence measure. This words include
development_of, in_the, and_the, of _power. This
further highlights the need for a more robust frame-
work for LDA evaluation as well as highlights the
need for a unified stopword-removal approach for
bigrams automatically extracted from corpora.

When evaluating the coherence seen in the
model topic by topic in A, we find that although
many topics have very low coherence values when
compared to the standard unigram model, some
have similar values to the more coherent model.
This suggests that coherence can be improved with
further research into preprocessing techniques, hy-
perparameter setting, and evaluation techniques.

7 Conclusions & Future Perspectives

This project presents a novel approach to unigram
and bigram creation for topic model preprocessing,

but does have certain limitations. As demonstrated,
the new model’s coherence has greater variability,
which means that extracted topics need to be man-
ually evaluated in order to determine their value.
It would be interesting to find ways to improve
topic coherence while also preserving the signifi-
cant increase to topic diversity that this approach
has demonstrated.

As this project relied on [13], and the
en_core_web_sm model, it would be interesting
to judge performance of other, more recent models,
as well as the well-known Stanford dependency
parser [4] to find the optimal configuration for
large-scale implementation of the discussed pre-
processing techniques.

A potential future project would be to compare
embedding-based approaches using the proposed
preprocessing method in order to see if this ap-
proach can improve existing embedding-based al-
gorithms such as BERTopic[12].

Finally, as highlighted by our results as well
as sources such as [10] and [14], coherence as a
measure needs to robustly evaluated and novel eval-
uation measures need to be created and tested.

8 Limitations

While our syntactic n-gram preprocessing approach
shows promise for increasing topic diversity, sev-
eral limitations should be noted. First, the depen-
dency parsing required for generating syntactic
n-grams adds significant computational overhead
compared to traditional n-gram approaches. This
may limit scalability for very large corpora.

Second, the quality of the syntactic n-grams de-
pends heavily on the accuracy of the dependency
parser. Parsing errors can propagate through to
the topic model and impact results. This is par-
ticularly relevant for technical or domain-specific
texts where parsers may struggle with specialized
terminology.

Third, while our approach increases topic diver-
sity, it comes at some cost to topic coherence as
measured by standard metrics. Further work is
needed to better understand this trade-off and po-
tentially develop new evaluation metrics that can
better capture both coherence and diversity simul-
taneously.

Fourth, our current implementation only consid-
ers noun-complement and verb-complement rela-
tionships when generating syntactic n-grams. Other
potentially valuable syntactic relationships are not



Table 1: Coherence vs. Diversity Among Topic Modeling Approaches

Model Coherence Unique Words/Topic (%) Pairwise Jaccard Distance IRBO
Classic Unigram 0.03 28.00 0.79 0.58
Classic Bigram -1.65 79.25 0.97 0.96
Novel N-gram -2.11 82.75 0.99 0.98

captured. Expanding to additional dependency
types could yield further improvements but would
increase complexity.

Finally, our evaluation focused on English lan-
guage texts. The effectiveness of this approach
for other languages, particularly those with sub-
stantially different syntactic structures, remains to
be investigated. Additional language-specific ad-
justments may be needed for optimal performance
across languages.

These limitations suggest several promising di-
rections for future work while highlighting impor-
tant considerations for practitioners applying this
approach.
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A Full Coherence

Topic Classic Unigram Classic Bigram Novel N-gram

0 -1.84 -2.53 -1.85
1 -1.56 -7.95 -2.03
2 -1.96 0.58 -2.18
3 -1.27 -2.12 -5.42
4 -2.31 -0.20 -2.03
5 -1.46 0.89 -2.51
6 -1.37 0.57 -3.47
7 -1.58 -0.13 -2.84
8 -1.89 -7.25 -13.22
9 -1.45 0.19 -6.58
10 -1.29 2.19 -3.97
11 -1.93 -6.10 -10.48
12 -1.50 -0.20 -16.97
13 -1.60 -5.84 -18.45
14 -1.48 0.70 -5.15
15 -2.50 -5.55 -13.16
16 -1.99 0.71 -15.84
17 -2.20 -0.08 -1.88
18 -2.23 0.01 -2.12
19 -2.02 0.38 -2.38
20 -1.33 -5.85 -1.50
21 -1.50 0.17 -2.51
22 -1.25 0.10 -9.13
23 -1.43 -3.33 -12.25
24 -2.32 0.21 -2.04
25 -1.65 0.52 -3.59
26 -1.37 0.08 -10.82
27 -1.73 0.90 -2.07
28 -1.54 -4.77 -1.85
29 -1.49 -0.81 -18.44
30 -1.27 -5.61 -2.18
31 -1.27 0.36 -9.41
32 -1.67 0.18 -11.12
33 -1.58 -4.85 -2.56
34 -1.24 -0.05 -5.67
35 -1.38 -0.17 -2.60
36 -1.29 0.35 -3.35
37 -1.31 -4.99 -2.17
38 -1.65 0.42 -15.95
39 -1.34 -7.17 -13.61
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