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Abstract
State-of-the-arts text-to-image generation models such as Imagen [1] and Stable Diffusion Model [2] have succeed
remarkable progresses in synthesizing high-quality, feature-rich images with high resolution guided by human
text prompts. Since certain characteristics of image content e.g., very specific object entities or styles, are very
hard to be accurately described by text, some example-based image generation approaches have been proposed, i.e.
generating new concepts based on absorbing the salient features of a few input references. Despite of acknowledged
successes, these methods have struggled on accurately capturing the reference examples’ characteristics while
keeping diverse and high-quality image generation, particularly in the one-shot scenario (i.e. given only one
reference). To tackle this problem, we propose a simple yet effective framework, namely DreamArtist, which
adopts a novel positive-negative prompt-tuning learning strategy on the pre-trained diffusion model, and it has
shown to well handle the trade-off between the accurate controllability and fidelity of image generation with only
one reference example. Specifically, our proposed framework incorporates both positive and negative embeddings
or adapters and optimizes them in a joint manner. The positive part aggressively captures the salient characteristics
of the reference image to drive diversified generation and the negative part rectifies inadequacies from the positive
part. We have conducted extensive experiments and evaluated the proposed method from image similarity (fidelity)
and diversity, generation controllability, and style cloning. And our DreamArtist has achieved a superior generation
performance over existing methods. Besides, our additional evaluation on extended tasks, including concept
compositions and prompt-guided image editing, demonstrates its effectiveness for more applications.
DreamArtist project page: https://www.sysu-hcp.net/projects/dreamartist/ index.html
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1 Introduction
“Imagination will take you everywhere.”

—Albert Einstein.

With productive imaginations and fantastic inspira-
tions, everyone can be an artist, creating and being
creative, which is the goal of the recently rising visual
content generation research [2, 1, 3]. Thanks to the
exponential evolution of generative models [4, 5, 6,
7, 8, 9, 10, 11], we have witnessed the rapid progress

of GAN and diffusion models on Text-to-Image syn-
thesis [12, 13, 14, 15, 16, 17, 18, 19, 20]. Even
more inspiring, given only texts with classifier [21] or
classifier-free [22] guidance, large-scale text-to-image
models [3, 23, 1, 24, 25], such as LDM [2], enable the
synthesis of high-resolution images with rich details
and various characteristics, fulfilling our diverse per-
sonalized requirements. Despite yielding impressive
images, these models require numerous words to depict
a desirable complex image. Furthermore, they may
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Fig. 1 DreamArtist excels in learning to generate relevant, high-
quality, diverse, and highly controllable images from only one
reference image. Furthermore, it has the ability to incorporate cer-
tain abstract features from the reference image to create novel visual
compositions.

struggle with words describing new concepts, styles,
or object entities for image generation.

To alleviate this problem, few attempts have been
made, with Textual Inversion (TI) [27] and Dream-
Booth [28] being two notable examples. These methods
aim to teach a pre-trained large-scale text-to-image
model a new concept from a limited set of 3-5 images
and associate it with a new pseudo-word. This newly
learned pseudo-word can then be incorporated into the
text-to-image generation process. Specifically, Dream-
Booth [28] employs a fine-tuning strategy on a pre-
trained model, learning to bind a unique class-specific
pseudo-word with the new concept. In contrast, TI [27]
learns an embedding as a pseudo-word S∗ to represent
concepts in input images through prompt-tuning.

Despite the significant potential for image genera-
tion offered by these methods, they also show several
limitations. DreamBooth necessitates fine-tuning the
pre-trained model, i.e., optimizing a vast number of
parameters (see Table 1), using only a few refer-
ence images. This approach often results in generated
images that are monotonous and lack diversity, as
illustrated in Figures 3 and 5. On the other hand, TI
employs an energy-efficient prompt-tuning technique
by optimizing only a limited number of parameters.
Nevertheless, a notable drawback of this method is
its usually failure to faithfully generate image details
specified by prompt keywords. As depicted in Figure 2,
crucial elements such as ”flowers,” ”lake,” and ”city”
are absent in the images generated by TI. Even with an
increase in the number of reference images (from one-
shot to 3-5 instances), this issue persists, as evidenced
in Figure 3. The primary reason for these shortcom-
ings lies in the absence of a more effective learning
strategy to enhance generation controllability during
prompt-tuning with a minimal number of reference
images. Furthermore, incorporating multiple reference

images may introduce unexpected ambiguities during
the generation process, while gathering a collection of
instances for a specific object would require additional
effort. Therefore, it is desirable that the method can
generate image content to be precisely aligned with
the original texts, while emphasizing the key elements
extracted from the reference images.

In this work, we introduce DreamArtist, a sim-
ple yet effective approach for one-shot text-to-image
generation. DreamArtist is designed to learn a new
concept from a single reference image (not a ref-
erence set), utilizing a pre-trained diffusion model.
This method incorporates a positive-negative adapter
learning strategy, which adeptly balances the preser-
vation of the reference’s specific characteristics with
text-guided generation controllability. Contrary to tra-
ditional methods such as prompt-tuning or fine-tuning
(including adapters like LoRA [29]), which learn an
embedding (S∗) or a model (ϵθ) through positive guid-
ance, DreamArtist acquires both positive and negative
embeddings (Sp

∗ and Sn
∗ ) as well as adapters (ϕp and

ϕn). These embeddings and adapters are based on
the pre-trained text encoder B and denoising U-Net
ϵθ. Specifically, the positive components (Sp

∗ and ϕp)
aggressively capture the characteristics of the refer-
ence image, thereby promoting diverse generation.
Conversely, the negative components (Sn

∗ and ϕn) intro-
spect in a self-induced manner to rectify the limitations
inherent in the positive components. The inclusion of
negative components introduces corrective informa-
tion and facilitate rectifying the new concept from
a differentiated (negative) aspect. The integration of
these negative components relaxes the optimization
objective, moving beyond a rigid adherence to the
input reference. This shift facilitates the generation
of highly diverse images and significantly enhances
controllability, allowing the seamless integration of
newly learned concepts with the original visual content.
Importantly, since Sn

∗ serves to rectifies Sp
∗ specifically,

the disturb on other textual features is minimal. We
have conducted extensive experiments on the natural
image dataset LAION-2B [30] and the anime dataset
Danbooru [31]. The results demonstrate that our Drea-
mArtist method achieves a substantial improvement
over existing techniques.

Overall, our contributions are summarized as fol-
lows:

First, we propose a novel one-shot text-to-image
approach, DreamArtist, which enables users to express
their creativity in painting based on one reference
image.
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Fig. 2 Attention maps (DAAM [26]) of each token of the given text guidance in one-shot text-to-image generation. As prompt-tuning based
methods, TI [27] and our DreamArtist learn pseudo-word S∗ from the input image. In comparison to TI, DreamArtist demonstrates a superior
ability to accurately render the visual content specified by the given text descriptions.
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Fig. 3 Given a reference set with 3-5 images, TI [27] and Dream-
Booth [28] generate different images under different text guidance
via learning a pseudo-word S∗. For comparison, given only one refer-
ence image, our DreamArtist can generate diverse images in different
contexts, styles, materials, or others that are specified by given texts,
presenting a better controllability.

Table 1 Comparison with current state-of-the-art methods.

Method TI [27] DreamBooth [28] Ours
Given image number 3-5 3-5 1

Parameters 2K 983M 5K
Image quality fair, mosaic vivid vivid

Diversity limited limited highly diverse
Controllability limited limited high

Second, we propose a general positive-negative
adapter, facilitating diverse and highly controllable
image generation from the positive guidance with the
complementary negative rectification.

At last, we have conducted extensive qualitative and
quantitative experiments on both natural and anime data,
demonstrating that our method substantially outperforms
existing methods in content quality, style similarity,
diversity, and detail quality.

2 Related Work

2.1 Diffusion-Based Generative Models
In recent times, diffusion-based image generation
models have achieved remarkable success. The first
approach, known as the DDPM, proposed a method
to iteratively denoise a noisy image and generate the
image progressively. Compared to GAN-based meth-
ods, DDPM is more stable in training and generates
more diverse images. However, the generation process
of DDPM requires thousands of iterations, making it
impractical to reality scenarios. To address this limita-
tion, several algorithms such as DDIM, K-Diffusion,
and DPM solver have been developed to accelerate the
sampling and denoising process of DDPM.

Another aspect, [21] introduced a classifier guid-
ance mechanism, which utilize the gradient of the log
likelihood of an auxiliary classifier model pθ(zt|c) to
guide the denoising process with condition c:

ϵ̃θ (zt, c) = ϵθ (zt, c)− γσt∇zt log pθ (c | zt) . (1)

It enhances the conditional controllability of the dif-
fusion model’s generation and, for the first time,
surpasses the performance of GAN-based methods.
Furthermore, [22] proposed the classifier-free guidance
(CFG) method, enabling the diffusion model to simul-
taneously learn both conditional (pθ(zt|c)) and uncon-
ditional (pθ(zt) = pθ(zt|∅)) image generation. By
constructing an implicit classifier pθ(zt|c) ∝ pθ(zt|c)

pθ(zt)
,

the performance of the model can be significantly
enhanced.

2.2 Text-to-Image Synthesis
With the exponential evolution of generative mod-
els, the focus of research on Text-to-Image synthesis
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Fig. 4 Framework of our DreamArtist. Only the embeddings corresponding to positive and negative pseudo-words (Sp
∗ and Sn

∗ ) need to be
learned, and the rest of the parameters are fixed. fm = zn + γ(zp − zn) is the classifier-free guidance of zp and zn.

has gradually shifted from GAN to Diffusion [12,
13, 14, 15, 16, 17]. Some large-scale text-to-image
models [3, 23, 24, 2] have made highly accurate and
fine-grained controllable semantic generation. The
recently proposed stable diffusion [2] unprecedented
making high-resolution and high-quality large-scale
text-to-image models become reality. These Diffusion
models usually employ classifier guidance [21] or
classifier-free [22] guidance to generate images with
text guiding. [32, 33] attempts to add spatial condition-
ing controls pretrained text-to-image diffusion models,
while [34] employs both image and text as prompts to
control the diffusion models with an additional cross
attention. However, it is difficult for these methods to
generate images following user-given patterns. And
complex descriptions are required to generate high
quality images.

2.3 Few-Shot Text-to-Image Generation
The diffusion-based Text-to-Image generation models
have shown the ability to accurately and controllably
generate high-quality images based on natural language
descriptions. However, these models are not applicable
to entirely novel concepts provided by users. Therefore,
some attempts try to tune diffusion model with a small
image set, enabling the model to guide the denoising
process toward those specific features. [27] proposes
the TI method trying to find a pseudo-words in the text
vector space to represent the personalized object via
prompt-tuning. [28], instead, proposes DreamBooth
attempt to fine-tuning the entire model with a small
image set under the premise of known personalized
object categories. [29] employs a reparameterizable
Adapter to fine-tune a small subset of model param-
eters, which can mitigate overfitting to some extent.
[35] combining the advantages of DreamBooth and TI,
trains only the k and v layer of the cross attention and
introduces prompt-tuning together.

While these methods are able to learn the features
of an object from few images, these methods suffer
from overfitting and poor controllability. These meth-
ods still require 3-5 images, while our method requires
only 1 image to generate highly controllable personal-
ized features, which can be easily used with complex
descriptions.

3 Preliminary

3.1 Latent Diffusion Model
With the remarkable capacity of image generation,
Latent Diffusion Model (LDM) [2] is utilized as the
base model. Different from DDPM [36, 5] that per-
forms denoising operations in the image space, LDM
conducts this in the feature space. This readily facil-
itates the diffusion operations in the feature space.
Formally, firstly, an input image x is encoded into the
feature space by an AutoEncoder (with an encoder
E and a decoder D, i.e., z = E(x), x̂ = D(z)), pre-
trained with a large number of images [2]. t indicates
the time step, and zt is the diffusion feature map of z
at the t-th step. At the t-th denoising step, a Denoising
U-Net ϵθ equipped with transformer blocks is used to
perform denoising on the feature map zt−1 = ϵθ(zt, t).
For text-guided conditional image generation, LDM
utilizes a pre-trained text encoder B for given texts S
and has its text feature y = B(S). It employs the cross-
attention mechanism with the image feature as query
and two transformations of the text feature as key and
value. Its training loss is formulated as

LLDM = EE(x),y,ϵ∼N (0,1),t

[
∥ϵ− ϵθ (zt, t, τθ(y))∥22

]
(2)

where ϵ is the unscaled noise [2] and ∥ · ∥22 is the ℓ2
loss. In this training phase, AutoEncoder is fixed and
only ϵθ is learnable.

4
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Fig. 5 Comparison with existing methods for one-shot text-to-image
generation.

3.2 Deficiencies in Existing Methods
The majority of existing text-to-image Diffusion mod-
els, including LDM, incorporate the Conditional Fine-
Grained (CFG) mechanism to enhance performance.
More specifically, CFG utilizes an implicit classifier
to perform guidance with p(zt|c)

p(zt)
. However, the influ-

ence of this mechanism on the training process has
been overlooked in previous few-shot text-to-image
generation methods, leading to issues such as poor
controllability or low-quality generated images.

The one/few-shot generation method learns from
the given reference image(s) w ∼ p(w), where p(w)
is a distribution different from the distribution of the
pre-training data p(z). TI uses prompt tuning to learn
a pseudo word Sp and maximizes log-likelihood of
pθ(wt|Sp). With the fact that w and z will eventually
diffuse to N (0, I) at timestamp T , we have wT =zT ;
then pθ(wT−1|wT , S

p) = pθ(wT−1|zT , Sp). Accord-
ingly, TI generates images with pθ(wt|Sp)

pθ(zt)
. However,

p(w) and p(z) are different distributions, TI only
fits pθ(wt|Sp) while ignoring the differences between
pθ(wt) and pθ(zt), leading to incorrect guidance direc-
tions and generating unexpected features and artifacts.
Moreover, in the one-shot learning tasks, when p(w)

forms a single point, simply maximizing the log-
likelihood of pθ(wt|Sp) can lead to severe overfitting
and limited diversity. This problem is the same for
fine-tuning-based methods like DB or Adapter-based
methods like lora. These approaches aim to maximize
the log-likelihood of pθ(wt|Sp) by learning θ, and sim-
ilarly ignoring the distinctions between pθ(wt) and
pθ(zt).

4 Methodology
To overcome the limitations of existing methods, our
proposed DreamArtist framework, depicted in Fig. 4,
synthesizes highly realistic and diverse images with
enhanced controllability from a single user-provided
image. Without bells and whistles, DreamArtist just
introduces a novel approach that incorporates both
positive and negative adapters. These adapters are
concurrently optimized through positive-negative tun-
ing, which remarkably improves generation quality,
even within the challenging constraints of a one-shot
scenario.

4.1 Positive-Negative Prompt-Tuning
In essential, conventional prompt-tuning [37, 38, 39,
40, 41, 42, 43, 44] optimistically considers only one
prompt. Namely, it directly aligns it with the down-
stream task and learns a mapping from the prompt
to the training set. However, based on our aforemen-
tioned analysis, applying these methods directly to the
diffusion model may easily lead to collapse and over-
fitting, particularly when the training stage involves a
limited samples. Especially, for one-shot text-to-image
generation, this prompt-tuning has a remarkable over-
fitting to the reference image and generates images
with limited diversity and even artifacts. Accordingly,
we propose positive-negative prompt-tuning to address
these problems, which disentangles the conventional
prompt tuning into two components and learns to
generate in a self-induced manner.

Specifically, based on the CFG mechanism, given
a noise map zt, it can be guided respectively by posi-
tive and negative text prompts and yields two different
feature maps zpt−1 and znt−1. It is expected that zp

contains the desired characteristics of the reference
image, while zn contains the characteristics we prefer
to be excluded from the generated image for rectifica-
tion. Our approach involves the simultaneous learnable
positive and negative pseudo-words (Sp

∗ and Sn
∗ ) and

maximizes the log-likelihood of pθ(wt|Sp
∗)

pθ(wt|Sn
∗ ) . Therefore,
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Input Images Input Images

Fig. 6 One-shot text-to-image generation with only learned pseudo-words for DreamArtist. It can learn content and context from a single input
image without adding additional text descriptions, generating diversity and high-quality images in both natural and anime scenes.

the loss function of DreamArtist is defined as follows:

Lda = ∥ϵ− (ϵθ(zt, S
n
∗ ) + γ (ϵθ(zt, S

p
∗)− ϵθ(zt, S

n
∗ )))∥2
(3)

DreamArtist learns Sp
∗ and Sn

∗ jointly, which ensures
that the training and inference are guided in the same
direction, thus eliminating artifacts and improving
the quality of image generation and controllability
of features. It avoids the problem of inaccurate fea-
ture generation or uncontrollable outcomes caused by
incorrect guidance.

In Eq. (3), our essential optimization objective
is to align the distribution p(zt|Sp

∗)(
p(zt|Sp

∗)
p(zt|Sn

∗ ) )
γ =

p(zt|Sp
∗)

γ+1

p(zt|Sn
∗ )γ with the distribution of reference image

p̃(zt|c). Given that p(zt|Sp
∗) < 1 and p(zt|Sn

∗ ) < 1,
we have:(

p(zt|Sp
∗)

p(zt|Sn
∗ )

)γ

≥ p(zt|Sp
∗)

γ+1

p(zt|Sn
∗ )

γ
≈ p̃(zt|c). (4)

When there is only one reference image, if only the
positive branch is used, the optimization objective is
to align the distribution p(zt|Sp

∗) with the distribution
p̃(zt|c). However, because there is only one reference
image, p̃(zt|c) = 1, which would lead to severe overfit-
ting and cause the model to lose controllability. In our
method, the positive branch p(zt|Sp

∗) does not directly
align with p̃(zt|c); instead, the constraint on the posi-
tive branch is relaxed through p(zt|Sn

∗ ). Moreover, as
γ increases, p(zt|Sp

∗)
p(zt|Sn

∗ ) can become smaller, resulting in a
greater degree of relaxation. Therefore, a larger γ will
lead to a lower fitting and provide higher controllability.

4.2 Reconstruction Constraint for Detail
Enhancement.

Constraints in the feature space only, would make
the generated images be smoothness and even with
some deficiencies in details and colors. Thus, we
add an additional pixel-level reconstruction constraint
for the generated image. In this context, we use
approximate z0 for calculating the loss through the
noise ϵ̂, which is predicted by the model based on
zt through the CFG mechanism ϵ̂ = ϵθ(zt, S

n
∗ ) +

γ (ϵθ(zt, S
p
∗)− ϵθ(zt, S

n
∗ )). Then the approximate z0

is:
zt→0 =

1√
ᾱt

(
zt − ϵ̂

√
1− ᾱt

)
, (5)

Accordingly, the reconstruction loss can be expressed
as:

Lrec = ∥D(zt→0)− x∥, (6)
where ∥ · ∥ is the ℓ1 loss.

4.3 Positive-Negative Adapter
Due to the high dimensionality of image data, which
differs from the characteristics of natural language, and
the fact that humans are sensitive to the perception of
details in images. Relying solely on prompt tuning for
learning fine-grained features still falls short. It often
struggles to faithfully reproduce the detailed features
of entities present in the reference images, leading
some individuals to subjectively perceive discrepan-
cies. Additionally, limitations in controllability may
also arise from insufficient comprehension of features,
resulting in associations errors or difficulties in control-
ling details (e.g., inaccurate modification of accessories
or altering hair color affecting eyes color). Moreover, if

6
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Fig. 7 Comparison of our DreamAritist with different values of γ
and existing methods, following the same evaluation method to TI.

Table 2 Quantitative comparison of our DreamArtist with existing
methods for one-shot text-to-image generation1.

Method LPIPS↓ Style loss↓ CDS↑ CFV↑
Natural Image Generation

TI 0.71 6.12 0.73 1.79
DreamBooth 0.33 1.31 0.63 0.69

LoRA 0.47 1.60 0.48 0.89
Ours(DreamArtist w/o Adapter) 0.62 2.46 0.74 1.53

Ours(DreamArtist) 0.46 1.29 0.75 1.46
Anime Image Generation

TI 0.63 7.47 0.41 0.87
DreamBooth 0.49 1.16 0.33 0.72

LoRA 0.48 0.71 0.22 0.66
Ours(DreamArtist w/o Adapter) 0.60 0.69 0.60 1.28

Ours(DreamArtist) 0.48 0.38 0.59 1.03

the distribution of features in the reference images sig-
nificantly deviates from those in the pre-trained model,
the model may struggle to learn effectively and fail to
adequately characterize these features.

In response to these challenges, we propose
the LoRA-based Positive-Negative Adapter method,
which incorporates the Adapter. The Generator part’s
Adapters (ϕp

u and ϕn
u) serve a dual purpose: enhancing

the model’s ability to preserve fine-grained details from
the reference images and enabling the model to learn
features more faithful that are absent in the pre-trained
image data. Adapters in the Text Encoder part (ϕp

t and
ϕn
t ) further elevate the model’s controllability, allow-

ing the features in the reference images to be precisely
and finely controlled through textual descriptions. Our
DreamArtist method combines the Positive-Negative
Adapter approach with prompt tuning, enabling the
model to learn the generation of images with high con-
trollability, strong diversity, intricate details, and high
quality through only one reference image as input.

Table 3 Quantitative analysis of our DreamArtist compared with
existing methods on feature controllability. The feature
controllability of DreamArtist substantially exceeds existing
methods1.

Method
Natural Image Generation Anime Image Generation

CAS↑ CFV↑ Style loss↓ CDS↑ CAS↑ CFV↑ Style loss↓ CDS↑
TI 0.37 1.46 4.31 0.40 0.23 0.98 5.52 0.46

DreamBooth 0.24 1.19 0.40 0.69 0.28 0.81 1.28 0.31
LoRA 0.30 1.10 1.02 0.53 0.37 0.80 1.03 0.13

Ours(DreamArtist w/o Adapter) 0.83 1.55 2.01 0.57 0.63 1.15 2.71 0.58
Ours(DreamArtist) 0.89 1.43 0.98 0.58 0.65 1.07 0.91 0.57

Table 4 Evaluation on γ and Lrec
1.

Method LPIPS↓ Style loss↓ CDS↑ CFV↑ CAS↑
γ=3; w/o Lrec 0.629 1.41 0.68 1.33 0.76

γ=2 0.601 1.13 0.59 1.02 0.67
γ=3 0.613 1.17 0.72 1.41 0.79
γ=5 0.640 1.85 0.48 1.66 0.87
γ=7 0.653 1.44 0.67 1.03 0.92

5 Experiments

5.1 Experimental Settings
Dataset. Following the existing experimental set-
tings [27, 28], the LAION-2B dataset [30] is used
for natural image generation. Additionally, we add an
anime dataset, Danbooru [31] for the popular interest
in many applications, e.g., games and animes.
Implementation details. In DreamArtist, the learn-
ing rate is 0.0025 and γ is 3 (5 for style cloning). It
is trained on one RTX2080ti using a batch size of 1
with about 2k-8k iterations. In TI, the length of an
embedding for a pseudo-word is set to equal that of
6 words, while DreamArtist uses 3 words for both
positive and negative embeddings. Positive prompt is
initialized using similar words similar to TI (initialized
with some similar words), while negative prompt is ini-
tialized using EOS token (referring to empty text ∅)
with random noise. In the CFG configuration, the nega-
tive prompt is by default set to empty text. The negative
prompt is derived from p(zt), so we use empty text
with a small noise to initialize the negative embedding.
Metrics. 1) For quantitative evaluation, we follow
the same evaluation metrics to TI, namely calculating
image similarity to the given reference images and text
similarity to the given texts. But, this presents a mea-
sure bias to the overfitting model to the given reference
images and texts, especially for one/few-shot genera-
tion (Sec. 5.2). 2) Accordingly, we also adopt different
metrics from three aspects2: image/style similarity
(LPIPS [45]/style loss [46]), image diversity (CLIP

1Values in bold are the best results and those in blue are the second best.
2More details on CDS, CFV and CAS are described in Supplementary.
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detail score, CDS; CLIP image feature variance, CFV),
and generation controllability (CLIP average score,
CAS). Notably, there is a tradeoff between the image
diversity and similarity to given reference images. High
similarity indicates a potential overfitting bias and a
limited ability of generating diverse images, and vice
versa.

CDS employs the CLIP model to evaluate the rich-
ness of the details of the generated image content. More
precisely, it represents the probability of the image
being categorized as ”detailed” within the set of [little
detail”, detailed”] using CLIP.

CFV is used to evaluate the diversity of generated
images. It calculates the standard deviation of the fea-
ture maps of the generated images. Those feature maps
are encoded through the image encoder of CLIP.

CAS is used to evaluate the generation controlla-
bility, to check whether additional text descriptions are
accurately rendered in the generated image. Firstly, we
extract all noun phrases from the text descriptions. Sec-
ondly, each of these noun phrases is fed into the CLIP
model together with a randomly selected set of noun
phrases from the database. Notably, those selected noun
phrases do not exist in the text descriptions. Then, the
average of the probabilities that CLIP classify the gen-
erated image to the noun phrases in the descriptions is
CAS.

5.2 One-Shot Text-guided Image Synthesis
We compare our DreamArtist with two existing works,
including TI [27], DreamBooth [28] and LoRA [29]
for one-shot text-to-image generation3. All methods
are trained with only one image given as reference for
a fair comparison in all the experiments. Next, we will
elaborate the comparison results from image similar-
ity and diversity, generation controllability, and style
cloning.
Image Similarity and Diversity. Qualitatively, Fig. 5
shows that images generated by TI have limited diver-
sity and details. DreamBooth generates images with
fairly quality, but the diversity is also limited for
both natural and anime image generation. It generates
images overly similar to the reference image, which
evidences an over-fitting issue. From Fig. 5 and 6, our
DreamArtist can alleviate these problems and not only
generates highly realistic images with more promising
and reasonable details, but also keeps the generated

3Their generated images given 3-5 images are shown in Fig. 3 and more
results are provided in Supplementary.

images highly diverse, e.g., dogs in different contexts
(Fig. 5) and WALL-Es with difference appearances
(Fig. 6).

Quantitatively, we first follow the same evaluation
method of TI and provide the comparison in Fig. 7.
Our DreamArtist (Ours, γ = 3) has a superior bal-
ance of image generation between image similarity and
text similarity, in comparison with TI and DreamBooth.
This is also demonstrated in Tab. 2 and Tab. 3. Though
DreamBooth and LoRA performs better on LPIPS and
style loss due to over-fitting, it has a poor diversity
(CFV). TI has a higher CFV for the diversity, but suf-
fers from severe artifacts that make an illusion of high
diversity metrics, as demonstrated in Fig. 5.
Generation Controllability. As shown in Fig. 5, TI
has a limited generation controllability that it fails to
render some of other words, e.g. green hair. Text sim-
ilarity in Fig. 7 and CAS in Tab. 3 also demonstrate
that. Although DreamBooth can render some additional
texts, the generated images are too homogeneous in
structure and extremely poor in diversity. This also
indicates the limited controllability of DreamBooth.
In contrast, DreamArtist can keep high controllability
and diversity while maintaining sufficient similar-
ity to the reference image. Besides, from CAS in
Tab. 3, DreamArtist also performs best with a signif-
icant improvement (0.89 [DreamArtist] vs. 0.24/0.37
[DreamBooth/TI]).
Style Cloning. In Fig. 9, it is observed that DreamArtist
can learn different image styles, e.g., Chinese brush
painting, paper-cut painting and Cyberpunk. In anime
cases, different artists have different painting styles
of different brushwork, composition, light processing,
color processing, scenery, and many other details. The
different painting styles are not as diverse as the dif-
ferent styles in natural scenes, but they will give the
audience a different impression. Our method can learn
a painting style fairly well. It is even possible to cre-
ate images that are highly similar to other works by
the same artist based on the text description, which is
very promising for the creation of anime work. Besides,
DreamArtist also manages to generate different game
maps that seem reasonable in Fig. 9.

6 Method Evaluation and Analysis

6.1 Evaluation on γ

γ controls a generation trade-off between the image
similarity and controllability in comparison with the
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 in the wild with mountain
in the background; 

 roll up dust on the
Mars; 

 is in the desert
covered with grass; 

 made of Lego; A cartoon style  on
the beach;  

A lunar rover ;  

A sculpture of ; A man with a  face; An alien wearing a 
mask; 

A stained glass window
of ; 

A  cup made of
jade;  

A big mug in the style of 
 with black tea in it; 

 

A forest of ; Some  mushrooms
growing on the ground; 

A neural network composed of  ; A man made of ; 
 

A T-shirt with 
printed on it;  

Input image

Input image

Input image

, forest in
background, sakura; 

, forest in background, lake,
outside, sunset; 

, under the sea, fish, bubbles,
weeds, shipwreck; 

, light blue hair, in
the aquarium, cat

ears; 

, light green hair,
city in background,

cake, table; 

Input image

, outside, sea,
night, galaxy, boat; 

, in the forest, full
body; 

, outside, desert,
pyramid, maple leaves

sitting, pink hair, wings; 

, full body armor, sword in
hand, in the city;  

, white hair, dancing, rainbow,
butterfly wings, bubbles, glowing

red eyes, in the forest;  

Input image

Fig. 8 One-shot text-to-image generation with the guidance of additional complex texts for DreamArtist. DreamArtist exhibits a superior
capability of controllable generation: even with few words in the text guidance, diverse and faithful images are generated; with more words, vivid
images with rich details are generated. More importantly, DreamArtist can successfully render almost all the given words.

reference image. In Tab. 4, the smaller the γ, the bet-
ter DreamArtist performs for its LPIPS and style loss.
This indicates the generated images are more faith-
ful to the input image, but also underlies the inferior
generation controllability and image diversity. This is
demonstrated by its lower performance of CFV and
CAS. On the contrary, the smaller the γ, the better Drea-
mArtist performs for its CFV and CAS. This verifies
the improvement of its generation controllability and
image diversity. In our paper, we use γ = 3 to report
empirical results (γ = 5 for learning image styles).

6.2 Ablative Study
DreamArtist is very simple but effective. Its main com-
ponent is positive-negative adapter, without which TI

can be regarded as its base model. Thus its ablation
study is identical to the comparison of TI and Drea-
mArtist, discussed in Sec. 5.2. Moreover, we also
provide the ablation study on the reconstruction con-
straint (Sec. 4.2) in Tab. 4 and Fig. 13. We observe that,
without it, the model has difficulty learning low-level
features such as color and details (e.g., the background
color of WALL-E and the hair color of some anime
characters. The bird’s tail color is wrongly diffused to
the body, which is different from the reference image.)
when using only the feature space loss.
Ablation on Positive-Negative Adapters We also
compared the performance between DreamArtist with-
out Adapters, which utilizes only prompt tuning, and
DreamArtist, which incorporates with adapters. As
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art by , classroom,
sit behind the desk; 

A map with river in the
style of ; 

A map with desert in
the style of ; 

A map with snow in
the style of ; 

art by , light purple hair,
outside, blue butterfly, flowers,

leaf pattern on skirt, lake in
background, wings, cat ears; 

art by , cat ears, snowflakes,
night, flowers, city in

background, sit, 2 girls, ice
wings, clock, dress; 

A mountain in the
style of ; 

Bamboo in the style of
; 

A helicopter over the
village in the style of 

; 

A city in the style of 
; 

A cat with flowers
around it in the style

of ; 

A Pikachu in the style
of ; 

A city street in the
style of ; 

A black hole in the
style of ; 

The Starry Night in
the style of ; 

Input image

Input image

Input image

Input image

Input image

Input image

art by , black hair,
cat ears, light blue

loose coat, smile; 

art by , under the
sea, fishes; 

Fig. 9 Style cloning via DreamArtist, for example, styles of wash painting, paper-cut art, Cyberpunk, comic of caricaturists, and road map in a
game (from left to right).

2000 3000 4000 5000 6000 7000

Input Image

steps

Fig. 10 Generation results via only Sp
∗ or (Sp

∗ ;Sn
∗ ) at different steps. UP: using Sp

∗ alone. Down: using an Sp
∗ after 7000 steps together with

Sn
∗ from different steps. It is observed that Sn

∗ rectifies the generation based on Sp
∗ to improve the image quality.

depicted in Fig. 12, DreamArtist exhibits a signifi-
cant improvement in its ability to learn fine details
from the reference image and preserve the primary fea-
tures of the reference image well. Furthermore, both
image quality and feature controllability experience a
noticeable enhancement. For instance, modifications
made to features such as hair color do not affect other
elements like clothing. Despite achieving better preser-
vation of reference image features, our DreamArtist
does not demonstrate signs of overfitting, maintaining
commendable diversity and controllability in the gener-
ated images. The visual attributes and characteristics of
the entities depicted in the images remain controllable
through textual descriptions.

6.3 Analysis on Negative Branch
To further explain the mechanisms of Sp

∗ and Sn
∗ , we

separately visualize the images generated by only Sp
∗ at

different steps, and the images generated by a fixed Sp
∗

(trained for 7000 steps) together with Sn
∗ at different

steps. In Fig. 10, it is observed that Sp
∗ steadily learns

the salient features of the reference image. But the qual-
ity of the images generated by Sp

∗ is not so satisfactory,
e.g., lacking in style and details. When resorting to
the help of Sn

∗ , the model rectifies deficiencies of Sp
∗

and progressively improves the image quantity. This
indicates the effectiveness of PNPT.
Analysis on Controllability and Compatibility. As
discussed in Sec. 5.2 and demonstrated in Fig. 2, it is
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Input Image

Fig. 11 The visualization results of training with different values of γ.

 near a river  walking on the moon with
sakura behind it

 on the moon with
mountain and sakura behind it

 in the forest, stars  in the forest, lake, sunset , city in background,
snowing, sit on a bench

 in the city, flowers,
butterfly, light blue hair

Input Image

Input Image

Fig. 12 Visualization results DreamArtist with LoRA. Compared to DreamArtist, which relies only on prompt tuning only, the detail and faithful
of the generated image to the reference image is significantly improved by adding an adapter.

challenging that the learned pseudo-words of TI harmo-
niously combine with other words. Namely, TI would
ignore some of words in the generated images. Dream-
Booth has slightly better compatibility but suffers from
overfitting of image content and thus has inferior image
diversity. Our method, as an alternative, can effectively
address these issues. DreamArtist is highly compatible
with complex descriptions and can generate diverse and
harmonious images using learned features. The learned
embedding, for instance, a mask in the second row,
can produce highly realistic and diverse images based
on various complex descriptions. Our method can also
handle conflicts between the additional description and
the learned features, as demonstrated in the fourth
row of Fig. 8, where DreamArtist generates characters

with light green hair and a city background despite the
training image having pink hair and a pure background.

6.4 Analysis on Concept Decoupling
DreamArtist can learn not only the entities in the ref-
erence image, but also many different characteristics
(concepts) such as light, material, and style (in Fig. 17).
Namely, the learned pseudo words with adapters in
different text contexts can be rendered with different
desired characteristics of the reference image. This
indicates the implicit decoupling of characteristics or
concepts for promising generation controllability.
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Input Image with RGB-space loss without RGB-space loss 

Fig. 13 Visualization results of ablation study on Lrec.

 wear a T-shirt;  wear a dress;  wear a jacket;  wear a sailor suit;  wear a knitwear; 

 wear a jeans;  wear a winter jacket;  wear a armor;  wear a magician's
robe; 

 wear a cheongsam; 

Fig. 14 Generation controllability evaluation. Given different texts on clothing styles, our DreamArtist can produce an image of a girl with
different styles of clothes.

6.5 Human Evaluation
To demonstrate that our method can synthesize high-
quality realistic images, we have conducted a user study
on TI and our methods following the rules of the Tur-
ing test from 700 participants, respectively. For testing
one method, its 12 generated images and other 8 real
images are provided to participants, to select which
images are real, not generated. TI achieves a failure

rate of 26.6%. Instead, our method is 34.5%, which sig-
nificantly exceeds the Turing test requirement of 30%.
This shows that the images generated by our method
are fairly realistic and difficult to be distinguished from
the real images.

Besides, to evaluate which creation has higher
quality, 52.31% and 83.13% of participants from var-
ious walks of life (even including professional anime
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A  in the style of 
; , 

A  with a 
body; ,  

a  in the style of 
and , , ,  

A , art by ; 
, 

A , art by ; 
, 

A  on the left and a 
on the right; , 

Fig. 15 Results of concept compositions via DreamArtist. It presents a promising generation potential via the text guidance from the combination
of the learned pseudo-words.

A painting of  in the
style of A  with a  head A  is standing on a A  made of 

A  in the style of A  in the style of A  wear the clothes
of 

A  wear the clothes of 

Fig. 16 More results of concept compositions via DreamArtist.

artists) prefer the synthesized images of DreamArtist
for natural image cases or anime cases, respectively.

6.6 Analysis on Embedding Length
As illustrated in Fig. 18, on one hand, Sp

∗ with a length
of 1 captures only coarse features, which limits the
model’s ability to learn finer details such as color and
texture. Increasing the Sp

∗ length to 3 achieves a more
effective balance between the learned visual features
and the textual description, leading to improved results.
However, further extending the Sp

∗ length beyond this
point induces overfitting, causing the model to over-
emphasize features from the reference image. This, in
turn, compromises the alignment between the gener-
ated images and the textual descriptions, while also
introducing visual artifacts.

On the other hand, increasing the Sn
∗ length gen-

erally enhances image quality, particularly in terms of

Input Image A city street in the
lighting of ; 

A dog made of ;  made of Lego; 

Fig. 17 Visualization results of concept decoupling. DreamArtist
can apply abstract semantic concepts from reference images to a
given context.

texture refinement, lighting effects, and detail preser-
vation. Nevertheless, excessively long Sn

∗ can also
degrade image quality. Based on these empirical obser-
vations, we identify an optimal configuration of 3 for
the Sp

∗ length and either 3 or 6 for the Sn
∗ length. To

maintain consistency and simplicity, we adopt a length
of 3 for both positive and negative embeddings in our
work.

6.7 Extended Task: Concept Compositions
Our method can easily combine multiple learned

pseudo-words, not only limited to combining objects
and styles, but also using both objects or styles, for
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 in the wild; 
Fig. 18 Visualization results of DreamArtist with different positive and negative embedding length.

generating reasonable images. When combining these
pseudo-words, it is necessary to add their learned
embeddings of the positive and negative prompts. As
illustrated in Fig. 15, combining multiple pseudo-
words (highlighted in different colors) trained with
our method show excellent results in both natural and
anime scenes. Each component of the pseudo-words
can be rendered in the generated image. For example,
we can have a robot painted in the style of an ancient
painting, or make a dog have a robot body. These are
difficult to realize for existing methods. For example,
in the work of TI, it mentions that TI is struggling to
combine multiple pseudo-words [27].

7 Conclusions
We introduce a one-shot text-to-image generation task,
using only one reference image to teach a text-to-image
model to learn new characteristics. Existing methods
not only require 3-5 reference images, but also suffer
from over-fitting that is adverse to the image diver-
sity and generation controllability. To mitigate this
issue, we propose a simple but effective method, named
DreamArtist, without bells and whistles. It employs a
learning strategy of positive-negative prompt-tuning,
enabling the model to learn and rectify the genera-
tion results. The learned pseudo-words can not only
make the model generate high-quality and diverse
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images, but also can be easily controlled by additional
text descriptions. Extensive qualitative and quantita-
tive experimental analyses have demonstrated that our
method substantially outperforms existing methods.
Moreover, our DreamArtist method is highly control-
lable and can be used in combination with complex
descriptions, presenting a promising flexibility and
potential for deploying other models.

Real
(Train)

Anime
(Generate)

 in the wild;  on a branch;  in the space; 

Fig. 19 Limitations of our method with domain shit.

A  on the top of a A  next to a A  next to a 

Fig. 20 Limitations of our method in entity concept composition.

8 Limitations and future work.
Domain Shift: Our DreamArtist, when trained on a
base model within the real-world domain, struggles
to accurately render its learned features upon applica-
tion to a base model in the anime domain, as shown
in Fig. 19. Only partial of the learned features can
be effectively rendered, and the generated outputs are
heavily influenced by the biases inherent in the anime
domain’s base model.
Compositions of Entity: Our DreamArtist is appli-
cable to concept compositions by combining learned
pseudo-words for promising and flexible image gen-
eration. However, it sometimes fails on compositions

of entity concepts, since they are individually learned
from different reference images and may interference
with each other. When combining two entity concepts,
the model may struggle to accurately render them as
distinct entities. As shown in Fig. 20,this often leads to
a fusion of their respective features, resulting in mutual
interference. The model sometimes fails to distinctly
map each concept to its corresponding independent
entity.
Future Work: Thus, this issue can be solved by con-
tinual text-to-image generation with continual learning
methods, to welcome more and more new concepts
and ensure highly controllable generation from learned
words and original words. Besides, domain shift
between reference images and original images for
pre-training would cause generation failure, which is
another issue to address in future work.
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