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ABSTRACT

Small lanugage models have been shown to exhibit generalisation for toy prob-
lems while being trained on algorithmically generated datasets. It is poorly un-
derstood whether this phenomenon happens in complex problems such as NP-
complete problems. In this work, we show the inability of a single-layer trans-
former to ”grok” the 0-1 knapsack problem. We analyze the internals using visu-
alisations and interpretability techniques and show why the model is not able to
form a robust internal circuit. This shows how transformer-based models struggle
to generalize on NP-complete problems as well as their inability to solve problems
requiring high amount of computation. This work showcases why LLM-based AI
agents should not be deployed in high-impact spaces where a vast amount of plan-
ning and computation is required.

1 INTRODUCTION

The last decade has seen rapid progress on many difficult problems using machine learning (ML)
and artificial intelligence (AI). This has included high-impact scenarios such as autonomous vehicles
as well as decision-making for bail in criminial courts (Hamilton & Ugwudike, 2023). Recently,
ChatGPT and other popular large language models (LLMs) have become some of the most widely
used forms of AI (Mitra et al., 2023). Traditionally, complex systems are tested and deployed only
after guarantees are achieved on their safety - such as aircrafts, and even the atomic bomb (Wiescher
& Langanke, 2024). However, as seen in the existing literature, the community still doesn’t have a
complete understanding of LLMs (Anwar et al., 2024). As a result, it is irresponsible and dangerous
to continue the development and deployment of LLMs without sufficient work on understanding on
its internals.

Mechanistic interpretability is a sub-field of ML interpretability that dissects the behaviour of indi-
vidual components of a transformer and their interconnections (Räuker et al., 2023). It goes beyond
explainable-AI (XAI) in not just providing correlations, but also uncovers actual causal mechanisms
(Olah et al., 2020). Mechanistic interpretability also helps in providing trustworthy ways to under-
stand the model’s internals (Hsia et al., 2023). Existing studies in literature have only focused on
toy problems ((Nanda et al., 2023), (Zhong et al., 2024), (Quirke & Barez, 2023), and (Chughtai
et al., 2023)). They tend to focus on P problems, and do not explore other complex algorithmic
tasks. Therefore, we focus on understanding the ability of single-layer transformers to ”grok” NP-
complete problems.

In this study, we analyze the attention patterns of the trained small-scale transformer, and hypothe-
size why it is unable to perform well. We conclude by stating the implications of this work for the
mechanistic interpretability landscape.

2 EXPERIMENTS AND OBSERVATIONS

We use a single-layer transformer setup using the TransformerLens library (Nanda & Bloom, 2022).
We train these transformers to solve the 0-1 knapsack problem, where the transformer has to give
the best possible price as output.

Although we intially considered an dataset which had relatively high variance as seen in Figures 1
and 2 (Chauhan, 2022), we switched to an algorithmically generated dataset based on work showing
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Figure 1: Frequency distribution of the prices of the items in the two datasets

Figure 2: Frequency distribution of the weights of the items in the datasets

how networks can reliably exhibit grokking on small systemically generated datsets (Power et al.,
2022). We constrain our dataset to only contain 4 objects due to compute constraints. The dataset
is configured as follows: W1,W2,W3,W4, P1, P2, P3, P4, C and BP , where Wi represents the
weight of the ith object, Pi represents the price of the ith object and C represents the capacity of
the knapsack. BP represents the best possible worth of items whichcan be placed in the knapsack
of given capacity C. We set the weights and prices to be all permutations of the range 1, . . . , n. The
capacity of the knapsack contains all possible unique sums possible from the superset of {1, . . . , n}.

We train the model using the AdamW optimizer, and continue the training upto 100k epochs. How-
ever, the model was unable to grok. We studied why the model was unable using a combination of
visualisations and mechanistic interpretability techniques.

We can see from the attention weights visualisations that the model places more importance on the
capacity token than any other token. It also places relatively more importance on the price tokens
than the weight tokens. We also use singular values analysis to compare the embedding matrix of
the trained model with that of a matrix with the same shape. We find that the both matrices have
relatively similar graphs, showing that the amount of variance captured by each principal component
is not better than a matrix with random values. We also compare this to the singular values of the
embedding matrix of a model trained on modular subtraction, which shows a sharp drop off in
variance after the first few components.

Similarly, we look at the variance of the principal components, which shows how the matrix doesn’t
have any smooth sinusoidal patterns. We hypothesize that this could be due to two factors, either the
the knapsack problem having a more complex and less transparent embedding space, or the inability
of our model to capture the task’s underlying structure.
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Figure 3: Train and test log-loss curve

Figure 4: Average attention patterns across all input samples

Logit lens is used to investigate how the model’s predictions evovle as information progagtes through
its layers (nostalgebraist, 2021). Even though we only use a single-layer model in this study, here we
examine the model’s output at different processing stages, such as after the embedding layer, after the
attention layer, and after the multi-layer perceptron (MLP) layer. By projecting these intermediate
representatiosn back into the output space, we are able to understand the relative importance of each
of the model’s components. We find that the MLP layer has the highest impact in shaping’s the
model’s decision.

Probing is a mechanististic interpreatibility technique which is used to understand the ability of the
model to store accurate representations of the data (Ju et al., 2024). We train a linear regressor
to predict the given input based on the internal representations, and we find that the model is able
to perfectly store upto half of the weights and prices. However, it struggles to accurately form
representations of the other weights and prices, as well as the capacity of the knapsack.

We also use activation patching (Heimersheim & Nanda, 2024) to find that activations of the neurons
attendning to the capacity token, have a relatively high impact on the loss. This shows that the model
is highly dependent on the capacity constraint to model its output.
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Figure 5: Singular values comparison of our model, a random matrix, and a model trained on mod-
ular subtraction

Figure 6: Variation of principal components of our model, and a model trained on modular subtrac-
tion

3 CONCLUSION

We are able to observe a lack of robustness in the model’s ability to model an algorithm for solving
the knapsack problem. In particular for this problem, we find that the model struggles to generalize
due to its failure to effectively integrate the capacity constraint during the initial embedding phase,
as the well as the lack of layers, which restrict the power of the model.

We hypothesize that:

1. Transformer-based models struggle to generalize to NP-complete tasks due to the combi-
natorial explosion in considerations involved.

2. Transformer-based models with k layers will only be able to generalize to tasks which can
be solved using O(nk) time complexity algorithms.

This raises major doubts about the ability of LLM-based AI systems to reliably act as agents, since
we find a fundamental lack of ability to generalize. We also find how the models can still give
believable answers, even though they do not have the proper internal circuits to process the data.
Therefore, further work is needed to limit the exposure of LLM-based AI systems to tasks which
involve planning and computation through regulations and laws, to prevent errors in high-impact
scenarios.

Future work could involve ways to formalize these results in a more general manner, as well as
developing tools to automate the mechanistic interpretability work, so that it is feasible on models
with a large number of layers.

LIMITATIONS

This work is limited by computational constraints. As a result of these constraints, the authors were
unable to run further experiments on transformers with more layers, as well on a wide-range of tasks.
Analysis is also avoided on state-of-the-art models due to the lack of compute.
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A APPENDIX

This appendix contains results from the mechanistic interpretability techniques, model configura-
tion, and various other visualisations for our model trained on 0-1 knapsack.
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Figure 7: Results from logit lens

Figure 8: Results from probing

Figure 9: Results from activation patching
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Figure 10: Model configuration
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Figure 11: Attention pattern per head for a specific input sample

Figure 12:

8



432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485

Under review as a conference paper at ICLR 2026

Figure 13:

Figure 14:
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Figure 15:

Figure 16:
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Figure 17:

Figure 18:
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Figure 19:

Figure 20:
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Figure 21:

Figure 22:
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Figure 23:

Figure 24:

14



756
757
758
759
760
761
762
763
764
765
766
767
768
769
770
771
772
773
774
775
776
777
778
779
780
781
782
783
784
785
786
787
788
789
790
791
792
793
794
795
796
797
798
799
800
801
802
803
804
805
806
807
808
809

Under review as a conference paper at ICLR 2026

Figure 25:

Figure 26:
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B CODE FOR GENERATING DATASET

1 f o r i i n r a n g e ( l e n ( w e i g h t s p e r m u t a t i o n s ) ) :
2 f o r x i n r a n g e ( n ) :
3 temp [ x ] = w e i g h t s [ i ] [ x ]
4 f o r j i n r a n g e ( l e n ( p r i c e s p e r m u t a t i o n s ) ) :
5 f o r y i n r a n g e ( n ) :
6 temp [ n + y ] = p r i c e s [ j ] [ y ]
7 f o r k i n r a n g e ( l e n ( c a p a c i t i e s ) ) :
8 temp [2* n ] = c a p a c i t i e s [ k ]
9 b e s t p i c k s , b e s t p r i c e = knapsack ( w e i g h t s [ i ] , p r i c e s [ j ] ,

c a p a c i t i e s [ k ] )
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