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Abstract

The Chakma Language, spoken by the in-
digenous Chakma community mostly from
Bangladesh and India, lacks digitalization and
is at risk of extinction due to its limited linguis-
tic resources. Developing a Machine Transla-
tion (MT) model for Chakma to Bangla and
vice-versa could play a crucial role in preserv-
ing the language and bridging the cultural and
linguistic gap between the two. In this pa-
per, we have worked on MT between CCP-
BN (Chakma-Bangla) and BN-CCP by intro-
ducing a novel dataset of 15,021 parallel sam-
ples and 42,783 monolingual Chakma sam-
ples. We also present a high-quality bench-
mark dataset of 600 parallel samples across
Chakma, Bangla, and English. Additionally,
we developed a transliteration system that con-
verts the extremely low-resource Chakma script
into Bangla to leverage existing Bangla pre-
trained models. We experimented with both
traditional and state-of-the-art approaches, in-
cluding statistical machine translation, neural
machine translation, and in-context learning
with LLMs. In our experiments, fine-tuning
BanglaT5 with back-translation using translit-
erated Chakma achieved the highest BLEU
scores of 17.8 (CCP-BN) and 4.41 (BN-CCP).
We also found that, with our transliteration sys-
tem, commercial LLMs achieve near state-of-
the-art performance using significantly fewer
examples.

1 Introduction

The Chakma people are the Indigenous tribes native
to Bangladesh, the easternmost regions of India,
and western Myanmar, and they speak the Chakma
language, which belongs to the Indo-Aryan lan-
guage family (Mohsin, 2013). There are 230,000
speakers of the Chakma Language in India (cen-
susindia, 2011), 80,000 in Myanmar, and 483,299
in Bangladesh (Statistics, 2023). However, despite
many Chakma-speaking people, there is little use
of the Chakma writing script. According to Saikia
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Figure 1: An example of translation (CCP-BN) by our
best NMT model, BanglaT5 (Iterative Back-translation
approach). English reference is shown in brackets.

and Haokip (2023), the Chakma language is in
the category of “Definitely Endangered" language
due to the way they are dispersed among India,
Bangladesh, and the surrounding nations. Lan-
guage is an integral part of identity and culture,
and its loss could lead to the erosion of traditions,
cultural practices, and community bonds. To revi-
talize the language, some measurements have been
taken by the Bangladesh and Indian governments
and NGOs. Pre-primary books have already been
printed by the National Curriculum and Textbook
Board of Bangladesh (NCT, 2024). In India, some
textbooks (CAD, 2024) on the Chakma language
can be found that are taught only in some schools.

Thus, the lack of communication between the
Chakma community and mainstream Bangladesh
exacerbates this cultural-linguistic divide. Our re-
search aims to help bridge this gap through the
development of MT models, promoting better lin-
guistic understanding and interaction.

Till now, few works have been made to revital-
ize the Chakma language. Podder et al. (2023)
has incorporated deep learning for Chakma charac-
ter recognition and Pratap et al. (2023) has imple-



mented a language identification model for speech
that can recognize 4000+ languages along with
Chakma. However, other computational work such
as Machine Translation is not explored yet. Such
a system would not only enable automatic transla-
tion of content but also facilitate communication,
and preserve cultural identity. On the other hand,
the commercial large language models like GPT
and Grok can recognize Chakma script and phonet-
ics, they often fail to generate semantically correct
Chakma sentences, where even simple translation
tasks like “I want to go there" result in nonsensical
Chakma words. Thus, our work aims to work on
MT for the Chakma language and promote mutual
understanding, and support the preservation against
endangeredness.

Our contributions are as follows:

* Introduced the first Chakma-Bangla paral-
lel corpus having 15,201 sentence pairs, a
Chakma monolingual corpus of 42,783 sam-
ples, and a benchmark set of 600 triples of
Chakma, Bangla, and English.

* Build a rule-based transliteration module en-
abling the usage of large pre-trained models

e Evaluated SMT, RNN, Transformer, and
BanglaT5, where BanglaT5 with back-
translation achieves the best BLEU scores of
17.8 and 4.41 in CCP-BN and BN-CCP.

* Analyzed the degraded BLEU score in BN-
CCP due to orthographic inconsistency even
between the language scholars highlighting
the challenges of MT on extremely low-
resource languages.

* Demonstrated the potential of in-context learn-
ing with GPT, enabled by our transliteration
technique. The approach produced promising
results even with as few as 400 examples, de-
spite the model having very limited exposure
to Chakma.

To our knowledge, this is the first MT system de-
veloped for Chakma, and we provide the novel
dataset with a strong baseline using fine-tuned
BanglaT5 with transliteration. Beyond technical
contributions, our work is intended to support the
preservation of the Chakma language by digitizing
valuable linguistic resources and enabling cross-
lingual access.

2 Related Works

As mentioned, there has been no record of working
with a Machine Translation system for the Chakma
language before. Also, no dataset containing the
Chakma texts is done yet. However, works in other
fields are found in the Chakma Language. Pratap
et al. (2023) has implemented a speech recogni-
tion system where the Chakma language can be
also detected with other thousands of languages of
the world. They created a language identification
framework that could recognize 4,017 languages
including Chakma. On the other hand, to identify
Chakma characters, Podder et al. (2023) created
a dataset with 47,000 images for the 47 charac-
ters of Chakma. The authors suggested a novel
SelfONN-based deep learning model named Self-
ChakmaNet, which scored 99.84% accuracy on the
test set.

Many efforts were made to work with other dom-
inant Indo-Aryan languages using NLP. To identify
Indo-Aryan dialect Subhash et al. (2024) has used
the Deep Learning Ensemble Model with data aug-
mentation. Furthermore, Baruah et al. (2021) in-
corporated Statistical Machine Translation (SMT)
and Neural Machine Translation (NMT) models
to translate low-resource Assamese language to
other Indo-Aryan(Indic) languages. Mumin et al.
(2019) has implemented a Phrase-Based Statisti-
cal Machine Translation (PBMT) system between
English and Bangla languages in both directions
and Bangla was a low-resource dataset back then.
Until recently, a large dataset containing 2.7M BN-
EN pairs was published by Hasan et al. (2020).
Transliteration has been shown to improve transla-
tion quality between closely related languages with
different scripts, such as Hindi and Urdu Durrani
et al. (2010). which also motivated us to develop
our own rule-based Chakma-to-Bangla translitera-
tion system.

Machine translation has been studied for many
years, but the majority of the early research focused
on high-resource translation pairs, such as French-
English. However, Riza et al. (2016) presented
multiple Asian language arrangements with limited
resources. Two low-resource translation evalua-
tion benchmarks were presented by Guzman et al.
(2019): Sri Lankan—English and Nepali—English.
Existing publications have mostly investigated two
approaches to enhance low-resource machine trans-
lation: semi-supervised learning by using monolin-
gual (Gulcehre et al., 2015) data and a multilingual



W Dictionary 36.2%
@ Local expert 34.4%
] Non-expert 23.4%
O UN Docs 6%

>
Figure 2: This chart shows the parallel dataset distribu-
tion between CCP-BN. Here, UN Docs=Comprised of
2 UN documents( UN-Convention on the Rights of Per-
sons with Disabilities and UN-The Convention on the
Rights of the Child), Dictionary=Word pairs collected
from a dictionary, Local expert=Direct in-person trans-
lation by local experts, and Non-expert=Data collected
building a custom website translated by common peo-

ple. Our total Parallel data set is comprised of 15,021
CCP-BN pairs.

collaboration (Kocmi and Bojar, 2018) or cross-
lingual transfer learning. Back-translation is also
an effective approach as explored by Sennrich et al.
(2016). Xu et al. (2019) discovered that using the
right back-translation technique, rather than just
adding more synthetic data, enhances translation
performance.

3 Dataset Description

To collect a monolingual and parallel dataset for
the endangered Chakma language, we visited many
first-language Chakma scholars, local organiza-
tions, and typists from the hill-tracts region of
Bangladesh as well as taking interviews with the
scholars. Our data collection procedure is detailed
below. The challenges and details of the interviews
can be found in the appendix section A.1 and A.2.

3.1 Parallel Data

\
<

Figure 3: This chart illustrates the distribution of mono-
lingual Chakma data based on content types that were
collected from different sources. We collected 42,783
Chakma monolingual samples in total
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Parallel Documents: Upon extensive searching,
we found two online documents with both Bangla
and Chakma translations: UN - Convention on the

Rights of Persons with Disabilities (UnitedNation),
and UN - The Convention on the Rights of the
Child (resolution 44/25, 1989). The Bangla PDF
versions were composed of images of each page
of the original paper document. We used Tesseract
OCR to extract the Bangla sentences, For align-
ment, we could not perform any automatic align-
ment similar to Hualign Varga et al. (2005) because
they require a rich dictionary which was missing
for the Chakma Language. Thus, we did manual
alignment for both files and gathered 620 and 291
CCP-BN parallel pairs respectively. Moreover, we
incorporated word pairs from the only dictionary
as our parallel data which has 5,473 samples, al-
though it was not enough for Hualign.

Manual Translation from experts: With an objec-
tive of collecting manually translated data from
the local proficient people in the Chakma Lan-
guage, we prepared some paper forms containing
the Bangla sentences of a total of 10,000. Those
sentences are collected randomly from BN-EN sen-
tences from Hasan et al. (2020) having a word
count between 2 and 8, where the probability of
choosing sentences is highest with 4 and 5 words
and decreases in both directions. We arranged the
volunteering program for 3 days, where 7-10 peo-
ple participated each day in Dighinala, Khagrachari
of Bangladesh, and the participants were mostly
young. To note that, the participants struggled with
translations as many words from Bangla or En-
glish aren’t used or don’t have direct translations
in Chakma. From the program, we successfully
gathered 5,203 sentences of CCP-BN-EN pairs.
Manual Translation from crowdsourcing: We
have also collected data from common people.
First, we created a website where Bangla sentences
were shown to people and asked to translate them
into Chakma. We shared the website link through
social media platforms. These Bangla texts are
mostly common dialogues collected from a few
sites ! which already have English translations as
well. As most of the people didn’t know how to
write in Chakma script, they were asked to write
the translation using the Bangla transliteration of
Chakma. Later, we converted them automatically
into Chakma characters by the code that we built
to convert CCP-BN and vice versa. After manual

"https://www. learnenglishfrombangla.com/2021/
@7/easily-learn-english-in-bangla-beginner.html,
https://www.omniglot.com/language/phrases/
bengali.php, and https://en.wikibooks.org/wiki/
Bengali/Common_phrases
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Dataset Resource Name Data Count Total
UN - Convention on the Rights of Persons with Disabilities (BN-CCP) 8647
UN - The Convention on the Rights of the Child (BN-CCP) 291
Parallel Data Dictionary app (Word-pairs) (BN-CCP) 5473 15021
Translated data from crowdsourcing. (BN-EN-CCP) 3444
Translated data by expert (BN-EN-CCP) 5203
Monolingual Data Chakma from multiple local sources (CCP) 42783 42783
Evaluation Data Translation from RisingNews Benchmark by Hasan et al. (2020) (BN-EN-CCP) 600 600

Table 1: Main sources of our parallel, monolingual, and evaluation datasets with their respective data counts.

verification and filtering, we have collected a to-
tal of 3,444 CCP-BN-EN paired sentences. Our
transliteration codes are available on our github.

In the end, we had a total of 15,021 parallel
BN-CCP data sentences, among them 8,647 had
CCP-BN-EN language pairs. The overall process
of collecting and refining data was very cumber-
some and it took us several months to complete.
The distribution of our data can be found in Figure
2.

3.2 Monolingual Data

We have managed to collect a good amount of
monolingual data in comparison to parallel data,
and the soft copies that we have collected mostly
comprise poems, articles, stories, a few national
textbooks, etc. We have also collected Indian text-
books, a Chakma Folktale app, and a Chakma
Dictionary app written by Indian Chakma authors.
Then, all of these contents of our sources that we
have so far were first copied into separate docx
files, which successfully maintained the various
Chakma fonts used for those documents, but the
fonts were in ASCII format and each of them was
mapped with different ASCII encoding. Thus, we
build a program that converts a common unified
font, RebangUni?, the first and only UTF-8 font,
and we managed to convert for 7 ASCII fonts. Fi-
nally, we build a simple segmenter where each line
is segmented based on 3 punctuations: ‘?°, ‘I’, and
‘I, After all of the processing, we have gathered
42,783 monolingual samples. In the figure 3, we
displayed the distribution of our collected monolin-
gual data. The table 8 and 9 contain all the names
and necessary details of the files. The conversion
codes are uploaded to our github repository and the
ASCII fonts list is given in the appendix table 3.
In addition to that, for our training, we gathered
150,000 Bangla and 150,000 English as monolin-

*https://github.com/Bivuti/RibengUni.

gual data from the dataset by Hasan et al. (2020),
where we choose the Bangla and English data in
such a way that they are not parallel to each other.

3.3 Evaluation Data

To evaluate our models, we have meticulously pre-
pared a benchmark dataset as well. We have first
selected 500 BN-EN data randomly from the Ris-
ingNews Benchmark dataset by Hasan et al. (2020).
They processed and filtered their dataset following
the approaches of Guzman et al. (2019), which
makes it a standard quality dataset to work on.
Moreover, since it has already bi-lingual pairs, ad-
ditional translation into Chakma can make it possi-
ble as a Benchmark between English and Chakma
as well. We provided these sentences to 3 differ-
ent Chakma language researchers to translate who
hadn’t participated previously in translating our
parallel data. We gave each person 200 sentences
where 50 sentences were common for each of them.
We make these 50 sentences common to each of
them so that we can discuss and research further on
the variances of translation of the same sentences.
Thus, we have 600 samples for our Benchmark
Dataset, which we name ‘RisingNewsChakma’,
and it is an out-of-domain compared to our training
data. In Table 1 we have shown the counts of all
types of our data.

4 Models and Approaches
4.1 SMT and NMT

SMT, once the dominant approach before deep
learning, has been shown to outperform NMT in
low-resource settings Koehn and Knowles (2017).
We therefore employed Phrase-based SMT Koehn
et al. (2003) in our experiments to validate its ef-
fectiveness. For NMT, we experimented with both
RNN and Transformer architectures. RNNs, par-
ticularly GRUs (Bahdanau et al., 2014), are more
effective than transformers in low-resource settings
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due to fewer parameters. We use Luong-style at-
tention (Luong et al., 2015) for the RNN.

4.2 Transfer Learning

We explored transfer learning using pre-trained
BanglaT5 (Bhattacharjee et al., 2023), given its
linguistic proximity of Bangla to Chakma. As the
model does not recognize the Chakma characters,
we created a simple rule-based transliteration sys-
tem that converts between Chakma and Bangla.
The transliteration system was easily possible to
build since almost all characters, except a very few,
have a direct one-to-one mapping between Chakma
and Bangla. There are other multilingual models
such as mT5 ((Xue et al., 2021)), mBART (Liu et al.
(2020)), but due to time and resource constraints,
we focused only on BanglaTs.

4.3 Back-Translation

Back-translation is a semi-supervised method that
uses monolingual data by translating it in the re-
verse direction, proving effective when parallel
data is scarce (Burlot and Yvon, 2018; Karakanta
et al., 2018). We applied the iterative strategy from
Hoang et al. (2018) in both Chakma-Bangla and
Bangla-Chakma directions.

4.4 Multilingual Training

Multilingual joint training can improve low-
resource translation by leveraging cross-lingual pat-
terns (Zhang et al., 2020; Johnson et al., 2017). We
adopted a many-to-many strategy, adding 10,000
Bangla-English pairs (Hasan et al., 2020) into the
training set and using language tags to guide trans-
lation across Chakma, Bangla, and English.

4.5 In-context Learning

We also explored In-Context Learning (ICL) using
several of the GPT models via few-shot prompt-
ing getting inspired from Agrawal et al. (2022).
Our objective of this approach is to investigate the
capability of large pretrained LLMs to adapt to
extremely low-resource languages with minimal
examples.

5 Experimental Setup

We used the Moses toolkit® for our phrase-based
SMT approach. The NMT experiments are con-
ducted using Pytorch on Google Colab* using

3https ://www2.statmt.org/moses/
*https://colab.research.google.com/

V100/L4 GPUs. For pre-processing, we adopted
the normalization method introduced by Hasan
et al. (2020) where we added some adjustments
to the normalizer 3. We applied the Beam search
decoding strategy with a beam of width 5 for predic-
tions. The maximum sequence length was capped
at 128 tokens and gradient clipping was set at 1.0.
We followed the SentencePiece (Kudo and Richard-
son, 2018) tokenizer for both vocabulary building
and tokenization for SMT and NMT. With the Sen-
tencePiece we ran the vocabulary sizes(1000, 2000,
5000, 10000, and 20000) as hyper-parameter opti-
mization. Various learning rates were tested(0.001,
0.005, 0.0001, and 0.0005). We considered the
batch sizes at 8, 16, and 32. The number of train-
ing steps was experimented with 10,000, 15,000,
and 20,000 steps. The warmup steps were varied
between 0, 2000, and 4000 steps. We also did La-
bel smoothing was various values(0.1, 0.2, 0.3, 0.4,
0.5).

For the RNN, we applied the open implemen-
tation of RNN ¢ which incorporated the attention
mechanism of Luong et al. (2015). Furthermore,
we explored our models with 1, 2, and 4 RNN lay-
ers. We considered the hidden size and embedding
size with values 512 and 1024. Numerous dropout
rates are also being tuned(0.1, 0.2, and 0.3). We
initialized RNN using a normal distribution with a
mean of 0 and a standard deviation of 0.1.

To apply the transformer model, we followed the
method introduced in Vaswani et al. (2017). We
considered MarianNMT models from Huggingface.
We used Glorot’s (Glorot and Bengio, 2010) ini-
tialization to initialize the weights. We consider
models with 1, 2, and 6 layers. Further, we ex-
plored models with 1, 2, and 6 attention heads and
evaluated dropout rates of 0.1, 0.2, and 0.3. Also,
we tested feed-forward hidden dimensions of 512
and 1024.

To experiment with the BanglaT5, we have fine-
tuned the model by transliteration of Chakma char-
acters to Bangla fonts and did hyper-parameter opti-
mizations similar to Transformer. We also used the
model for multilingual translation between CCP-
BN-EN. We added a prefix tag of the target lan-
guage to the input sentence, and we also oversam-
pled for Chakma pairs to balance between all pairs
since it is proven to increase performance (Johnson
et al., 2017). For back-translation, we marked the

>https://github.com/anonymous_for_now.
®https://github.com/bentrevett/pytorch-
seq2seq/tree/main.
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CCP-BN BN-CCP

System Dev Test Dev Test

BLEU chrF BLEU chrF BLEU chrF BLEU chrF
SMT 320 2490 0.10 2040 460 2630 0.10 20.20
RNN 10.62 2523 0.16 11.19 454 2404 0.09 11.60
Transformer 285 26.60 037 1936 142 2575 020 25.79
BanglaT5 26.72 4534 1344 3891 10.60 3427 288 28.46
BanglaT5 (IBT +1it) 26.72 4534 1344 3891 1196 3792 397 3048
BanglaT5 (IBT +2it) 2831 49.01 17.80 49.19 11.67 3849 441 31.33
BanglaT5 (MNMT) 2043 39.54 1237 38.17 9.04 3153 3.18 29.54
GPT 4.1 (ICL) - - 16.63 47.91 - - 236  30.46
GPT 4.1 (ICL - non-transliterated) - - 0.41 19.09 - - 0.21 18.24
GPT 4.1-mini (ICL) - - 9.74  40.67 - - 1.81  28.48
GPT 04-mini (ICL) - - 11.50 42.85 - - 1.91  29.80

Table 2: Performance on CCP-BN and BN-CCP translation using SMT, RNN, Transformer, and BanglaT5 with
Iterative Back-Translation (IBT) and Multilingual (MNMT) training on parallel data. Test-set results from GPT 4.1,
4.1-mini, and o4-mini using in-context learning with 400 examples are also included.
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Figure 4: Several variations of spelling same word are shown by marking with same color in Chakma Language
from our benchmark which 3 different language scholars translated from Bangla.

Bangla language as the source and Chakma as the
target and used 50,000 monolingual samples dur-
ing back-translation.

For the ICL experiment, we use GPT 4.1, 4.1-
mini, and o4-mini. We didn’t hyper-tune the de-
coding parameters of the GPT due to budget con-
straints, and used the default settings such as tem-
perature as set to 1. We provided 0, 100, 200, or
400 examples of translations between BN and CCP
in each prompt, and ask 20 sentences at once to be
translated into the other language. A prompt sam-
ple is shown in the table 8. Note that we provided
transliterated Chakma while using BanglaT5 and
GPT models, while for vanilla training using SMT,
RNN, and Transformer, we use Chakma characters
directly.

We split our parallel set into train and dev sets
containing 12,016 and 3,005 respectively. We have
used the same split for all of our experiments. We
have used our own RisingNewsChakma Bench-
mark as our Test set, which is an out-of-domain

where the dev set is in-domain. We used sacre-
Bleu(Post, 2018) and chrF(Popovié, 2015) as the
model’s performance evaluation but used the sacre-
Bleu as the metric for best model selection. For
transliterated experiments, we measured the BLEU
and chrF scores on transliterated. Finally, we share
our training parameters and settings for NMT in
table 4.

6 Results

Vanilla Training: While the models trained from
scratch achieve at least a few BLEU scores in the
Dev set, they struggle with BLEU scores in the
Test set. All of these models: SMT and NMT
outputs mostly random and nonsensical words
resulting in a BLEU of not even 0.5 in the Test
set. A probable reason is the domain mismatch our
benchmark data and training set. Moreover, while
previous work on endangered languages shows that
RNN and SMT outperform Transformers, in our
case Transformers beats with the slightest margin



both SMT and RNN in test sets. The results are
shown in table 2.
Transfer Learning: Fine-tuned BanglaT5 sig-
nificantly outperforms the models with vanilla
training in both BLEU and chrF metrics across
the CCP-BN and BN-CCP. For the CCP-BN
translation, BanglaT5 achieves a BLEU score
of 26.72 on the development set and a BLEU
score of 13.44 on the test set, whereas vanilla
models couldn’t score even 0.5. In the same way,
in the BN-CCP direction, BanglaT5 attains the
best performance with a BLEU score of 10.60
and 2.88 on the dev set and test set respectively,
which is higher than the vanilla models. The most
probable reason behind the BanglaT5’s superior
performance is that the Chakma language is
similar to the Chittagonian dialect(A little different
than regular Bangla spoken by the people from
Chittagong, Bangladesh) and many words are
directly the same as Bangla, which makes the
model easily to adapt and understand Chakma.
This shows that a simple transliteration into a close
dominant language can provide significant benefits
for low-resource languages. Moreover, we found
that the fine-tuned BanglaT5 can do zero-shot
translation between EN-CCP despite the model
being trained on BN-CCP data using BanglaT5.
Although, we did not do the benchmark testing
between EN-CCP, an example shown in table 7
shows that the model-produced translation conveys
parts of the original meaning despite inaccuracies.
Back-translation: @ We did iterative back-
translation only on BanglaT5. We see that the
performance has increased further after applying
back-translation for both metrics after each
iteration.  Particularly after 2nd iteration, we
get the highest BLEU score among all other
approaches in both BN-CCP and CCP-BN. We
gained more than 1.5 BLEU scores in BN-CCP
and even more than 3 BLEU in CCP-BN compared
to the simple fine-tuned model. This improvement
is coherent with back-translation experiments
from most works on low-resource data, although
Feldman and Coto-Solano (2020) suggested that
back-translation degraded the performance due
to out-of-domain monolingual data, where CCP
monolingual data was out-of-domain in our case.
Table 5: shows how the performance of different
input ratios of our monolingual data to training data
can affect the performance of the Back-translation
approach. Our outcomes are similar to Hoang
et al. (2018): more the ratio of monolingual

data, the higher BLEU score. We found that, for
the CCP-BN, if we increase the ratio of input
data to 1:4, it gives the highest BLEU score of
17.80. Similarly, for the BN-CCP direction, the
performance also improves highest at a ratio of
1:4 achieving the best BLEU score of 4.41. These
results show that having larger monolingual data is
beneficial for low-resource tasks.

Multilingual Training: Table 6 shows our result
on multilingual training. For the BN-CCP and
CCP-BN translation, the BLEU scores are 3.18 and
12.37 respectively on the Test set, which is slightly
higher than fine-tuned approach but lower than the
back-translation approaches. This result is similar
to findings from Guzman et al. (2019) between
Nepali-English that the multilingual approach
performs better than the bilingual approach.
In-context Learning: We showed the results of
ICL in table 7. There is a clear increase in BLEU
score as we provide more examples in the prompt
for both directions. The highest we achieved in
BN-CCP in the test set is a BLEU of 2.36 using
GPT 4.1. Although the scores are lower than the
IBT approach, but particularly, in CCP-BN we
get closer to the best scoring IBT with just 400
examples. Between the smaller models: 4.1-min
and 04-mini, the reasoning model, o4-mini, tends
to perform slightly better in both BN-CCP and
CCP-BN. The score is lowest if no examples are
provided at all, which clearly shows the GPT lacks
understanding the Chakma language. Even when
400 examples are passed in the prompt but using
non-transliterated Chakma the scores also falls
down even under BLEU 0.5 in BN-CCP (Table
2). This also shows that ICL is ineffective if it
doesn’t recognize the language. Overall, the results
shows the potential of using LLMs using ICL with
the fewest data, but it comes with a cost that the
model can be very large and commercial. On the
other hand, BanglaT5 is significantly smaller but
requires more data.

Transliteration Assessment: Since our best
approaches rely on transliteration between Chakma
and Bangla, it is crucial to assess the quality of
transliteration. It can be stated that a transliteration
is reliable if we achieve a good score in a round-trip
of transliteration. On the benchmark sentences,
our transliteration system scores 41.21 BLEU and
79.32 chrF on the round-trip from BN to CCP to
BN, and scores BLEU of 34.58 and chrF of 77.74
on CCP to BN to CCP. Some of the scores are lost
in the round-trip as few characters don’t have a



direct mapping between Chakma and Bangla (we
have mapped these few characters based on our
intuition and shown in table 5). From our point of
view, these scores are reliable while there are still
scopes for improving the transliteration system.
BN-CCP vs CCP-BN: We find that there are
significant performance gap between BN-CCP and
CCP-BN by all the models. The CCP-BN excels in
the Test set even when no examples are provided
to the GPT models in the ICL experiments scoring
BLEU of 14.56. On the other hand, our best
models scored highest of 4.41 of BLEU score in
BN-CCP. Beside the domain mismatch issue, an
obvious reason is that the pre-trained models have
already a vast knowledge on the Bangla Language
since it at least the models excel while translating
into Bangla.

Spelling Incosistency in CCP: The incosistency
in spellings found in CCP is a major reason for
low getting scores in the BN-CCP. We measured
the Inter-Annotator Agreement between the
participants for the benchmark set based on the 50
sentences that was common to them. We calculated
the BLEU and chrF between each of them in both
directions and averaged the score, which turns out
also surprisingly as low as 4.48 BLEU but the
chrF was 38.82. This high imbalance between the
BLEU and chrF indicates the inconsistency of the
spellings. Table 4 shows a translation example by
those language experts. In the table, we see that
different spellings are used for the same word and
even the simplest word, marked with brown color,
is written differently by each of them. This is a
major concern in the Chakma Language and the
cause behind these inconsistencies is the lack of
established grammar, books, and literature in the
Chakma language.

7 Limitations and Future work

Although our work contributes to the revitalization
of the Chakma language, there are several limi-
tations. Firstly, the size of our dataset is small
compared to the others, limiting the generalization
of the models. Moreover, the scarcity of linguis-
tic resources and Chakma language experts made
data collection and validation challenging and im-
pacted our dataset’s diversity. As mentioned our
best approaches are dependent on transliteration,
which still has room for improvement. In case of us-
ing pre-trained models, we are only experimented
with BanglaT5. Many other multilingual pretrained

LLMs exist, which opens the case to explore. In
case of ICL, we experimented only using GPT mod-
els is which due to our limited budget and resources.
Finally, future research should focus on expanding
datasets, enhancing transliteration techniques, and
deeper collaboration with native speakers.

8 Conclusion

In this paper, we introduce the first Machine Trans-
lation parallel dataset for the endangered indige-
nous language Chakma with the help of rare experts
in the Chakma language, and by crowdsourcing
in the Chakma-speaking communities. We also
release Chakma monolingual data collected from
Chakma resources from Bangladesh as well as from
India. We created a transliteration system that
enabled us to take advantage of existing Bangla
knowledge in pretrained models. We applied multi-
ple popular machine translation methods on Bangla
to Chakma and Chakma to Bangla translation, such
as SMT, NMT, and in-context learning. We found
that pretrained BanglaT5 with the help of back-
translation achieved the highest BLEU score in our
carefully curated benchmark dataset. Additionally,
our transliteration method opens up the possibility
of using pretrained LLMs to create more synthetic
training data for Chakma and lift it out of endan-
gered status. We believe our method and dataset
will pave the way for other NLP tasks for highly
low-resource and endangered languages.
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A Appendix
A.1 Challenges in Chakma Language

Chakma is predominantly an oral language. Very
few people can read and write on Chakma Script.
This leads to a primary problem: a lack of resources
purely written in Chakma. Thus, it is very rare to
find any data online, rather we need to visit various
language experts, and typists (Usually, language
experts are not good at typing. So they pass their
handmade copies to typists to make digital copies
of their writings), and some private organizations
working on language preservation to collect the
data. Another great challenge is not having an es-
tablished grammar. Historically, language experts
tend to write their way without publishing their
standard of grammar, especially the local shamans,
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leading to a variety of forms of spellings and struc-
tures. Moreover, from various meetings, disagree-
ments between the language experts acted as a huge
obstacle to standard grammar formation. There are
a lot of variations in the grammar between Indian
and Bangladeshi language scholars as well. The
final challenge was that most of the documents
were written using various ASCII fonts because
the only UTF-8 font (RibengUni) was introduced
very recently and usage has increased from offline
to social media platforms now. Thus, we need to
unify those fonts into a single font, RibengUni.

ASCII Font list of Chakma

BivunabaKhamaC
BijoygiriDPC
Udoy Giri

Alaam

Arjyaban
Chakma(SuJoyan)
Punong Jun

Table 3: ASCII Font list of Chakma documents found in
our data sources which were converted into RibengUni
Font (UTF-8).

Bangla Characters Direction Chakma Characters
A g - of
T, 7 — of
- o
< — ()
e — o

Figure 5: Our mapping of characters between Chakma
and Bangla that don’t have a direct map.

A.2 Interviews with Chakma Language
Experts

We interviewed several scholars in Bangladesh
to discuss the variants, for example, the num-
ber of characters, diacritics, rules, spelling pat-
terns, etc. The scholars include Arjya Mitra, In-
jeb Chakma, Ananda Mohon Chakma, and Sugata
Chakma. However, almost all of them suggested
following the rules maintained by the members of
the National Curriculum and Textbook Board of
Bangladesh involved in writing the Chakma books
for the pre-primary levels because their rules will
be followed eventually. The most important rule
from them that we followed in our transliteration
codes from Bangla to Chakma, is that the core
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Parameter RNN  Trans. BTS5
Max Epochs - - 5
Max Train Steps 20000 20000 -
Warmup Steps/Ratio 4000 4000 0.1
Learning Rate 0.0005 0.0001 0.0005
Batch Size 16 32 16
Max Length 128 128 128
Optimizer adam  adam  adam
Vocab size 2000 10000 -
Beam width 5 5 5
Clip gradient 1.0 1.0 -
Label Smoothing 0.2 0.5 0.3
d_model - 512 -
dropout - 0.2 -
layer_dropout - 0.1 -
att_heads - 1 -
ffn_dim - 512 -
blocks - 6 -
rnn_dropout 0.3 - -
layer_normalization True - -
layers 1 6 -
word_embedding 512 - -
hidden_embedding 1024 - -
weight_decay - - 0.01

Table 4: Best hyper-parameter settings and other param-
eters used for our training of RNN, Trans(Transformer),
and BT5(BanglaTs).

grapheme cannot have more than one diacritic at-
tached to a consonant or a vowel. However, in
India, this restriction is not maintained, rather more
than one diacritic is seen frequently in their docu-
ments.



Ratio BLEU chrF

CCP-BN 1:1 164 46.39
CCP-BN 1:2 16.78 48

CCP-BN 1:4 17.80 49.19
BN-CCP 1:1 3.49 30.16
BN-CCP 1:2 3.6 30.37
BN-CCP 1:4 441 31.33

Table 5: Performance of back-translation with different
monolingual-to-parallel data ratios using BanglaT5.
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Evaluation BN-CCP CCP-BN EN-CCP CCP-EN
Metric Dev Test Dev Test Test Test
BLEU 9.04 3.18 2043 12.37 1.17 6.46

chrF 31.53 29.75 39.54 38.17 23.10 27.69

Table 6: Performance of Multilingual training which includes Chakma, Bangla, and English using BanglaT5 model.

No of Examples GPT-4.1 GPT-4.1-mini 04-mini
CCP-BN BN-CCP CCP-BN BN-CCP CCP-BN BN-CCP
BLEU chrF BLEU chrF | BLEU chrF BLEU chrF | BLEU chrF BLEU  chrF
0 1456 4649 048 1841 | 8.61 3891 0.87 2263 | 11.29 4251 0.61 24.02
100 16.28 4761 1.81 2858 | 9.10 39.79 128 27.12 | 11.54 4272 151 28.86
200 1743 4786 222 2995 | 1024 40.63 147 2759 | 11.62 4292 171 28.05
400 16.63 4791 236 3046 | 9.74 40.67 1.81 2848 | 11.50 4285 191 29.80

Table 7: Performance of In-context Learning in Test set using GPT 4.1, 4.1-mini, and 04-mini for by few-shot
prompting on translation between Chakma and Bangla.
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Src. 1
Ref. 2

Src.

HIRSHALRA AR 32 &S [T FR (AF SlS 2ABFS

a3I% S00® 7 d$M08 SNeNn® 32365 SEH® (UN agencies and
technical experts on emergency preparedness)

HIFSILRA HLITE @3 &Y R IR (AF Tl 2SS | PR 932 J77 SR
R @I QAR & S 91 F0 @IS EIRIE Isiie F417 SKSE O IR F41
efsxpfe ©% FAR |

23IM% F00® 71 5M05 MSNeN0® 321635 FHO, 006-0BO® 9 Foe
Aalee Sggen Bocess (ded 93030ce-MeFEMed ODG of coceas FBORe:E 35
S236 06eR AIRHO0E NG WS WS e 606 HS DS (The government
has also reneged on repeated promises to await clearance from UN agencies
and technical experts on emergency preparedness, habitability, and safety of
the island before relocating Rohingya there.)

Ref.

SMT Pred.

Pred.

Pred.
RNN

Pred. 2
Trans Pred.

-former
Pred.

BanglaT5 Pred.

(IBT)

Pred.

GPT 4.1 Pred.

(ICL)

Pred.

803350 &1nahH3d vdodal Jafales adw oIs€ 1 (UN ... [Rest of the output is
gibberish and not semantically meaningful] ...)

2033525 13O Tedal Jo3ales ae e SMT 03 9 OISO (foalesc
89 (a8 NC POBKE ,0SNN® K® )@ NG D OB SOLN® BSNG |
2605 08 0088 BOB®T 383056 @D (UN’s General Secretary..... [Rest
of the output is gibberish and not semantically meaningful] ...)

2055523 Jo5 9 SH @T (UN children and others)

803G 0 ) Sn S ) 33 PWE (UN all and others and why)
803G 053Gk 20t 803G Ne® Mee® 0@ | (UN’s UN’s
UN’s UN’s help help.)

S0 2050 AJ8H 06D 0D D oD JoISBS wecweE® SM%
St HSMGB 93 95 9 9 NGBB VBB NRG B B Bk oD oD OCD
(UN’s UN’s all country country country country autistic person’s rights rights
rights and and and and their their their own own own country country coun-
try)

2033525 D0 9 daM3 ASH QINN® IHMG 8O (Preparedness re-
quired from UN agency and technical expert persons)

2055523 HD0NB 10 JEMH3STM0)® SHMG SM® 0309, 008 O3ED N
BoAE®% QOO 3Dwess 3ed 23edd ef 508 0% 956f0 SIS Sorea® aIrMIsE
0% OKO® dr do @E?(g I (The government has reneged on repeated
promises to await clearance from UN agencies and technical experts on emer-
gency preparedness, habitability, and safety of the island relocating Rohingya
there.)

20553 D0NS NH 06fedS ERSBWNSB QM FoKrod JHojo3
[Note that the translation is almost similar to BanlgaT5 and reference, and
have several gibbrish or incorect spellings but semantically meaningful]
2050B HHNBS NG IBHSD EWBWNEG T S0308 0fwas, dBo®
FAm 00k B KOG Sadus e p0FSeI Hege SESo¢ efw, HBEOR
030d D00e®@0I08 S0se A3 MK OHO0E 03 PESMGB HO Q&8¢ | [Note
that the translation is almost similar to BanlgaT5 and reference, and have
several gibbrish or incorect spellings but semantically meaningful]

Figure 6: Examples of prediction by different approaches on short and long sentences on BN-CCP.
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Sre. 8B NQOE B0 278 0eDRT W6 Y V@ QoF , O06IM ot MNcHad)é®

CCP-BN R VOQ® BS0s¢ B30 WEH B N0 YYNEGB cO% O P 708 VMRS
Boscofone |

Ref. v #taas @ @ifden ama QMo it 8 MR, qienmet Afeed ot @3z Sieet 1S
SIS IERF® XA, A AW, A1 ¢ Sza weafeel aeawz | (As over 6 lakh
Rohingya, mostly women and children have fled to Bangladesh, and an un-
known number remain internally displaced with limited access to food, water,
and shelter. )

Pred. © @R o @ifem q=r @fa ool MR ¢ fie, Qe (e Gl ¢ FiEETema e e
VIRSIRIA RCACR 1w AR #iife 8 or@l 79 gaea fsisfe &0 | (As over 6 lakh Rohingya,
mostly women and children have fled to Bangladesh, and internally displaced
from home their limited access to food, water, and for every kind of security.
)

Src.  Bangladesh and Finland have agreed to work together on the issue of world-
wide climate change.

Ref. do SHAIGH o 5 vk B Onvoed  S®a@e e adwoe
dgo® o® aud®!

Pred. Og 0%  Finel 83% M6IN0Its S8~ mcdoits 08 SEA3R% BHGW
IO 1 (Bangladesh and Finel nation together work together on world edu-
cation exchange)

Zero shot
(EN-CCP)

Figure 7: Showing an example of prediction done by BanglaT5 (IBT) on CCP-BN and a zero-shot translation on
EN-CCP trained on BN-CCP. For CCP-BN, we mark the wrong words as red, and in the zero-shot translation, we
mark the same context words with the same color.

You are given translation examples from Chakma to Bangla below:

Chakma Example 1: sta 731 «ifa feeng 7 o
Bangla Example 1: SINItE s/ fEemm a3 a1 |

Chakma Example 2: faf@mt
Bangla Example 2: Ff=it

Chakma Example K: @ Tolee @R EIAR AT Iraeifg foqetm frer ifem af -af@ |

Bangla Example K: Siedarzeit amgd 12 -gorie =f%fs @ o fafbe 2 |

Provide the Bangla Translation of the Chakma provided below. Only provide the translation and do not output anything else.
Chakma Test 1: IeMaaRIe &R S 7F @A , 43 I0H AGRARR (S IO @@ (61 |

Chakma Test 2: R %@ G7¢ 161 &a fors wieq wifimme (3843 ) o frmg st i [fn aos @ome oraie sreesif |

éhakma Input 20: « SIe=53 &R ~AFRE @0 w6 61F freaea (Snzfef ) wiam i @ , ga st fedl =i ofas 7 szt , siem sffrrre fies fres cxie of@s s |

Figure 8: The prompt format that we used for our ICL experiment.
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Title Content S 1

Title Content Samples
Ajanir dajan firana.docx Story 206
Amader-Bari-2.pdf Story 12 Mamar-Bari.pdf Story 19
Amader-Bari-3.pdf Story 23 Mayer-Upadesh-1.pdf Story 19
Amader-gaye-dewar-pinon.pdf Story 10 Meghla-Akash.pdf Story 22
Amar-Charar-Boi.pdf Poem 123 Mitar-Fuler-Bagan-1.pdf Story 10
Amlokir-Gach.pdf Story 27 Moina-Pakhi-1.pdf Story 16
Article 3rd Jamachug.docx Story 194 Monar Sabon-Chakma-Pages.pdf Story 36
Article 4th Furamon.docx Story 194 Moni-Malar-Kotha-.pdf Story 22
Article 5th Pawr Murah.docx Story 191 Monir-shopno-dekha.pdf Story 14
Bang-O-Puti-mach.pdf Story 11 Morog-Jhuti-Fool.pdf Story 25
Banor-Berate-Eseche.pdf Story 35 My Legha by Injeb Chakma.doc Story 727
Banorer-Marfa-khaowa.pdf Story 10 Nada-bhet-math for class I (IN Govt Tripura).docx  Textbook 878
B?Shir'sf’or'pdf Story 9 Nanarakam-ghor.pdf Story 14
gi;f‘;;fpdf gigz ;z N%rapod—pani—pan—korbo.pdf Story 13
Binoy Bikash Talukder20.docx Poem 647 OJhapafior Chora-Chakma-Pages pdf Poem 30
Binoy Dewan.docx Poem 2004 ]F)’akg -}1“ ld“:j'?df :tory 12
Bizute-Berano.pdf Story 12 0r1'c oy'.p tory
Bone-Gie-Gach-Kata.pdf Story 30 Proq apoti-Ronger-Kotha.pdf Story 12
Boner-Mama.pdf Story 11 Puti-Macher-Fal.pdf Story 13
Chader-Buri.pdf Story 28 Rangdhanu.pdf Story 20
Chakma Dictionary app Other 14928 Ranjuni for Class I (IN Govt) Tripura.docx Textbook 1459
Chakma Folktales app Story 3765 SRM 1Ist P. Bargang.docx Poem 156
Chakma Love song Uvagit.docx Story 13 SRM 1st R. Krisnachura.docx Poem 149
Chakma Text Book For Class-IV 2010 (IN Govt).docx ~ Textbook 1088 SRM 2nd P. Belwa Pawr.docx Poem 259
Chakma Text Book for Class-II 2010 (IN Govt).docx Textbook 490 SRM 2nd R. Chadarok.docx Poem 76
Chakma Text Book for Class-1I1 2010 (IN Govt).docx  Textbook 561 Sanye-Pidhe-.pdf Story 6
Chakma Text Book for Class-V 2010 (IN Govt).docx Textbook 940 Shikkha B0i2017.docx Poem 722
Chakma Text Book for Class-VI 2010 (IN Govt).docx  Textbook 1543 Shing-Macher-Kata.pdf Story 36
Chakma Text Book for Class-VII 2010 (IN Govt).docx  Textbook 1858 Shiyal-er-Khang-Garang-Bazano.pdf Story 19
Chakma.docx Article 136 Shrout.pdf Story 8
Ch'zlxrar Boi—Che'kaa-Pages.pdf Poem 31 Sial-mamar-school.pdf Story 14
C1J1r Oragf) B(?l—Chakma—Pages.pdf Other 71 Sukorer-pat-batha-1.pdf Story 12
Cijir Talmiloni Kodatara-Chakma-Pages.pdf Other 45 Surjyer-Manush. pdf Story 21
Cycle-e-Bazare-Jawa.pdf Story 33 y .
Dhanpudi.doc Story 1278 Tanybidoc Story ”
Dudur-Kanna.pdf Story 40 Tarum A Ran]unl—ChakrT]a—Pages.pdf Other 16
Dui-Bandhobir-Kotha.pdf Story 16 Teen-bondhur-golpo.pdf Story 13
Ghara Poja pire-Chakma-Pages.pdf Other 4 Text-Book—Chakmg—p df.pdf Story 1405
H.FMiller’s Rangakura.docx Story 90 Thurong-Barite-Raja.pdf Story 43
Hotat-Agun.pdf Story 12 Tin-bondhur-gacher-kotha.pdf Story 15
Iskulo Akto-Chakma-Pages.pdf Other 5 Tiya-Pakhi-1.pdf Story 23
Jhimit-Ekhon-Bhalo.pdf Story 42 chakma novel hlachinu.docx Novel 1571
Jhogra-Kora-Valo-Noi.pdf Story 42 chedon akkan(10).pdf Article 103
Kalo-and-Forshar-Kotha-1.pdf Story 22 diarrhea-hole-ki-Korbo.pdf Article 18
Kanamachi-Khela.pdf Story 13 ghila khara class 3 p. 62.docx Story 133
Karo-bipode-hasa-thik-na.pdf Story 15 kajer-Kotha.pdf Story 11
Kolar-Kotha-1.pdf Story 11 kochpanar rubo rega.docx Story 151
Korgosher-sobji-bagan.pdf Story 12 mle- 2 ananda babu.docx Poem 174
Lairang-er-nodi-par-howa.pdf Story 13 tin fagala-1.docx Novel 1765
Lao-er-Desh-Vromon.pdf Story 44 doc Other 170
Laz-kata-Banor.pdf Story 12 docx Novel 1209
Lobh-kora-valo-na.pdf Story 16

Table 9: Names of the sources of our Chakma monolin-

Table 8: Names of the sources of our Chakma monolin- oual data with details (Part 2)

gual data with details (Part 1).
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