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Abstract

The theory of training deep networks has become a central question of modern
machine learning and has inspired many practical advancements. In particular,
the gradient descent (GD) optimization algorithm has been extensively studied in
recent years. A key assumption about GD has appeared in several recent works:
the GD map is non-singular — it preserves sets of measure zero under preimages.
Crucially, this assumption has been used to prove that GD avoids saddle points and
maxima, and to establish the existence of a computable quantity that determines
the convergence to global minima (both for GD and stochastic GD). However, the
current literature either assumes the non-singularity of the GD map or imposes
restrictive assumptions, such as Lipschitz smoothness of the loss (for example,
Lipschitzness does not hold for deep ReLLU networks with the cross-entropy loss)
and restricts the analysis to GD with small step-sizes. In this paper, we investigate
the neural network map as a function on the space of weights and biases. We also
prove, for the first time, the non-singularity of the gradient descent (GD) map on
the loss landscape of realistic neural network architectures (with fully connected,
convolutional, or softmax attention layers) and piecewise analytic activations
(which includes sigmoid, ReLU, leaky ReLU, etc.) for almost all step-sizes. Our
work significantly extends the existing results on the convergence of GD and SGD
by guaranteeing that they apply to practical neural network settings and has the
potential to unlock further exploration of learning dynamics.

1 Introduction

Training deep neural networks involves optimizing highly non-convex loss functions over high-
dimensional parameter spaces, a process that poses significant theoretical and practical challenges.
Among these are the risks of gradient descent (GD) converging to saddle points or poor local minima,
which could hinder the performance of trained models, especially when solutions associated with
worst-case saddle points are significantly worse than those associated with worst-case local minima
[Dauphin et al., 2014, |Pascanu et al.| |2014]]. Recent theoretical advances have shed light on the
dynamics of GD in such landscapes. One key result demonstrates that GD avoids converging to
saddle points or maxima for almost all initializations, provided certain conditions are satisfied [Lee
et al., 2019]). This supports empirical observations that GD tends to converge to local minima rather
than get trapped in poor solutions, at least in the idealized setting in|Lee et al.|[2019]. Another line of
research has explored the stability of minima, introducing Lyapunov exponent-like quantities that
characterize whether GD converges to a given minimum from nearby initializations [Chemnitz and
Engell, 2024]]. These findings offer critical insights into why optimizing using GD often succeeds in
practice despite the complexity and non-convex nature of the neural network loss.
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Figure 1: Illustrating the difference between singular and non-singular GD maps (different step-sizes).
The loss used is L(f) = 0.50* — 36% + 8if — 2 < 6 < 2;60? otherwise. Left: for n = 0.5, the
GD map is singular. The red interval gets mapped to a single point after one iteration. Right: for
n = 0.25, the GD map is non-singular. The same interval is mapped not to a point, but to an interval.

Both of the analyses rely on the fact that the GD map — defined as G,)(¢) = 0 — nVL(#), where
L is the loss function and 1 > 0 is the step-size — is non-singular. A map G is non-singular if the
preimage of any set of measure zero under G also has measure zero; maps not having this property are
called singular. Non-singularity of the GD map ensures that pathological behaviors (e.g., convergence
to undesirable points) occur only on negligible sets. An example of the difference between the two
concepts can be seen in Figure[I] which illustrates the effect of performing one optimization step.
While non-singularity is relevant to many theoretical guarantees (such as the two works mentioned
above), its validity in the context of neural networks has not been put on a solid footing. If the neural
network uses an analytic activation function, it can be shown using only the standard tools of analysis
that the gradient descent map is non-singular. However, if one employs a strictly piecewise analytic
activation function like ReLU, the standard tools no longer work and a novel approach is needed.

In this paper, we prove that the (stochastic) GD map is non-singular for almost all step-sizes n
for neural networks using piecewise analytic activations and a number of different architectures,
for example using fully connected, convolutional, or softmax attention layers, thereby validating
the assumptions underpinning prior optimization theories in the context of practical neural network
training. Applying the standard tools no longer works since the composition of two almost everywhere
analytic functions need not be almost everywhere analytic itself (cf. Remark 5). However, we can
make use of the layered nature of a neural network to prove that an analogue to the chain rule holds
for the neural network function (Proposition[6). This result explains why the function is well-behaved
for all parameter values except for a negligible set. With this insight, we extend the technique used
to prove the non-singularity of the GD map in the case of neural networks with strictly analytic
activations to networks using piecewise analytic activations (such as ReLU). Thus, our main result is:

Theorem 1 (Stochastic Gradient Descent Map for Neural Networks is Non-Singular).
Consider a deep neural network that consists of fully connected, convolutional, or attention layers
and let the non-linear activations in the layers be piecewise analytic. Additionally, fix any data and
any analytic loss function. Then, for almost all step-sizes 1, any (S)GD map G, is non-singular.

This contribution bridges a significant gap between theoretical optimization literature and practical
neural network training. By establishing the non-singularity of the GD map, we extend the applicabil-
ity of results on saddle-point and maxima avoidance [Lee et al.|[2016} |Panageas and Piliouras| 2016,
Lee et al., 2019, (Cheridito et al.|[2022] [Panageas et al.||2025]] and on the stability of minima [Wu et al.}
2018, Ma and Ying, 2021} [Ahn et al.| 2022, |Chemnitz and Engel, |2024] to realistic deep learning
settings, offering a rigorous explanation for the empirical success of GD. Of particular importance is
the fact that the GD map is non-singular irrespective of the number of data points, hence theoretical
results on the optimization properties of stochastic GD (SGD), such as those in (Chemnitz and Engel
[2024] can also be extended to realistic deep learning scenarios using our framework.

1.1 Related Works

Understanding the optimization dynamics of neural networks has been a central focus of machine
learning research, blending classical mathematical tools with domain-specific insights. A well-known
result in this area is Rademacher’s Theorem [Rockafellar and Wets, |1998]], which states that locally
Lipschitz functions are differentiable almost everywhere. While this provides a general framework for
studying smoothness, it does not directly address the unique structure of neural network losses, which
are influenced by architectures and activation functions, nor does it provide more refined knowledge
on the GD map (such as non-singularity), which is usually assumed in studying optimization.



Recent studies have focused on the piecewise nature of activation functions, such as ReLU, to better
to understand how the layered structure of a deep neural network tessellates the input space into affine-
linear regions as the parameters vary [Montufar et al.| 2014, [Balestriero et al., 2019, Balestriero and
Baraniuk, [2020]]. Software to efficiently visualize these regions has also been developed [Humayun
et al.,[2023|]. These works have shed light on the geometric properties of the network function from
the input space for fixed parameters: they estimate the number of affine linear regions of the resulting
function and how this changes as the weights and biases of the network change. However, from an
optimization point of view, one is interested in understanding the loss landscape. That is, for fixed
data, one wants to know how the piecewise nature of the activation function splits the parameter
space into different regions, separated by boundaries where the loss function is not differentiable.

In optimization theory, Panageas and Piliouras| [2016], [Lee et al.| [2019] showed that first-order
methods like GD almost always avoid saddle points under strict assumptions such as restricting the
step-size to small values and requiring the loss function to be Lipschitz smooth. These are used to
prove that the GD map is non-singular, which in turn is used to show that the set of initializations
that converge to a saddle point has measure zero (if the set of saddle points has measure zero itself).
Khromov and Singh|[2023]] have empirically investigated how the Lipschitzness of neural networks
as functions from the input space changes during training and present bounds for a number of
architectures and datasets. However, it is the Lipschitzness of the map from the parameter space
which is needed to prove that GD avoids saddles and maxima. This condition is almost never true in
neural networks (for example, it does not hold for deep ReLU networks with cross entropy as loss).

Ideas relating to a heuristic notion of stability of minima for GD and SGD have been explored in Wu
et al.|[2018]], Ma and Ying| [2021]], where they conducted an investigation of how the batch-size and
the step-size influence stability. [Wu et al.|[2018]] train a model using GD until convergence and then
switch to SGD, which, most of the time, converges to a different minimum (that generalizes better).
Theoretical works such as|Ahn et al.|[2022]] and |(Chemnitz and Engel [[2024] start by assuming that
the GD map is non-singular and use this to show that a notion of stability can be defined for minima.
They conclude that stable minima attract nearby initializations, while unstable ones repel almost
all starting points. The main contribution of |(Chemnitz and Engel| [[2024] is to extend the analysis
of stability for GD to the stochastic setting, which is a non-trivial procedure. We mention that all
the works referenced in this paragraph treat generic parametric models, not specializing to neural
networks. Their assumption, that the gradient descent map is non-singular, while plausible, lacks
rigorous justification in the neural network context, especially if the activation function is strictly
piecewise analytic (such as ReLU, GELU, leaky ReLU, etc.). We also mention that stability has been
empirically observed to be related to generalization ability [[Hochreiter and Schmidhuber, [1997].

Closest to this paper is the work of [Jentzen and Riekert [2022albl [2023]]. While their work is more
concerned with the convergence properties of gradient descent and gradient flow, they show that the
loss function is continuously differentiable almost everywhere for deep neural networks using only
ReLU as activation function under the assumption that the underlying function generating the data
is polynomial. Our work expands on their results by allowing for any piecewise analytic activation
function (including, but not limited to, sigmoid or ReL.U), a broader class of network architectures
(including convolutional and networks using attention layers), as well as a more general learning
setting (we do not impose any restrictions on the data-generating process).

Our work builds on and extends these efforts by providing a formal proof that the gradient descent
map is non-singular for neural networks with piecewise analytic activations, such as sigmoid, tanh, or
ReLU. We show that the loss function is analytic almost everywhere and that the GD map preserves
the measure zero property under preimages for almost all step-sizes. This result not only validates the
assumptions in prior works but also establishes a stronger theoretical foundation for understanding
optimization in deep learning, distinguishing our contribution from earlier heuristic analyses.

1.2 Organization of the Paper

In Section E] we introduce the optimization task, different neural network architectures, and the
(stochastic) gradient descent algorithm. In Section |3| we prove that the empirical loss function is
almost everywhere analytic for neural networks with piecewise analytic activations. Next, in Section[d]
we establish the non-singularity of the gradient descent map, and show why some values of the
step-size should be avoided. Finally, in Section [5|we discuss the implications of this work, provide
further illustrations and examples, and highlight directions for future research.



2  Setting

Notation and Conventions. Throughout this paper, we will only use the Lebesgue measure. Addi-
tionally, we use the abbreviation a.e. to mean almost everywhere. For a function f : R™ — R" we
denote by Z(f) = {x € R™|f(x) = 0} the set of points where f is zero and if U C R™ is a set, we
denote by OU its i

Supervised Learning. In the following, we consider a generic supervised learning problem. Let
F:R™ x R™ — R"P be a parametric model, that is, we consider the first space in the Cartesian
product of the domain of F' to be parameters. For each parameter § € R™® we get a model that
associates to an input € R™ an output vector fy(z) = F(0,2) € R"P.

Given training data ((z;,y;));~, C R™ x R"? and a loss function / : R"? x R"? — R, the goal is
to find a set of parameters 6* € R™ that minimizes the empirical loss

%Z (yi, (0, 2:)) e))

Neural Networks. Given a positive integer D called the depth of the neural network, a sequence
N = (ng,...,np) of positive integers called the widths, and a sequence of piecewise analytic
functions ¥ = {og : R — R}g’zl called the activation functions, we denote by Hpy nx the
hypothesis class of feed-forward fully connected neural networks (FF-FC) with a fixed depth and
widths, and with piecewise analytic activation functions. These networks are the simplest and serve
as a starting point for the more complicated architectures we will deal with.

We now describe how such a network works. An FF-FC network fy is given as

folw) = (FP o0 fV) (),

Here 0 = (W1,b1,...,Wp,bp) denotes the collection of parameters from each layer, where b; €
R™ and W; € R™*"i-1 are called the bias and weights for that layer, respectively; we let ng =
non1 + ... +np_i1np +n; + ...+ np denote the total number of parameters.

The d-th network layer f(?) takes as input a vector z(¢~1), the output of the previous network layer,
and acts as follows:

f(d)<z(d—1)) - Ud(WdZ(d—l) + bg),
where we apply the activation function o4 entry-wise.

In the rest of the paper, we will also be referring to convolutional or softmax attention layers. Such
layers have been developed to solve specific tasks such as image recognition and natural language
interpretation. A convolutional layer performs a convolution on the output from the previous layer
using some kernel. Attention layers use a query, key, value system in order to find relevant tokens
and better embeddings for sequential data. Deeper network architectures can be obtained by stacking
together different types of layers. This setting is applicable to the transformer architecture [[Vaswani
et al.,|2017] that interleaves convolutional and attention layers, followed by a fully connected network.
Please refer to Appendix [A]for more details on different types of architectures and specialized layers.

Bias is zero. We mention here that for the rest of this paper, we set the bias terms in each layer
equal to zero. This is done for clarity of exposition as dealing with the bias terms can be done in a
straightforward way (cf. Remark [T5]in Appendix [B]), but only makes the exposition harder to follow.

Stochastic GD (SGD). Gradient descent (GD) is defined as the map G, (§) = 0 — nVL(0) for
7 > 0. For GD, we initialize the parameters 6, according to a probability distribution on R™¢ and
update them using the rule 6,11 = G,,(6;) = 0; — nV L(0;), where the loss is the one in (I). For
stochastic GD (SGD), at each step ¢ we use only a sub-sample of 0 < n < m data points to compute
the empirical loss. Hence, the new point is 6,1 = G5, ;(0;) = 6; — nV L;(6;), where we randomly
choose i1, ... ,i, € [m],i; # i if j # k, and the empirical loss computed on a mini batch is

n

Li0) = -3 iy, F(6,1).

Jj=1



3 Analyticity of the Loss Function

We now see that if the activation function of the network is analytic and the loss function is analytic
as well, the empirical loss function is also analytic. This follows from the usual rules of calculus. It is
no longer as obvious if that is still the case when the activation function is only piecewise analytic.
The goal of this section is to show that the loss function for a neural network using piecewise analytic
activations is itself analytic on a “big enough” set. To achieve this, we start by defining precisely what
we mean by a piecewise analytic function and extend this definition from univariate to multivariate
functions. Next, we highlight why a novel approach is needed and then show how we can leverage the
layered structure of the neural network to derive analyticity guarantees. After the network function
is properly understood, we finish by showing that the empirical loss function is analytic on a “big
enough” set as well. Recall that a function f : R™ D U — R" is analytic if for any point z in its
domain, it can be expressed as a power series converging to f(x) for all x in a neighborhood of x.

Definition 2 (Piecewise and almost eveywhere analytic functions). We say a function f : R — R
is piecewise analytic if there exists a strictly increasing sequence of real numbers {z; };cz such that
f is analytic when restricted to any open interval (z;, ;+1). A function f : R™ — R" is analytic
almost everywhere if there exists an open set U C R™ such that f|i; is analytic and the complement
of U has measure zero. By S(f) we denote the points where f is not analytic and D(f) = R™\ S(f).

Example 3 (Some almost everywhere analytic functions).

1

1. The sigmoid function f : x — TFrep(=2)

is piecewise analytic with D(f) = R.

2. The ReLU function f : z — max{0, z} is also piecewise analytic. Take z; = i. We have

that f|(z, 2., (z) = 0if i <0and f|, 2,,,)(x) =z if i > 0. Here S(f) = {0}.

Remark 4 (Non-differentiable points). In the previous definition, there may be multiple sets
{Ui}ier on which f is analytic and whose complements have measure zero. Denoting by U the
collection of all such sets, we see that it is inductively ordered with respect to the usual inclusion of
sets. An application of Zorn’s lemma tells us that there exists a maximal such open set. It is not hard
to check that it is also unique. This guarantees that the sets D(f) and S(f) are well-defined.

Remark 5 (Why a.e. analytic functions are problematic). Observe that the chain rule does not
hold for almost everywhere analytic functions. Whereas it is true that if f is a.e. analytic and g
is analytic, we have that g o f is a.e. analytic, it is not true that f o g is a.e. analytic as the next
(counter-)example shows. Let A : R — R be a nowhere differentiable function (e.g. the Weierstrass
function) and define f : R? — Ras f(z,y) = h(z) if y = 0 and f(z,y) = 0 otherwise. Since f is
not analytic only on the abscissa (y = 0), it is a.e. analytic. Taking ¢ : R — R? to be the function
g(x) = (z,0), we see that the composition f o g is equal to h, hence it is not a.e. analytic.

As the next proposition shows, it turns out that we can use the structure of a neural network to derive
an analogue to the chain rule for the function obtained by stacking together layers in a neural network.
This is important since it will be used later to show that any gradient descent map obtained from a
neural network loss function is non-singular.

Proposition 6 (Analogue of chain rule for neural networks). Let D > 0 be a positive number,

{o; : R™ — R} | be a collection of a.e. analytic maps and o € R% a vector. Then the map
defined recursively by

fD . Rn1><no X oo X R”HX"D71 - R”D
(le. . .,WD) — UD(WDfol(le .. "WDfl)),

with f1(W1) = o1(Wia) is analytic almost everywhere and the set 0Z(fp) has measure zero.

Proof sketch. We use induction. For the base case, one uses the fact that the map m : W +— Wais a
non-singular map (since it is a submersion). The points where f; is not differentiable have to lie in
m~1(S(a1)), hence they are of measure zero. A similar argument works for the boundary of Z(f1).

For the induction step, we split the domain of fp_1: B(fp-1) = 0Z(fp-1) U S(fp—-1), the “bad”
points; int(Z(fp—1)), the “nice” zeroes; and N(fp_1) = dom(fp_1)\ (B(fp-1)VUint(Z(fp-1))),
consisting of all “nice” non-zero points. The points in B(fp_1) have measure zero, thus they can be
neglected. One can then use the chain rule and properties of matrix multiplication to guarantee the
analyticity of fp in a big enough region. A priori, this region might not be equal to D(fp), but it is
big enough to guarantee that S(fp) has measure zero, showing that fp is a.e. analytic. O



In red are the points where the network
map is not analytic (S(fp)).

The complement of the green set are the
points where the proof guarantees that
the network map is analytic (R?\ B(fy)).
We always have S(fy) C B(fy).

Adding one layer.

0 A
j L [ 4
S5V = B(f3V)

(D —ReLU(6;)  f{” = ReLU(6;ReLU(6;))

Figure 2: Tllustration of the main idea in the proof of Proposition @

Proposition 7 (Neural networks are a.e. analytic). Let fy : R™ — R"P be an FF-FC, convolu-
tional network or a network using softmax attention with piecewise analytic activation functions.
Then for any input x € R™, the map 0 — fy(z) is almost everywhere analytic.

Proof sketch. The proof relies on Proposition[6] Let fy be the network map. Then we can directly
apply Proposition % to show that the map § — fy(z) is a.e. analytic for any input x € R™. We
explain in Appendix [B]how that can be done for the convolutional and softmax attention layers. [

The previous proposition is a key result, but it cannot be used directly to conclude that a GD map is
non-singular. Theorem [I] will be proven in the next section. We now show that the empirical loss
from a neural network is a.e. analytic. This is an important result since we need it to rove Theorem [I]
We start with a lemma concerning the composition of a.e. analytic maps and analytic maps.

Lemma 8 (Composition of a.e. analytic maps). Let f : R™ — R” be an a.e. analytic function and
g : R" = R an analytic function. Then the composition g o f : R™ — Rl is a.e. analytic.

Proof. We have that f|p ) is analytic. Applying the chain rule, we have that go f| p(s) = (g9of)|p(f)
is analytic, hence g o f is analytic a.e.

Corollary 9. Let fy : R™ — R"™P be any neural network with input dimension ng, output dimension
np, and ng parameters, using piecewise analytic activation functions. Then, given any dataset
{(zi,y:) }™, and any analytic loss function | : R™"? x R"P — R, the empirical loss given by

;L;l yufe xz

is almost everywhere analytic.

Proof. The maps ¢; : 0 — (y;, fo(x;)) are a.e. analytic (since, by Proposition|[7} each component is),
thus we can use Lemma [8]to conclude that the compositions [ o ¢; are a.e. analytic. The sum of a.e.
analytic functions is a.e. analytic, thus it follows that L is a.e. analytic. O

4 (Stochastic) Gradient Descent Map is Non-Singular

We now use the results of the previous section to show that any gradient descent map is non-singular.
Since this is true for any number of data points, we can immediately conclude that any SGD map
G,,; is also non-singular. Because of this, we will state our results for GD, but keep in mind that they
also hold for SGD as well. In particular, observe that we have an explicit description for any gradient
descent map for almost all points. We start with a helpful lemma.

Lemma 10 (Submersions are non-singular). Ler f : R™ D U — R" be a smooth map. If the set of
critical points of f, i.e. points where the Jacobi determinant det(D f) is zero, has measure zero, then
f is non-singular.

Proof. Suppose that det(Df(z)) # 0 for any € U. This, together with the inverse function
theorem [Lee, [2012, Theorem 4.5] tells us that f is a local diffeomorphism.



Let B C R"™ be any measure zero set. Because f is a local diffeomorphism, around every point
x € f1(B) there exists an open set U, > x such that f restricted to it, f|y,: Uy — f(Uy), is
a diffeomorphism. Since f~'(B) C R™ and R” is second countable, we can extract a countable
subcover {U,,}:, of f~!(B). Because B has measure zero, so does each intersection B; =
Bn f(Uy,). Since f restricted to U,, is a diffeomorpishm, f \5}(3,) has measure zero for all i.
Observe that

(B )CUmlf‘U( i)

A countable union of measure zero sets has measure zero and a subset of a measure zero set has
measure zero, thus the special case is proved.

Going back to the general case, suppose that V' = {f|det(Df(0)) = 0} has measure zero. The
determinant is a continuous map and a singleton is closed, thus V' is closed. Then, the restriction of f
to the open set U = R™ \ V is a local diffeomorphism.

Let B C R"™ be any measure zero set. Its preimage under f can be written as

F7HB) = fIV (B) U fl(B).

The first term in the union is the intersection of a set with V', which has measure zero by assumption,
thus it has measure zero. The second term has measure zero using the special case proved above. It
follows that f~1(B) has measure zero. O

We use the previous lemma to show that the gradient descent map for analytic loss functions is
non-singular. We emphasize that there is a unique gradient descent map if the loss is analytic.

Proposition 11 (GD map for analytic loss functions is non-singular for almost all step-sizes).
Let L : R™ D U — R be an analytic function and assume without loss of generality that U is
connected. Then, for almost all ) > 0, the GD map G, : ¢ — x — nV L(z) is non-singular.

Proof. If U has more than one connected component, we will show that GU‘UN where U; is a
connected component of U, is non-singular. Since U has at most countably many connected
components, it follows that G, is non-singular as well.

If all the eigenvalues Ay, ..., \,, of the Hy, the Hessian of L, are constant, then for any 1 ¢
{1/A1,...,1/\,, } we have that det (I — nHp) =[], (1 — n);) is non-zero. This means that the
Jacobi determinant det DG,, = det(I — nHy,) is always non-zero, hence G, is non-singular.

If at least one eigenvalue ) is not constant, there exist two points 6,05 € U such that A(61) # \(602).
Take any analytic path v: R — U with ¢; # to € R, y(t1) = 61 and y(¢2) = 0. This can be done
since we can interpolate any finite number of points using analytic functions. Since + and the map
0 — Hp,(0) are both analytic, their composition, ¢t — Hj, o y(t) € R™*™¢_is analytic as well. In
this case, the eigenvalues of H, o v can be globally parameterized by analytic functions, i.e., there
exist analytic functions A; o v: R — R equal to the eigenvalues of Hy, o «y(t) for all ¢ [Katdl |1995].

For a non-constant analytic function, the set where it is equal to a constant c € R, Z(A\; 0oy —¢) C R
has measure zero. For any ¢ € R\ U}?; Z(\; o) C R, it holds that \; o y(f) # c. In particular,
for any 7 > 0 there exists § = (t) € R’” such that det(I — nHp()) # 0. We have showed that
the analytic map 6 — det(I — nHp(0)) is not constant, thus its set of zeros has measure zero. We
conclude that G, is invertible almost everywhere, i.e., the set of points where the Jacobi determinant is
zero has measure zero, whence we can apply the previous lemma to show that ), is non-singular. [

Corollary 12 (GD map is non-singular). Ler L : R™ — R be an a.e. analytic function, n > 0,
and G, : R™ — R"™ be a function such that for all § € D(L) we have that G,(8) = 6 —nV L(6).
Then, for almost all ) > 0, any gradient descent map G, is non-singular.

Proof. By the previous proposition, G, is non-singular when restricted to D(L) for almost all values
of 7. If B is any measure zero set in R", we have that G, ' (B) = G,7|B}L) (B)U Gﬁ|.;(1L) (B). The

first set in the union has measure zero since G}, is non-singular on D(L) and the second one as well
since S(L) has measure zero. O



5 Discussion

In this paper, we have demonstrated that for neural networks with piecewise analytic activation
functions, the GD map G,,(#) = 6 — nVL(#) and the SGD maps G, ; are non-singular for almost
all step-sizes 7). This result has profound implications for the theoretical understanding of neural
network optimization. By proving that the loss function is analytic almost everywhere and that the
(S)GD map preserves sets of measure zero under preimages, we confirm a key assumption in prior
works, such as those by |Lee et al.|[2019] and (Chemnitz and Engel [2024]]. This bridges a critical gap
between theoretical guarantees and the practical success of GD in training deep networks.

Our findings imply that, for almost all initializations and step-sizes, the optimization trajectory avoids
pathological behaviors — such as convergence to saddle points or unstable minimg'|— aligning
with empirical observations of (S)GD’s effectiveness. The proof relies on two key insights: first, the
piecewise analyticity of the activation functions ensures the loss is analytic outside a set of measure
zero; second, the analytic properties of the loss in the “nice” regions ensure the GD map is invertible
almost everywhere, except for a negligible number of values for the step-size. While our result is
robust across almost all step-sizes, we note that non-singularity may fail at specific values for the
step-size (where 7 = 1/, for an eigenvalue \; of the Hessian of L), which are negligible in practice.

To illustrate the connection between our result and the stability of minima, we first recall a key result
from |Chemnitz and Engel [2024]]. They show that for a generic parametric model, if the GD map
is non-singular and the set of global minima M forms a manifold, then the stability of a minimum
6 € M is completely determined by a computable quantity. Our Theorem [I| provides the missing
piece to rigorously apply this framework to neural networks. By establishing the non-singularity of
the (S)GD map for networks with piecewise analytic activations, we can now state the following:

Corollary 13. Let the assumptions be as in Theorem|l| Additionally, suppose the data is generic
and let M be the set of global minima of the loss function L. Then, for almost all step-sizes, there
exist functions 11(0) and \(0) such that a global minimum 6 € M is stable under GD or SGD only if
w(0) < 0or A(0) <0, respectively. Conversely, if () > 0 or A(0) > 0, then 0 is unstable.

The definitions of 1 and A are the same as those in|Chemnitz and Engel|[2024]]. For a discussion of
“generic data” see|Cooper|[2021[]; note that it is reasonable to assume that noisy data is generic.

We now use this corollary to analyze the training dynamics in a few examples. We first compute the
functions  and  for the simple setting with loss function (61, 62) — 3.51(1—ReLU(62ReLU(6;)))?
(corresponding to a two-layer ReLU neural network as described in Appendix [C). We then use these
functions to: 1) determine the stability of periodic trajectories under GD as the step-size 7 changes
(Figure [3), and 2) show that for a fixed step-size, a global minimum can be stable under GD but
unstable under SGD, and vice-versa (Figure d). The next two paragraphs elaborate on this.

Application: periodic trajectories. The composition of non-singular maps is non-singular as well,
hence the stability analysis of minima can be extended to periodic trajectories. The existence of
such trajectories can be motivated twofold: (i) the use of large step-sizes (as incentivized by results
from|[Li et al. [2019], Mohtashami et al. [2023]]) leads to minima being stable only if they are flat
(cf.|Chemnitz and Engel| [2024]]); (ii) it has been empirically observed that the eigenvalues of the
Hessian matrix of the loss oscillate even after numerous training epochs [Cohen et al., 2021} 2023]],
which means that the trajectory is not converging. Our results provide a comprehensive framework
for dealing with such cases. We illustrate this through an experiment described in Appendix [C| We
assume a 2-layer ReLU network fp(x) = ReLU(f3ReLU(#x)), a quadratic loss, and data sampled
from a linear function. For k > 0, we are interested in k-periodic points, that is points * € R? such
that G} (0*) = 6*. The sequence of iterates 6*, G, (6%), ..., GE~*(6*) is then a periodic trajectory.
A periodic trajectory is stable if there is a region U around 6* such that initializing in U leads to
trajectories that stay close to the periodic one. In Figure [3Jon the right we plot trajectories with the
same initialisation, converging to different periodic trajectories for different step-sizes. In Figure[3]
on the left we plot the bifurcation diagram for periodic trajectories lying on the diagonal (6; = 65).
As the step-size increases, new periodic trajectories are created and the old ones become unstable.

'One also has to show that the saddle points and the unstable minima lie in a measure zero set. When
ng < m this is true since such points are isolated. In the overparameterized case, when ng > m, proving this
requires more care. (Cooper| [2020} 2021]] have proven this for neural networks with smooth activations.
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Figure 3: Left: periodic trajectories for GD on L(61,62) = 3.53(1 — ReLU(62ReLU(6;)))?. As the
step-size 7 increases, higher order orbits appear and the lower order ones become unstable. Right:
for the same initialisation, but different 7, two trajectories, one that converges and one that oscillates.

Stochastic and adaptive variants of GD. Our theoretical framework robustly covers SGD and
settings where a learning rate schedule is used. Theorem [I| establishes the non-singularity of the GD
map G, ; for any fixed data and any batch size. An SGD step is mathematically equivalent to a full
GD step performed on a loss function computed over a mini-batch of data. Since our result holds
irrespective of the number of data points used to compute the loss, it directly applies to each step of
an SGD trajectory, where the mini-batch changes at each iteration. The map for each step is therefore
non-singular (for almost all 1), and the composition of these maps, which describes the full SGD
trajectory, is also non-singular. An optimisation process using GD over T steps with a learning rate
schedule (71,72, ...,nr) can be described by the composite map G = G, o--- 0 G,,. Thisis a
composition of non-singular maps, hence their composition is also guaranteed to be non-singular.
Therefore, our analysis provides a rigorous foundation for understanding optimization dynamics not
just for a fixed step-size, but for any practical scheme that relies on composing gradient descent steps.

Application: stable minima of GD vs SGD. Results from Wu et al. [2018]] have shown that GD and
SGD can have different stable global minima. For the setting described above, we can analytically
compute the quantities introduced in (Chemnitz and Engel| [2024]] which determine stability (see
Appendix|C). The relation between the minima of GD and SGD can be quite complex, so we illustrate
two interesting cases. In Figure ] on the left, we see that there are fewer stable global minima for
SGD than for GD. In Figure[d on the right, we see a setting where the stable minima for GD and SGD
do not overlap at all. It remains an open problem to determine if the stable minima for GD and SGD
can be related in a general setting, or if such a relation has to be determined on a case-by-case basis.

Different architectures. While our results already hold for a diverse number of layers (fully
connected, convolutional or using softmax attention) this does not cover all cases used in practical
settings. An in depth investigation of other architectures may reveal additional structural properties
that make it possible to prove that the neural network map is analytic a.e. for those architectures as
well. We think that an extension to graph and residual neural networks might consist only of routine
applications of the ideas already present in our proofs. However, for recurrent neural networks,
we see that our techniques are not enough and another approach is needed. One might approach
this setting by viewing the recurrent network f : R™ — R™P as a larger fully connected network
F : RN — R"> (N > ng) for which some weights are forced to be equal (cf. Appendix .
Proposition@ guarantees that S(F'), the singularities of F’ have measure zero in R”Y. We have that
S(f) CR™ N S(F) (where R is viewed as a subset of R"). Hence, if R"® N S(F) has measure
zero, so must S( f) too. However, it is not clear that this intersection is negligible and a more in depth
investigation of S(F") is needed to be sure. Even with this current limitation of our proof techniques,
we conjecture that the GD map is non-singular for the loss landscape of a recurrent neural network.
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Figure 4: Illustrating the different stable minima for GD and SGD. In blue are the global minima for
L(61,602) = 3.53(1 — ReLU(62ReLU(#)))?; in green are the minima stable for GD; in red those
stable for SGD. Left: the stable minima for SGD are a proper subset of the stable minima for GD.
Right: the stable minima for SGD and GD do not intersect. This change is due to different step-sizes
( Mefe = 0.15 V8 nigne = 0.3) and different probabilities for generating the data (cf. Appendix E])

Other optimization algorithms. The techniques developed in this paper could be applied to other
optimization methods such as mirror descent or proximal point algorithms, potentially broadening
the scope of non-singularity guarantees. These alternative optimization methods share with GD the
core principle of iteratively updating a solution to minimize a loss function (commonly using only
first-order information like the gradient). [Lee et al.|[2019] have analysed the convergence properties
of such algorithms, albeit in the same restricted setting they have for GD (i.e. requiring the loss
function to be Lipschitz smooth). To extend our results to different optimization algorithms, one has
to modify the proofs in Section ] of our work. In particular, it suffices to investigate the case when
the empirical loss function L is analytic, since once it is proven that the optimizer map is non-singular
for such losses, the same proof as that for Corollary [I2]can be used to extend it to a.e. analytic losses.
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A Different Architectures

In this short appendix, we expand on the discussion from Section[2]regarding the different architectures
besides the ones made up only of fully connected layers.

Convolutional Networks. There exist also other kinds of neural network architectures, more special-
ized to certain tasks. The first which we introduce are convolutional neural networks [Le Cun et al.
[1989]. This kind of networks are different from FF-FC networks because they have convolutional
layers. A detailed description of such networks can be found in|Goodfellow et al.|[2016]], but for our
purposes it suffices to know that a convolutional layer is such that some entries in the weight matrix
are equal to each other. For example, for a univariate convolution, each row of the weight matrix is
constrained to be equal to the row above shifted by one element|Goodfellow et al.| [2016].

Recurrent Networks. To better learn time-series, recurrent neural networks Rumelhart et al.
[1986] have been introduced. The idea behind them is that if the input to the network is a series
x = (x1,...,z7), the network might benefit by using the intermediate activations it has com-
puted at previous steps when computing the current activation. More explicitly, if we denote by

t(d) (z1,...,x:) the output of the d-th layer of the network at time ¢, then the output of the (d + 1)-th
layer of the network at time ¢ + 1 is defined recursively by the following relation

FEE @) = oWas fiD @1 ae) + Ui SO (@, ) + bas),

where o is applied entry-wise and the base case is fl(l)(xl) = o(Wlféo) + Uyzq + by), with féo) a
constant. The new matrices we introduced U; € R™ x R™ represent the recurrent connections.

In this case, the outputs of the network at any time-step can be used when computing the empirical
loss function. That is, for every input x; (we index different inputs with the subscript ), we have a
set I; C [T] of time instances, and we can write the empirical loss as

11 D
L(9) = EZ [l Zl(ynft( UCRIE )}
=1

| v tel;

Networks using Attention. As an alternative to recurrent networks, attention layers have been
developed [[Vaswani et al., 2017]. Such a layer has three learnable matrices W, Wy, and W,,, and
works. as follows: given a sequence Iy, ..., T, € RE, it outputs a sequence Yi,-- 5 Yn € .R%.
Denoting by X the input matrix, i.e. the matrix having the z;’s as columns, we obtain three matrices:
Q=W,X,K=W,X,V =W,X called the queries, keys, and values, respectively. The output is:

T

: Q
Attention(Q, K, V) = softmax( Tn
where the softmax function is independently applied to every row of its argument. The columns of
this matrix are the output sequence y1, . . . , y,. After applying a number of attention layers, we may
use an FF-FC network at the end. This is usually done by concatenating the output sequence into a
vector y = ¥ *. .. * Yy, and using this as the input to an FF-FC network. The important result for our
analysis is to observe that for any input sequence z1, ..., Z,, the map determined by an attention
layer on the parameters (W, Wy, W,,) — Attention(Q, K, V) is analytic.

W,

B Proofs of Main Results

In this appendix we provide the full proofs of Propositions[6]and[7] There is one difference from the
result stated in the main body of the text. Instead of proving the result for a.e. analyticity, we prove a
more general result, showing that the smoothness properties of the activation function carry over to
the neural network map almost everywhere. What we mean by this is that if the activation function
is piecewise C¥, where k can be a positive integer (denoting k-times differentiable functions), co
(denoting smooth functions), or w (denoting analytic functions), then the neural network function
is also almost everywhere C*. The definition of an almost everywhere C* function is analogous to
Definition[2] We begin by restating Proposition [6]

Proposition 14 (Analogue of chain rule for fully connected layers). Let D > 0 be a positive
number and {o; : R™ — R™}E | be a collection of a.e. C* maps with the property that 0Z (o;) has
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measure zero and o € R™ a vector. Then the map fp defined recursively by
fd . Rn1><no X oeee X R”dxnd—l Ly R™M
(Wb ey Wd) — Jd(Wdfdfl(Wl, ey Wd71)),

with f1(W1) = o1(Wia) is C* almost everywhere and the set 0Z(fp) has Lebesgue measure zero.

Proof. We will prove this proposition by induction on D. If D = 1, we have that f;(W;) =
al(Wla).

If a = 0, then f1(W7) = 01(0) is a constant function, hence it is C*. Also, we have that Z(f;) is
either the whole domain of f; or the empty set, hence 9Z( f1) has measure zero.

In the case « # 0, the set of points S(f1) = {Wi« € S(01)} (a priori this set need not be equal to
the set of points where f; is not C¥; we show in this paragraph that they do coincide) has measure
zero and is also closed. This follows since the multiplication map M; : Wi — Wi« is non-singular.
With this definition, we have that f; is the composition f; = o1 o M. Taking any W1 & S(f1), we
have that M is C* in a neighborhood of W, and that o is C¥ in a neighborhood of Wy = My (W),
hence we can apply the chain rule to conclude that f; is C* in a neighborhood of ;. We see that f;
is C* in the complement of S(f1). But S(f1) is a closed set and has measure zero, hence f; is C*
almost everywhere.

We now show that 9Z( f1) has measure zero. Looking at the set Z(f1) = {W1|Wia € Z(01)}, we
see that Z(f1) = M, *(Z(01)). We also have that W € 0Z(f1) implies that M, (W) € dZ(o1).
Hence, we see that 0Z(f,) C M; ' (0Z(1)). Since M; is a non-singular map (it is a submersion),
it follows that 9Z( f1) has measure zero.

Now we proceed to the induction step. Assume that fp_; is C* a.e. and that 9Z(fp_1) has measure
zero. Define the following sets:

1. The set of “bad” points of fp_1:
B(fp-1) =0Z(fp-1) U S(fp-1).

By assumption, we have that B(fp_1) is a measure zero set.

2. The set of “nice” points of fp_; which are not roots:

N(fp-1) =dom(fp-1)\ (B(fp-1) Uint(Z(fp-1))),
where dom(fp_1) is the domain of fp_;.

We also use the following notation
ITp = (Wl, ey WD) and Yp-1 = WDfD_l(Wl, ey WD—l)-

We now consider two cases:

l. fxp_1 € N(fp_1), then take any Wp, such that Wp fp_1(xp_1) € S(op). Such a Wp
exists since fp_1(zp—1) is not zero. In fact, the complement of the set of all such points
has measure zero since it is the preimage of the set S(op) under the multiplication map
Mp : Wp — Wpfp_1(xp_1), which is a non-singular map.

We will write fp as a composition of maps and then show that we can use the chain rule to
conclude that fp is C* in a neighborhood of . Thus, consider the following maps:

fpo_1 xid : R™MXM0 x| x R"PX"MD-1 _y RMD-1 x RMDXND-1
(Wi,...,Wp)— (fo—1(Wh,...,Wp_1), Wp)

Mp : R™P=+ x R"PXmp-1 _y R"D
(xp-1,Wp) — Wpzp_i.

We see that fp can be written as the composition op o Mp o (fp_1 X id). By assumption,
we have that fp_1 x id is CFina neighborhood of xp; Mp is CF in its whole domain, in
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particular in an open neighborhood of (fp_1(zp_1), Wp); and also op is C* on an open
neighborhood of yp by assumption. Hence, we can apply the chain rule to conclude that fp
is C* in an open neighborhood of z .

2. If xp_1 € int(Z(fp—1)), then we can use a different approach. Since it is an interior
point, there exists an open neighborhood U 3 xp_; such that U C int(Z(fp-1)). We
immediately see that on this neighborhood fp is constant, hence it is C*.

We can now describe the set of points where the previous two cases guarantee that fp is differentiable.
Start by defining A to be the set

A ={(zp-1,Wp) € N(fp-1) x R"»*"=1|Wp fp_1(zp-1) € S(op)}.

It is closed since S(op) is closed and the map Mp : (xp—1, Wp) — Wp fp—1(xp—1) is continuous.
Since this map is measurable and so is S(op), it follows that A is also measurable. In the first case
above, we proved that for any zp_1 € N(fp_1) the intersection A N {zp_1} x R"P*"D-1 hag
measure zero. Use can use a special case of the Fubini’s theorem to conclude that A has measure
zero as well.

In casewe prove that fp is C¥ on (N(fp_1) x R"PX"o-1)\ A In case we showed that fp is
CFonint(Z(fp_1)) x R">*np-1_ Putting everything together, we see that F is C* on an open set
whose complement has measure zero, namely A U B(fp_1) x R®">*"p-1_This shows that fp is
C* almost everywhere.

We now prove the second part, namely that 9Z(fp) has measure zero. We have that Z(fp) =
{(xp—1, Wp)|Wpfp-1(xp_1) € Z(op)}. Start by observing that if zp € dZ(fp), then yp €
0Z(op). This follows since Mp is a continuous map. This means that 0Z(fp) C M (0Z(op)).
We consider three cases:

1. f xp_1 € N(fp—1), we can look at the derivative of Mp at a point (xp_1, Wp) €
N(fp_1) x R®p*np-1_For any (Zp_1, Wp) in the tangent space at x p, we have:

dep M(Zp—1,Wp) =Wpfp-1(xp_1) +Wpdep . fo-1(Zp—-1)-
It is surjective since fp_1(zp-1) # 0. Hence, M is non-singular on N(fp_1) X

R™p*n0-1_Since 0Z (o p) has measure zero, we have that N(F') x R*"2*">-1 N 9Z(fp)
also has measure zero.

2. Ifep_q €int(Z(fp-1)), then Wp fp_1(xp_1) is constant for any Wp. Thus, either all
points yp_1 are roots of op or none. In both cases the set int(Z(fp_1)) x R*2*"p-1N
0Z(fp) has measure zero.

3. If xp_1 € B(fp—1), then the set B(fp_1) x R™®P*"P-1 has measure zero, hence its
intersection with 9Z(fp) also has measure zero.

Since the domain of fp, is a disjoint union of the three sets we have considered in the previous cases
and since the intersection of 0Z( fp) with each one of them has measure zero, it follows that 0Z(fp)
has measure zero itself. This concludes the proof.

Remark 15 (Why the bias can be dropped). Including bias terms changes the linear transformation
in each layer to an affine one: from Wa to Wa + b. The proof of non-singularity relies on this
map being a submersion (i.e., its derivative being surjective). The derivative of the affine map is
surjective, just as it is for the map without bias. In fact, the presence of the additive bias term makes
the surjectivity argument even more direct. The rest of the inductive proof in Proposition[T4] proceeds
in exactly the same manner.

Proposition 16 (Analogue of chain rule for convolutional layers). Ler all the assumptions and
definitions in Proposition[I4| hold true. However, suppose that some entries in the matrix Wp are
forced to be equal to each other. Then, for generic data, the map Fp is a.e. C* and the set 0Z(Fp)
has measure zero.

Proof. Let C'p be the space spanned by the weight matrices Wp. We must consider now the
multiplication map as a map

M, : Wp — Wpa, with domain Cp.
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We now show that M, is non-singular. Observe that for any measure zero set B in the codomain,
the preimage is M1 (B) = M ~*(B) N Cp, where M is the multiplication map on the full ambient
space R"P*"-1_Since M is a submersion (this was shown in the proof of Proposition[14), M ~*(B)
has measure zero. The intersection of a measure zero set with a lower-dimensional subspace C'p will
also have measure zero within C'p for a generic choice of data. Such a choice is justified if the data is
assumed to be noisy. While a pathological choice of data could align Cp with M ~1(B), such data
points form a measure zero set themselves.

From here on, the proof of Proposition[T4]applies verbatim. O

Proposition 17 (Analogue of chain rule for softmax attention). Les {f; : R" — R"P-1}"_ pe g
collection of a.e. C* maps with 0Z ;) having measure zero for every i. Let Y (0) be the matrix with
fi(0)’s as columns. Then, the map

F: (0, Wy, W,,W,) — Attention(W,Y (), W,Y (0), W, Y (9))
is a.e. C* and the set 07 (F) has measure zero.

In the proposition above, one should think of the f;’s as representing the output of a fixed neural
network as a function of the networks’ parameters 6 for different input values x; in a sequence to
be fed into the attention layer. Usually, there is no pre-processing of the data before it goes into the
attention layer, however stating the proposition this way will allow us more flexibility, for example,
we can apply it for two attention layers one after another.

Proof of Proposition If there is are no f;’s to be applied to the data before entering the attention
layer (as is usually the case), the argument becomes simpler, and we also include it as a simplified
version of the general proof.

In this simplified case, we only have to show that the attention layer A : (W, W,,W,) —
Attention(Wi, X, W, X, W, X) for a fixed input X has the desired properties. Since matrix multipli-
cation, the softmax function, and concatenation are analytic, then their composition is definitely a.e.
ck.

To show that 9Z(F') has measure zero, we need the following lemma.

Lemma 18 (The zero set of analytic functions has measure zero). Ler f: R” — R™ be a non-zero
real analytic function. Then the zero set of f, Z(f), has measure zero.

Proof. The proof proceeds by induction on n. Let f: R — R™ be a real analytic function. Suppose
that Z(f) is not a set having measure zero. Since it is not a null-set, it is an uncountable set, thus it
has an accumulation point. From the identity theorem [Krantz and Parks} 2002, Corollary 1.2.7] we
get that f = 0, contradicting our assumption that f is non-zero.

Suppose the lemma is established for real analytic functions defined on R"~1. Assume that Z(f) is
not a null-set. By Fubini’s Theorem there is a set Z C R not having measure zero such that for all
x € Etheset Z(f) N ({z} x R"~1) does not have measure zero. By the induction hypothesis we
conclude that f = 0 on each of those hyperplanes. Since E is uncountable, it has an accumulation
point a € R. Thus, there is a sequence of distinct points a; — a such that f = 0 on the hyperplanes
with first coordinate in {a1, az,- - } U {a}.

Now take any line of the form R x {z2} x - -+ x {z,}, where z; € R are fixed numbers. Since f is
real analytic on this line and f = 0 on a set with an accumulation point on that line, we have f =0
on that line. This was for true any line, hence f = 0 on R". [

With this lemma, we have that Z (F') has measure zero, since attention is analytic and non-constant,
thus 0Z(F') C Z(F') also has measure zero.

For the general case, where we apply the f;’s to the input of the attention layer, we proceed as follows.

Let S(f) = Ui~ S(fi). We have that for any 6 € R" and (W}, W,, W,,), the function F is C*
since Y is C¥ in a neighborhood of 6. Hence, we have that S(F) C S(f) x RVX"p-1 x RVXnp-1 x
Rv*"p-1_thatis, F is C* on a dense open subset of its domain.
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We write F' as the following composition of functions
(0, Wi, Wy, W) i (Y(0), Wi, Wy, W) 25 (W3,Y, W, Y, W,Y) & F(0, Wy, Wy, W,).

Using the Lemma (18] we see that Z(A) has measure zero, where A is the map (K,Q,V) —
Attention(K,Q, V). Since M, the matrix multiplication, is a submersion, we have that M 1 (Z(A))
also has measure zero. In fact, since the preimages are hyperplanes in the matrix space, we have that
M~YZ(4)) N (6, Rv*">-1 W, W,) has measure zero and similarly for W, and W,,. This means
that f~1(M~*(Z(A))) D 8Z(F) will also have measure zero. O

Remark 19 (Any order for the layers). In Propositions[I6]and[T7] we have proven the assumptions
needed for the induction step in the proof of Proposition This means that our results, namely
the almost everywhere k-times differentiability of the network function hold for any combination of
convolutional, attention, or fully connected layers.

C Experimental Details

The experiment described in Section [5|is as follows. We have two data points: (0.9,0.9) and
(2.5,2.5) which determine a linear function. The model we use is the following: fp(z) =
ReLU(#3ReLU(6;x)). With the quadratic loss, we get the following empirical loss function

L(61,0) = 3.53(1 — ReLU(fReLLU(6;)))>.

Then, the global minima for this loss are the points {(01, 62)|6162 = 1 and 61,602 > 0}, i.e. the first
quadrant part of the hyperbola in the plane. We denote by p the probability of selecting the point
(0.9,0.9) as a mini batch for SGD; by 7 we denote the step-size.

Chemnitz and Engel| [[2024] introduce two quantities, ; and A which determine if a global minimum
0* is stable for GD and SGD, respectively. More precisely, we have that §* is stable for GD if
1(0*) < 0 and that it is stable for SGD if A(6*) < 0. For the setting we have described above, the
analytic form of x and X is as follows

1(0) = log(|1 — n(p0.9% + (1 — p)2.5%)(67 + 63)]), )
A(0) = plog(|1 —n0.9%(67 + 63)]) + (1 — p) log(|1 — 2.5%(6F + 63)]). 3)

Figure ] was obtained by setting the 7 = 0.15 and p = 0.5 for the figure on the left and = 0.3 and
p = 0.58 for the figure on the right.

To obtain the left part of Figure [3, we look at the polynomial P*(x) = Gﬁ,k) () — z, and use a
numerical root finding algorithm to find all the real roots. We determine if a periodic point of period k,
6%, is stable by numerically computing the eigenvalues of the linearization of the k-times iterated GD
map at 0%, DG (9*). If both eigenvalues have absolute value smaller than 1, we know [Chemnitz
and Engel, 2024] that the period is stable; otherwise it is unstable.

The right part of Figure[3] plots two trajectories of GD initialised at (1.48,1/1.48 + 0.1) with step-
sizes 1) = 0.25 for the trajectory converging to a minimum (violet) and 1 = 0.325 for the trajectory
converging to a periodic orbit of period 2 (brown).
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We took significant effort to formulate our claims reflecting our contribution
and scope as clear as possible in the abstract and introduction.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We discuss limitation of our approach in Sections [T and [} as well as in
Section[5] Assumptions are clearly stated in Sections[2] [3 and 4]

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: We always provide the full set of assumptions and complete proofs for all
theoretical results. Some proofs are provided in the main part of the paper, while the
remaining proofs are given in the appendices and referenced accordingly in the main paper.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We detail all information needed to reproduce our main experimental results in
Appendix [C]
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: All the details needed to reproduce our experiment (including data) are given
in Appendix [C|

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We detail all relevant details (splits, hyperparameters, type of optimizer, etc.)
to understand the results in Appendix [C}

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: For the illustrative experiment we present, all quantities have been computed
analytically, meaning the results we have obtained are exact.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

20


https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy

8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The experiments is illustrative and small scale, with all plots generated on a
standard desktop PC in less than 5 minutes.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We read the Code of Ethics and our research conforms with it in every respect.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: We are not aware of any societal impacts our work might have.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: We are not releasing any data or models, thus there is no risk for misuse.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: We do not use existing assets.
Guidelines:
e The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We are not releasing any assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: We neither performed crowdsourcing experiments nor research with human
subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: We did not perform a study with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: No LLMs were used in the making of this work.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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