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Abstract—Professionally generated content (PGC) streamed
online can contain visual artefacts that degrade the quality of
user experience. These artefacts arise from different stages of
the streaming pipeline, including acquisition, post-production,
compression, and transmission. To better guide streaming ex-
perience enhancement, it is important to detect specific artefacts
at the user end in the absence of a pristine reference. In this
work, we address the lack of a comprehensive benchmark for
artefact detection within streamed PGC, via the creation and
validation of a large database, BVI-Artefact. Considering the
ten most relevant artefact types encountered in video streaming,
we collected and generated 480 video sequences, each containing
various artefacts with associated binary artefact labels. Based
on this new database, existing artefact detection methods are
benchmarked, with results showing the challenging nature of
this tasks and indicating the requirement of more reliable
artefact detection methods. To facilitate further research in
this area, we have made BVI-Artifact publicly available at
https://chenfeng-bristol.github.io/BVI-Artefact/

Index Terms—Artefact detection, PGC, video streaming, video
database, BVI-Artefact.

I. INTRODUCTION

Video streaming services are becoming more and more
popular with increases in both the number of subscribers [1]
and the diversity of streamed content. The streaming pipeline
for professionally generated content (PGC) comprises mul-
tiple stages including acquisition, post-production, encoding,
transmission and presentation [2]; each of these can introduce
visual artefacts, resulting in reduced perceptual quality of the
streamed videos. To deliver optimal user experience, it is
important to identify and locate these artefacts in order to
control the streaming quality.

Existing work on video quality assessment (VQA) [3–5]
has mainly focused on offering a single-dimensional prediction
for the overall video quality - either in a full-reference (FR)
or no-reference manner (NR). Such an approach is limited in
providing an underlying reason for the quality degradation. On
the other hand, if we are able to recognise specific artefacts [6],
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this can be exploited in the streaming pipeline to monitor and
fix these issues [7].

Detecting artefacts in streamed videos in the absence of
an artefact-free reference is a challenging task. Among the
limited work in this field, a significant contribution was
reported in [6], where the detection of eight common video
artefacts in PGC streaming was studied. However, this work
assumed the existence of a single type of artefact in each
video, which is not realistic in most practical scenarios where
artefacts generated at various stages of video streaming can
co-exist and interact. This limitation has been observed in
several other investigations [8, 9] on artefact detection, which
also consider only a single type of artefact in each video
sequence. Other relevant work [10] assesses various artefacts
induced by acquisition and delivery processes. However, its
main focus was user generated content (UGC), which exhibits
characteristics that differ significantly from the PGC case (e.g.,
different distortions due to inadequate photography skills and
unprofessional equipment). We thus conclude that a realistic
and comprehensive benchmark for artefact detection is needed
for streamed PGC; this is the focus of this work.

In this context, we propose the first public benchmark
database for detecting artefacts in streamed PGC videos. To
simulate real-world video streaming, we incorporated source
videos containing five common inherent artefacts (motion blur,
dark scene, graininess, aliasing and banding), and employed
various video processing methods to synthesise five further
types of perceptual artefacts (blockiness, spatial blur, trans-
mission errors, dropped frames and black frames) induced in
post-production, compression or transmission. As a result, our
database is composed of 480 videos from 60 sources, each
video containing up to six different artefacts accompanied
with sequence-level binary labels (at frame level for some
artefacts) for all artefacts. This database was then used to
benchmark seven existing detection methods, and the results
reveal the need for more accurate and robust artefact detection
algorithms.

II. PROPOSED DATABASE

A. Source Sequence Collection

Our BVI-Artefact database is derived from 60 PGC source
sequences selected from five public video databases: BVI-HFR
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(a) Motion blur (e) Graininess(b) Dark scenes (d) Banding(c) Aliasing

(f) Blockiness (h) Dropped frames(g) Spatial blurring (j) Black frames(i) Transmission errors

Fig. 1. Examples of ten different visual artefacts included in the BVI-Artefact database.

[11], MCL-V [12], SVT Open Content Video Test Suite 2022
[13], Netflix Open Content [14], and Derf’s collection from
Xiph.org Video Test Media [15]. These sequences contain
natural scenes and objects, encompassing a large range of
visual elements that include various landscapes, urban envi-
ronments, activities and occurrences in the natural world, and
typical content genres such as sports, drama, action, etc. They
also exhibit diverse motions and texture types, including static
textures, dynamic textures, translational motions, complex
motions, various spatial structures and luminance uniform
regions. The sequences are in YCbCr 4:2:0 format, with a
range of resolutions from 4K (4096×2160 and 3840×2160)
to HD (1920×1080 and 1280×720), frame rates (25, 50, 60,
120 fps) as well as bit depths (8 and 10 bits, non-HDR). Each
sequence has a duration ranging from 5 to 10 seconds [16, 17].

In order to simulate PGC streaming in real-world applica-
tions, ten types of visual artefact common to PGC streamed
content are introduced, as shown in Fig. 1. These artefacts
are classified into two categories: source and non-source
artefacts, where the former corresponds to artefacts arising
from the acquisition process and post production, and the
latter relates to artefacts typically generated during the delivery
process including compression and transmission.

B. Source Artefacts

The process of introducing ten source or non-source arte-
facts is illustrated in Fig. 2. First, we identify five common
source artefacts usually induced during video acquisition and
post-production: motion blur, dark scenes, graininess, band-
ing, and aliasing. While some of these artefacts are inherent
to the original source videos, a few of them are synthesised
based on the pristine source sequences, as described below.

Motion blur typically results from insufficient frame rates
or relatively wide shutter angles, with areas corresponding to
the rapidly moving parts of the scene with reduced high fre-
quency energy. While motion blur can improve the perception
of motion, it can also degrade visual quality when exces-
sive [11]. Considering the difficulty of synthesising realistic
motion blur, ten source videos are collected with this artefact
with various blur levels.

Dark scenes, when described as artefacts, reflect insufficient
lighting (due to underexposure during acquisition) that leads
to decreased perceptual quality. Although physics-based light-
ing degradation models [18, 19] exist for synthesising dark
content, they generally yield reduced realism; we therefore
selected 10 natural dark sequences for this database with
different darkness levels.

Graininess refers to the excessive visible noise in videos
typically due to the nature of certain cameras (e.g., film
camera) and/or high ISO values. Due to the limited availability
of such content, to create grainy noise, we employed the
technique in [20] to add Gaussian noise (zero-mean, random
standard deviations in a range of [0.1, 0.2]) to all frames of
ten pristine source sequences.

Banding typically arises from the inadequate acquisition bit
depth, which results in false contours in video frames (mainly
manifesting as non-smooth colour changes). Banding can also
be introduced and/or amplified due to the coarse quantisation
in compression [21]. Here we followed the procedure in [6]
to stimulate banding artefacts by reducing the actual bit depth
of ten source sequences with a random bit-shift (3, 4, 5 or 6).

Aliasing artefacts often occur when video frames are
spatially down-sampled without properly suppressing high-
frequency signals beforehand. They typically appear as jagged
edges and moiré patterns, leading to reduced visual quality.
Aliasing is considered as a source artefact here, because these
effects are typically introduced during content capture or at the
initial processing stage before compression or transmission,
particularly during spatial sampling. In this work, we synthe-
sise aliasing artefacts in a random down-sampling range [2.0,
4.0] for ten further pristine source videos through [6].

In addition to these 50 source sequences, where every group
of ten contains a unique source artefact, we also included
ten pristine sources without any visual artefacts, forming a
collection of 60 source sequences in total.

C. Non-source Artefacts

As shown in Fig. 2, each of the 60 source videos (pristine
or with one source artefact) described above is compressed
using an H.265 [22] codec (x.265 [23], medium preset) at
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Fig. 2. The workflow of the database generation.

two different quantisation levels, resulting in 120 sequences,
where half are heavily compressed (Quantisation Parameter,
QP=47), and the other half are of acceptable (confirmed via
manual inspection) quality (QP=32). It should be noted that
we did not consider the case of uncompressed videos as these
are not represented in real-world video streaming scenarios.

Five types of artefacts commonly introduced during down-
stream video processing, compression and transmission are
considered here: blockiness, spatial blur, transmission errors,
dropped frames, and black frames. As shown in Fig. 2, for
each of the 120 compressed videos, we randomly synthesise
dropped frames, spatial blur, transmission errors, black frames
sequentially, each with 50% probability (i.e. each artefact
has 50% chance of being introduced). This random synthesis
process has been repeated four times, resulting in four different
versions for each of the 120 sequences, totalling 480 videos
in the database. Below we describe the synthesis procedures
for these non-source artefacts.

Blockiness typically results from commonly used video
codecs that operate in a block-based manner. Since we have
already encoded each video with x265 [23] (with QP values,
32 and 47), we performed manual inspection to confirm
that the QP=47 case does contain identifiable blockiness (see
Section II-D).

Spatial blur refers to blurring artefacts generated by dig-
ital post-processing algorithms, e.g., smoothing filters (for
deblocking or noise removal). However, these methods can
also reduce the high frequency energy within a video frame,
resulting in spatial blur [24]. Here, following [6], we synthe-
sise spatial blur by convolving a Gaussian kernel (zero-mean,
standard deviations in a random range of [0.1, 0.2]), and kernel
size of 3×3) with a randomly selected continuous segment
(30%) of frames in each video.

Dropped frames are typically due to data corruption or
inconsistent network connection in video transmission, which
often results in a severe impact on the user experience. To
simulate dropped frames, we followed the method in [6] to
drop a number of randomly selected consecutive frames, and
repeat the previous frame of the dropped frames until the total
number of video frames remains unchanged.

Black frames are another common artefact in streamed

TABLE I
BENCHMARK RESULTS ON VARIOUS ARTEFACT DETECTION TASKS.

Artefact Method Acc. (%) ↑ F1 ↑ AUC ↑

Motion blur MaxVQA 51.88 0.68 0.56

Dark scene MaxVQA 73.13 0.67 0.84

Graniness MaxVQA 38.75 0.16 0.36

Aliasing VIDMAP 50.00 0.67 0.58

Banding
VIDMAP 56.25 0.59 0.58
CAMBI 61.88 0.53 0.63
BBAND 50.00 0.44 0.51

Blockiness MaxVQA 64.58 0.55 0.80
VIDMAP 54.38 0.69 0.61

Spatial blur

MaxVQA 53.54 0.40 0.54
VIDMAP 47.29 0.64 0.38
EFENet 47.08 0.64 0.57
MLDBD 49.58 0.65 0.53

Dropped frames VIDMAP 45.42 0.59 0.47
Wolf et al. 51.67 0.18 0.60

Transmission error VIDMAP 51.04 0.65 0.50

content, which is usually caused by transmission errors, sig-
nificantly interrupting the continuity of video playback. To
simulate the occurrence of black frames, all the luma values
is set to 16 (64 for 10-bit videos) and the chroma components
are set to 128 (512 for 10-bit content) for 8-bit videos [25].
The frame selection method is similar to that for synthesising
dropped frames. It is noted here that black frames can be
mixed with certain creative effects, e.g., scene fading. As we
did not include sources with any scene cuts in this database,
the investigation of this issue remains our future work.

Transmission errors are typically due to network conges-
tion, interference, or protocol errors. These errors lead to data
loss, significantly reduced perceptual quality, and interruptions
in playback. To synthesise these conditions, following the
approach in [6], we use FFmpeg [26] to corrupt the bitstreams
of H.265 videos, with a randomly adjusted corruption ratio.

In summary, our database totals 480 videos, each with zero
or one source artefact, and zero to five non-source artefacts.

D. Artefact Label Annotation

For each of the 480 sequences, we provide a binary label for
each of the ten artefact types, indicating their presence. These
labels were first annotated according to the artefact generation
methods described above, and then confirmed through manual
inspection to ensure that the labelled artefacts are indeed
recognisable. As a result, for each source artefact, there are
80 (i.e. 16.7%) positive videos (i.e. the artefact is visible)1,
and for each non-source artefact, there are around 240 (i.e.
50%) positive samples. Additionally, for some non-source
artefacts (i.e. spatial blur, dropped frames, black frames), we
also provided frame-level binary annotation.

1This does not affect the use of this database for source artefact detection,
as described in Section II-E
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Fig. 3. The ROC curves for different artefact detection.

E. Using BVI-Artefact for Benchmarking

Given the labels described above, the BVI-Artefact database
can be used as a test set to evaluate the performance of artefact
detection methods. Since we formulate the artefact detection
problem as a binary classification task for each artefact, it is
important to balance the positive and negative classes in the
test set for each artefact. It is noted that our artefact generation
process naturally achieve such balance for each of the non-
source artefacts, so the entire database is suitable for detection
method benchmarking. For each source artefact, we take the
80 videos derived from the corresponding (to this artefact)
source videos as positive samples, and randomly select another
80 videos from the rest of the database to form the negative
class. As a result, we produce a subset of 160 videos for each
source artefact to avoid class imbalance. These subsets are then
fixed and used to evaluate the corresponding artefact detection
methods. It is noted that the test data for each artefact may
also contain various other artefacts which can interact with
each other, and this makes BVI-Artefact a more practical and
comprehensive benchmarking database. To facilitate further
research, we have made the database (as well as the meta
data for the subsets) publicly available.

III. EXPERIMENTAL CONFIGURATION

In this section, we describe the experimental configuration
for benchmarking existing artefact detection methods on the
proposed database.

A. Benchmarked Methods

Seven existing artefact detection methods with publicly-
available source code (and pre-trained model weights for
deep learning models) have been evaluated on BVI-Artefact.
These include two methods that can detect multiple artefacts,
VIDMAP [6] and MaxVQA [10], where the latter is de-
signed for UGC videos. For banding artefacts, we evaluate
CAMBI [8] and BBAND [27], both inspired by the character-
istics of the Human Vision System. For detecting spatial blur,
we consider two state-of-the-art blur detection methods based
on deep learning, EFENet [28] and MLDBD [9]. Regarding

the detection of dropped frames, a classic method based on
frame differencing proposed in [29] has been evaluated. For
black frames, we did not find any specific detection meth-
ods, though for our database (without scene fading) simple
thresholding could provide satisfactory results. However, the
inclusion of this artefact is still important as it can interact
with other artefacts, affecting their detection accuracy.

B. Evaluation Metrics

The task is formulated as binary classification, where given
a (streamed) video, the goal here is to obtain a binary label for
each artefact indicating its existence. Therefore, it is important
to assess the accuracy (Acc.) of the detection. We follow
the approach in [6] to report the F1 score for all detection
methods. Most benchmarked methods either output an overall
probability or a score for a video, which is then converted to
a binary prediction via thresholding. Here we use the original
default threshold for each method to calculate the accuracy
and F1 score values. We further evaluate these methods by
varying such thresholds and drawing ROC (receiver operating
characteristic) curves, from which the AUC (area under curve)
values are obtained to indicate the overall performance. Re-
garding the detection of spatial blur, the evaluated methods
(MLDBD and EFENet) predict a binary map for each frame
to indicate the blurry pixels, instead of an overall index for
a given video. To convert these maps to a video-level binary
label, we take the average of all binary maps predicted for
a video to obtain the percentage of pixels reckoned blurry by
these methods, and consider the prediction positive (i.e. spatial
blur does exist) if the average exceeds a default threshold of
30% (See Section II-C Spatial Blur). For the calculation of
AUC scores, this threshold is varied between 0-100%.

IV. RESULTS AND DISCUSSION

TABLE I and Fig. 3 summarise the benchmark results for
seven artefact detection methods on the proposed BVI-Artefact
database. It is observed that firstly, the overall performance
of the tested methods are not satisfactory, being similar to a
random classifier in many cases. This can be mainly due to the
fact that multiple artefacts often co-exist in the videos of our
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database, while such interaction between artefacts is not con-
sidered during the design of most of these detection methods,
where often a single type of artefact is assumed. Additionally,
the two spatial blur detection methods, EFENet and MLDBD,
are originally designed for single images so detecting spatial
blur in videos can be challenging for them. Secondly, the
UGC-specific method MaxVQA shows relatively good perfor-
mance on detecting dark scene and blockiness, achieving AUC
scores of 0.84 and 0.80 respectively. This can imply certain
level of similarity in the manifestation of these artefacts in
UGC and PGC content.

Overall, these results confirm that it remains a challenging
task to detect the visibility of specific artefacts in the practical
streaming scenario where various artefacts can co-exist and
interact with each other. BVI-Artefact serves as a useful
benchmarking platform to facilitate the development of better
artefact detection methods.

V. CONCLUSIONS

In this paper, we present BVI-Artefact, the first public
benchmark database for artefact detection in streamed profes-
sionally generated content (PGC). This includes ten common
visual artefacts and allows the inter-play of different arte-
facts to simulate practical streaming scenarios. We perform
benchmarking for existing artefact detection methods on the
proposed database and the results indicate the need for more
robust and accurate detection methods for streamed PGC
videos. Future work should study the influence of perceived
artefacts on visual quality.

REFERENCES

[1] J. Stoll, “Number of amazon video subscribers in the u.s. 2017-
2027,” Available at https://www.statista.com/statistics/648541/
amazon-prime-video-subscribers-usa/.

[2] D. R. Bull and F. Zhang, Intelligent image and video compres-
sion: communicating pictures. Academic Press, 2021.

[3] Z. Li, A. Aaron, I. Katsavounidis, A. Moorthy, and
M. Manohara, “Toward a practical perceptual video quality
metric,” The Netflix Tech Blog, 2016.

[4] D. Danier, F. Zhang, and D. Bull, “FloLPIPS: A bespoke video
quality metric for frame interpolation,” in 2022 Picture Coding
Symposium (PCS). IEEE, 2022, pp. 283–287.

[5] C. Feng, D. Danier, F. Zhang, and D. R. Bull, “RankDVQA:
deep VQA based on ranking-inspired hybrid training,” arXiv
preprint arXiv:2202.08595, 2022.

[6] T. R. Goodall and A. C. Bovik, “Detecting and mapping video
impairments,” IEEE Trans. on Image Processing, vol. 28, no. 6,
pp. 2680–2691, 2018.

[7] F. Zhang and D. R. Bull, “A perception-based hybrid model for
video quality assessment,” IEEE Trans. on Circuits and Systems
for Video Technology, vol. 26, no. 6, pp. 1017–1028, 2015.

[8] P. Tandon, M. Afonso, J. Sole, and L. Krasula, “CAMBI:
Contrast-aware multiscale banding index,” in 2021 Picture
Coding Symposium (PCS). IEEE, 2021, pp. 1–5.

[9] W. Zhao, F. Wei, H. Wang, Y. He, and H. Lu, “Full-scene
defocus blur detection with DeFBD+ via multi-level distillation
learning,” IEEE Trans. on Multimedia, 2023.

[10] H. Wu, E. Zhang, L. Liao, C. Chen, J. Hou, A. Wang, W. Sun,
Q. Yan, and W. Lin, “Towards explainable in-the-wild video

quality assessment: A database and a language-prompted ap-
proach,” in Proceedings of the 31st ACM International Confer-
ence on Multimedia, ser. MM ’23. Association for Computing
Machinery, 2023, p. 1045–1054.

[11] A. Mackin, F. Zhang, and D. R. Bull, “A study of high frame
rate video formats,” IEEE Trans. on Multimedia, vol. 21, no. 6,
pp. 1499–1512, 2018.

[12] J. Y. Lin, R. Song, C.-H. Wu, T. Liu, H. Wang, and C.-C. J.
Kuo, “MCL-V: A streaming video quality assessment database,”
Journal of Visual Communication and Image Representation,
vol. 30, pp. 1–9, 2015.

[13] “SVT open content video test suite 2022 - natural complex-
ity,” https://www.svt.se/open/docs/SVT_Open_Content_Video_
Test_Suite_2022_Natural_Complexity_v1-3-reduced.pdf, 2022.

[14] “Netflix Open Content,” 2012. [Online]. Available: https:
//opencontent.netflix.com/

[15] Derf’s collection, “Xiph.org Test Media.” [Online]. Available:
https://media.xiph.org/video/derf/

[16] F. Mercer Moss, K. Wang, F. Zhang, R. Baddeley, and D. R.
Bull, “On the optimal presentation duration for subjective video
quality assessment,” IEEE Trans. on Circuits and Systems for
Video Technology, vol. 26, no. 11, pp. 1977–1987, 2016.

[17] F. M. Moss, C.-T. Yeh, F. Zhang, R. Baddeley, and D. R. Bull,
“Support for reduced presentation durations in subjective video
quality assessment,” Signal Processing: Image Communication,
vol. 48, pp. 38–49, 2016.

[18] E. D. Pisano, S. Zong, B. M. Hemminger, M. DeLuca, R. E.
Johnston, K. Muller, M. P. Braeuning, and S. M. Pizer, “Con-
trast limited adaptive histogram equalization image processing
to improve the detection of simulated spiculations in dense
mammograms,” Journal of Digital imaging, vol. 11, pp. 193–
200, 1998.

[19] M. K. Ng and W. Wang, “A total variation model for retinex,”
SIAM Journal on Imaging Sciences, vol. 4, no. 1, pp. 345–365,
2011.

[20] R. Jaroensri, C. Biscarrat, M. Aittala, and F. Durand, “Gener-
ating training data for denoising real rgb images via camera
pipeline simulation,” arXiv preprint arXiv:1904.08825, 2019.

[21] L. Krasula, Z. Li, C. G. Bampis, M. Afonso, N. F. Miret, and
J. Sole, “Banding vs. quality: perceptual impact and objective
assessment,” in 2022 IEEE International Conference on Image
Processing (ICIP). IEEE, 2022, pp. 2236–2240.

[22] Joint Collaborative Team on Video Coding (JCT-VC), “High
efficiency video coding (hevc),” ITU-T VCEG and ISO/IEC
MPEG, Standard ITU-T H.265 and ISO/IEC 23008-2, 2013,
available: https://www.itu.int/rec/T-REC-H.265.

[23] “x265 HEVC Encoder,” 2023. [Online]. Available: https:
//www.videolan.org/developers/x265.html

[24] A. Chakrabarti, T. Zickler, and W. T. Freeman, “Analyzing
spatially-varying blur,” in 2010 IEEE Computer Society Con-
ference on Computer Vision and Pattern Recognition. IEEE,
2010, pp. 2512–2519.

[25] Parameter values for the HDTV standards for production and
international programme exchange, ITU-R Std. Recommenda-
tion ITU-R BT.709, 2015.

[26] S. Tomar, “Converting video formats with FFmpeg,” Linux
Journal, vol. 2006, no. 146, p. 10, 2006.

[27] Z. Tu, J. Lin, Y. Wang, B. Adsumilli, and A. C. Bovik, “BBAND
index: A no-reference banding artifact predictor,” in ICASSP
2020-2020 IEEE International Conference on Acoustics, Speech
and Signal Processing (ICASSP). IEEE, 2020, pp. 2712–2716.

[28] W. Zhao, X. Hou, Y. He, and H. Lu, “Defocus blur detection
via boosting diversity of deep ensemble networks,” IEEE Trans.
on Image Processing, vol. 30, pp. 5426–5438, 2021.

[29] S. Wolf, “A no reference (NR) and reduced reference (RR) met-
ric for detecting dropped video frames,” Institute for Telecom-
munication Sciences, Tech. Rep., 2008.

Authorized licensed use limited to: UNIVERSITY OF BRISTOL. Downloaded on October 01,2024 at 00:04:50 UTC from IEEE Xplore.  Restrictions apply. 


