
PAINT with words: A Framework and Dataset for Visual Creative
Description Generation

Anonymous ACL submission

Abstract

Visual Creative Description (VCD) generation,001
which involves crafting imaginative and action-002
able textual prompts for text-to-image models,003
is a critical yet underexplored task for large004
language models (LLMs). We propose the Cog-005
nitive Chain-of-Creativity (C-CoC), a novel006
framework that leverages structured cognitive007
modeling to enhance the novelty and visual ex-008
pressiveness of generated descriptions. To sup-009
port this task, we introduce the PAINT dataset,010
comprising high-quality VCDs across 33 prod-011
uct categories. Experiments demonstrate that C-012
CoC significantly improves description creativ-013
ity by 10%-19% compared to baselines. How-014
ever, our evaluation of LLMs reveals limited015
alignment with human judgments in assessing016
VCD quality, highlighting the complexity of017
creative evaluation. Our contributions lay a018
foundation for structured creative generation019
and underscore the need for advancements in020
LLM-based evaluation.021

1 Introduction022

In recent years, creative visual content has become023

a cornerstone of effective communication across024

digital platforms. Research demonstrates that cre-025

ative visuals significantly enhance brand percep-026

tion and consumer engagement (Bostancı and Dur-027

sun, 2024), powering a global industry valued at028

hundreds of billions annually (Hartmann et al.,029

2025). While Text-to-Image (T2I) models have030

advanced in generating relevant visual composi-031

tions (Ramesh et al., 2022) and Large Language032

Models (LLMs) have shown remarkable capabili-033

ties in creative text generation (Yuan et al., 2022;034

Belouadi and Eger, 2023; Mita et al., 2024), there035

remains a critical gap at their intersection. Current036

T2I systems require specialized prompt engineer-037

ing expertise that most users lack (Cao et al., 2023),038

creating a significant barrier to effective visual con-039

tent creation. This raises an important research040

Figure 1: Comparison between traditional human-driven
creative workflow and our proposed LLM-based ap-
proach for generating product advertising images.

question: Can LLMs generate visual creative de- 041

scriptions (VCDs) that enhance the creativity and 042

effectiveness of generated images? This understud- 043

ied area presents a valuable opportunity to bridge 044

natural language processing with visual creativity, 045

potentially transforming how visual content is con- 046

ceptualized and produced. 047

Despite the critical importance of VCDs in en- 048

hancing AI-generated image quality, research on 049

LLM-based VCD generation faces three key chal- 050

lenges. First, the lack of high-quality VCD training 051

data impedes LLMs’ ability to produce novel and 052

actionable descriptions. When facing data scarcity, 053

an effective strategy is to incorporate inductive 054

bias—specifically, by modeling human creative 055

cognitive processes. These processes, which in- 056

volve conceptual association, visual ideation, and 057

linguistic expression (Botella et al., 2018), remain 058

inadequately modeled in current approaches, lim- 059

iting the potential for synthetic data generation. 060

Finally, evaluating VCD quality is hindered by the 061

absence of specialized frameworks, as existing met- 062

rics fail to capture the multidimensional nature of 063

creative descriptions. Addressing these challenges 064
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is essential for advancing research at the intersec-065

tion of natural language processing and computa-066

tional creativity.067

To address these challenges, we draw inspira-068

tion from cognitive science and propose Cognitive069

Chain of Creativity (C-CoC), a framework for070

generating VCDs (Figure 1). C-CoC leverages071

LLMs as Cognitive Operators that execute struc-072

tured transitions across reasoning stages, simulat-073

ing human creative thought processes.074

Our framework transforms structured entity075

information into visually creative descriptions076

aligned with communication principles, which then077

drive text-to-image (T2I) generation. This ap-078

proach enhances both creativity and visual expres-079

siveness while providing an evaluable method for080

creative generation.081

To address data scarcity, we introduce PAINT082

(Product Artistic Image Narrative Texts), a083

dataset of structured descriptions exhibiting nov-084

elty, executability, and communicability. PAINT085

fills a critical training data gap and enhances LLMs’086

generalization in visual creative tasks.087

Our contributions are: (1) C-CoC Framework:088

A cognitive-inspired approach using multi-stage089

reasoning to enhance LLM interpretability and090

controllability in creative generation; (2) PAINT091

Dataset: A large-scale, high-quality dataset of092

VCDs, addressing the training data gap in this do-093

main; (3) Systematic Evaluation: Comprehensive094

methodologies for assessing VCD quality across095

multiple dimensions, demonstrating C-CoC’s im-096

provements in both description quality and down-097

stream image generation.098

2 Related Work099

2.1 Text-to-Image Generation100

Recent advances in Text-to-Image (T2I) models101

have significantly improved the semantic alignment102

between textual descriptions and generated images.103

Early approaches relied on Generative Adversar-104

ial Networks (GANs) (Goodfellow et al., 2014) to105

map textual inputs to visual outputs. Later, autore-106

gressive models such as DALL·E (Ramesh et al.,107

2021) and ImageGPT (Chen et al., 2020) lever-108

aged token-based sequence prediction to enhance109

text-conditioned generation. Currently, Diffusion110

Models have become the dominant paradigm in111

T2I tasks, achieving state-of-the-art results in both112

fidelity and semantic consistency. Models such as113

Imagen (Saharia et al., 2022), FLUX (Black-Forest-114

Labs, 2024) and Stable Diffusion (Rombach et al., 115

2022) leverage latent diffusion processes to gener- 116

ate high-quality images with fine-grained details. 117

Several recent research endeavors advocate for 118

extensions of T2I models, aiming to increase their 119

fidelity to user prompts(Epstein et al., 2023; Chefer 120

et al., 2023; Wu et al., 2023). However, despite 121

these improvements, the T2I models remain highly 122

dependent on the quality of their textual inputs. 123

2.2 Prompt Optimization 124

With the enhancement of text-to-image alignment 125

capabilities in T2I models, the quality of gener- 126

ated images has become increasingly dependent on 127

well-crafted textual inputs. In recent years, many 128

researchers have attempted to optimize prompts to 129

achieve better image generation outcomes, such 130

as refining task instruction prompts using training 131

data (Guo et al., 2023; Fernando et al., 2023).Some 132

studies focus on optimizing individual T2I prompts 133

at the multimodal inference stage (Mañas et al., 134

2024). For instance, reinforcement learning has 135

been employed to fine-tune large language mod- 136

els to enhance the aesthetic quality of generated 137

images, while (Valerio et al., 2023) have concen- 138

trated on filtering out non-visual prompt elements 139

to improve visual consistency. 140

Current prompt optimization research predomi- 141

nantly refines and modifies pre-existing ideas, es- 142

sentially functioning as a form of faithful and ele- 143

gant machine translation(Zhan et al., 2024) of ex- 144

isting concepts. However, our work focuses on 145

creative generation from scratch, emphasizing the 146

ideation process rather than merely optimizing or 147

adapting existing prompts. 148

2.3 Cognitive Modeling 149

Creativity in human cognition has been extensively 150

studied in cognitive science and psychology, where 151

it is often conceptualized as a structured process 152

rather than an arbitrary generation of ideas (Boden, 153

2004; Finke et al., 1996). One of the most influ- 154

ential models, the Geneplore Model (Finke et al., 155

1996), characterizes creativity as a two-phase pro- 156

cess. 157

The first phase, termed the Generative Phase, 158

involves the cognitive system constructing an initial 159

structured representation based on existing knowl- 160

edge, forming a stable foundation for subsequent 161

transformation. Following this, the Exploratory 162

Phase sees the system refining, restructuring, or 163
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blending these initial representations to produce164

novel and creative outputs.165

This hierarchical perspective aligns with re-166

search on structured cognitive processing, where167

creativity emerges from a balance between stabil-168

ity and flexibility (Smith et al., 1995). However,169

how to systematically model this process in com-170

putational systems, particularly in large language171

models (LLMs), remains an open challenge.172

Recent work has explored LLMs’ potential for173

creative generation (Yuan et al., 2022; Mita et al.,174

2024; Belouadi and Eger, 2023). Current methods175

fail to establish a generation paradigm for creative176

work, nor do they construct a systematic cogni-177

tive framework. The absence of such a structured178

model limits the controllability and novelty of the179

generated content.180

3 Visual Creative Description Generation181

In this section, we formally define the task of VCD182

generation and introduce the corresponding multi-183

dimensional evaluation framework.184

3.1 Formalization of the VCD Task185

The VCD task involves transforming an input186

prompt P into a creative textual description D∗187

suitable for image generation. In its simplest form,188

this can be represented as a direct mapping:189

f : P → D∗ (1)190

However, this direct approach often fails to pro-191

duce descriptions with adequate creativity while192

maintaining semantic coherence. To address this193

challenge, we propose the Cognitive Chain-of-194

Creativity (C-CoC) framework, which structures195

the VCD generation process through discrete cog-196

nitive operations:197

P → Cdecompose → Dbase → Screative → D∗

(2)198

Algorithm 1 formalizes this process with precise199

computational steps.200

The algorithm takes as input the initial prompt P ,201

cognitive transformation dimensions Θ, language202

model M, and image generator G. It processes203

each prompt through four stages: concept decompo-204

sition, base description generation, application of205

cognitive shifts across multiple dimensions, and fi-206

nal creative optimization. This structured approach207

enables controlled creative transformations while208

Algorithm 1 Cognitive Chain-of-Creativity Gen-
eration
Require: P,Θ,M, G
Ensure: D∗, I∗

for each P do
Cdecompose ← ExtractConcepts(P )
Dbase ← GenerateBase(M, Cdecompose)
for each θ ∈ Θ do

Screative ←
ApplyCognitiveShift(Dbase, θ)

end for
D∗ ← OptimizeForCreativity(Screative)
I∗ ← G(D∗)

end for
return D∗, I∗

maintaining the coherence necessary for effective 209

image generation. 210

Expressed Entity (P ) Given the fundamental in- 211

formation of an Expressed Entity (EE), which 212

refers to the subject being described in the creative 213

process, we define P = {pname, pdesc, pattr}, where 214

pname represents the entity name (e.g., "a chair", 215

"a vase"), pdesc provides a brief textual description 216

that outlines the entity’s overall purpose or essence, 217

and pattr = {a1, a2, . . . , an} denotes a set of at- 218

tributes describing the entity’s properties, such as 219

color, material, shape, or functionality. 220

Concept Decomposition (Cdecompose) This step 221

extracts core concepts by analyzing entity at- 222

tributes: Cdecompose = Φ(P,M), where Φ(·) iden- 223

tifies the key conceptual elements from the entity’s 224

attribute set, andM denotes the cognitive operator 225

applied during this stage. 226

Base Expression (Dbase) This step generates a 227

conventional visual description that adheres to tra- 228

ditional paradigms: Dbase = Ψ(Cdecompose,M), 229

where Ψ(·) transforms the extracted conceptual ele- 230

ments into a logically sound, attribute-aligned base 231

description. 232

Cognitive Shift (Screative) This step applies con- 233

straints from cognitive science, psychology, and 234

artistic principles to transform the base description 235

into a highly creative visual expression: Screative = 236

Ω(Dbase,Θ,M), where Θ represents the con- 237

straints guiding the cognitive transformation, such 238

as creativity, narrative logic, and stylistic guide- 239

lines, and Ω(·) applies cognitive shifts to ensure 240

the generated description aligns with both visual 241

communication rules and creativity principles. 242

Creative Realization (D∗) This step produces the 243
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final creative description by incorporating compo-244

sition aesthetics, narrative logic, and stylistic245

consistency: D∗ = Γ(Screative), where Γ(·) en-246

sures that the transformed creative expression is247

both actionable and interpretable by the T2I model.248

3.2 Evaluation Framework for Visual249

Creative Descriptions250

The evaluation framework for VCDs is grounded251

in theories of hierarchical visual processing and252

Gestalt principles. These theories emphasize the253

importance of holistic perception and layered pro-254

cessing in assessing visual outputs. To ensure the255

generated descriptions are clear, engaging, and vi-256

sually coherent, we evaluate them across the fol-257

lowing four interrelated dimensions:258

Θ = {θplot, θcolor, θvolume, θbackground} (3)259

Each dimension is designed to measure specific260

aspects of the description, spanning both high-level261

semantic construction and low-level sensory opti-262

mization.263

3.2.1 High-Level Dimensions (Semantic264

Construction)265

Plot Creativity (θplot): This dimension evaluates266

the narrative structure embedded in the descrip-267

tion. Drawing inspiration from narrative psychol-268

ogy (Bruner, 1991; Green and Brock, 2000), it269

assesses how storytelling techniques enhance the270

coherence, engagement, and emotional resonance271

of the visual representation. A strong narrative not272

only provides the description with a clear purpose273

but also ensures it leaves a lasting impression on274

the audience.275

Background Creativity (θbackground): This di-276

mension focuses on how the surrounding scene or277

environment contributes to the meaning and co-278

herence of the visual description. Based on scene279

semantics (Bar, 2004; Oliva and Torralba, 2007),280

an effective background reinforces object-scene281

relationships and provides crucial contextual in-282

formation. For instance, a beach background for283

a chair description might evoke relaxation, while284

a study room background suggests productivity.285

This contextual alignment enhances the overall in-286

terpretability and relevance of the description.287

3.2.2 Low-Level Dimensions (Sensory288

Optimization)289

Color Creativity (θcolor): This dimension as-290

sesses the use of colors to evoke emotions and en-291

hance visual appeal. Guided by principles of color 292

psychology (Elliot and Maier, 2014; Labrecque and 293

Milne, 2012), specific color schemes are used to 294

convey different moods and tones. For example, 295

warm tones (e.g., red, orange) evoke excitement or 296

energy, while cool tones (e.g., blue, green) suggest 297

calmness or sophistication. A well-aligned color 298

scheme strengthens the descriptive alignment with 299

the intended emotional tone. 300

Volume Creativity (θvolume): This dimension ex- 301

amines the spatial arrangement and relative domi- 302

nance of visual elements. Rooted in Gestalt prin- 303

ciples of focal hierarchy and compositional bal- 304

ance (Arnheim, 1954; Palmer, 1999), it evaluates 305

whether the description prioritizes attention on 306

key elements while maintaining overall harmony. 307

Proper volume management ensures that the most 308

significant elements stand out while secondary ele- 309

ments support the main focus without overwhelm- 310

ing the composition. 311

3.2.3 Interaction Between Dimensions 312

These four dimensions are interdependent and work 313

together to produce a cohesive and visually com- 314

pelling description. Their interplay can be summa- 315

rized as follows: 316

High-level dimensions define purpose: Plot cre- 317

ativity establishes the narrative foundation, while 318

background creativity provides the contextual envi- 319

ronment for the visual elements. 320

Low-level dimensions enhance delivery: Color 321

creativity optimizes the description’s emotional 322

tone and visual appeal, while volume creativity 323

ensures compositional harmony and effective focus 324

distribution. 325

Feedback loops for refinement: Changes in low- 326

level dimensions (e.g., color or volume) can influ- 327

ence high-level dimensions like plot coherence or 328

background alignment. This necessitates iterative 329

refinements to maintain balance across all dimen- 330

sions. 331

By integrating these dimensions into a unified 332

framework, we ensure that the evaluation of VCDs 333

is both comprehensive and aligned with cognitive 334

and perceptual principles. 335

4 Construction of PAINT Dataset 336

4.1 Dataset Design 337

Visual Creative Descriptions have a wide range of 338

applications, with one particularly important do- 339
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Table 1: Performance comparison between baseline and our C-CoC method across different product categories.

Method Category Evaluation Dimensions

Plot Color Volume Background

Baseline

Beauty 63.40 60.92 62.35 63.53
Home 61.22 60.44 56.67 61.78
Lifestyle 61.80 62.33 59.73 61.80
Media 64.57 63.62 60.10 65.81
Electronics 62.19 61.64 57.99 62.06

C-CoC (Ours)

Beauty 75.95 (↑12.55) 72.94 (↑12.03) 71.90 (↑9.54) 75.42 (↑11.90)

Home 72.89 (↑11.67) 72.11 (↑11.67) 73.89 (↑17.22) 71.78 (↑10.00)

Lifestyle 75.60 (↑13.80) 70.67 (↑8.33) 76.40 (↑16.67) 72.60 (↑10.80)

Media 75.52 (↑10.95) 72.76 (↑9.14) 77.81 (↑17.71) 74.48 (↑8.67)

Electronics 73.23 (↑11.04) 73.31 (↑11.67) 77.51 (↑19.53) 76.01 (↑13.95)

main being the generation of creative image adver-340

tisements. In this domain, textual descriptions must341

accurately convey product information while main-342

taining visual appeal, brand identity, and market343

influence. To support research and benchmark-344

ing in this domain, we introduce PAINT (Product345

Advertisement Image Narrative Texts), a dataset346

specifically designed for VCD tasks in product ad-347

vertisements.348

The PAINT dataset was developed with the fol-349

lowing key objectives: (1) to facilitate research on350

generating visually expressive and creative textual351

descriptions for product advertisements, and (2)352

to provide a benchmarking resource to evaluate353

the effectiveness of VCDs across diverse advertise-354

ment scenarios. These objectives ensure that the355

dataset is both adaptable to various research tasks356

and relevant to real-world applications.357

To achieve these objectives, two fundamental358

design principles were established during the con-359

struction of PAINT:360

Design Principle 1: Emphasizing Creativity and361

Expressiveness. PAINT focuses on ensuring that362

textual descriptions are not only informative but363

also highly creative and visually expressive. This364

principle reflects the importance of integrating cog-365

nitive and artistic elements into the description366

generation process, allowing for the effective con-367

veyance of product features alongside creative vi-368

sual imagery. By prioritizing expressiveness, the369

dataset enables research on exploring how textual370

descriptions can evoke vivid mental images while371

maintaining clarity and relevance.372

Design Principle 2: Alignment with Visual Con- 373

texts. The dataset highlights the importance of 374

aligning textual descriptions with their correspond- 375

ing visual elements. This principle ensures that 376

descriptions are contextually grounded, accurately 377

reflecting the visual characteristics of the associ- 378

ated product images. For instance, a description 379

of a vase should consider its shape, color, material, 380

and style as depicted in the image, while also incor- 381

porating creative elements that enhance its appeal. 382

This alignment is critical for applications such as 383

creative advertisement generation, where textual 384

descriptions must resonate with visual content to 385

maximize user engagement. 386

4.2 Dataset Development Process 387

Our data source is the Amazon Reviews dataset 388

(Hou et al., 2024), collected by McAuley Lab in 389

2023. From this dataset, we extracted the two most 390

fundamental product parameters, namely "title" 391

and "description", as input for our task. 392

To ensure the diversity of our dataset, we sam- 393

pled product information from 33 categories across 394

five major groups: "Beauty", "Electronics", 395

"Home", "Media", and "Lifestyle". The distri- 396

bution of these categories is illustrated in Figure 2. 397

In our dataset, we used the basic product param- 398

eters as input. To meet the requirements of Design 399

Principle 1: Emphasizing Creativity and Expres- 400

siveness, we employed the C-CoC framework to 401

generate VCDs . 402

Additionally, to validate Alignment with Vi- 403

sual Contexts, we extended our dataset by gener- 404

ating images corresponding to the VCDs, forming 405

a VCD+image pair dataset. 406
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Figure 2: Sunburst visualization of PAINT dataset’s cat-
egory distribution. The inner ring represents five major
category groups (Beauty, Electronics, Home, Media,
and Lifestyle), while the outer ring displays 33 spe-
cific subcategories distributed across these groups.

4.3 Annotation407

The annotation process was designed to systemat-408

ically evaluate VCDs across four cognitive transi-409

tion dimensions. We recruited five NLP experts410

with graduate-level qualifications in computational411

linguistics or related fields to serve as annotators,412

ensuring professional assessment of the creative413

and cognitive aspects of the descriptions.414

Each sample in our dataset received independent415

evaluations from three different experts. Follow-416

ing the cognitive transition framework outlined in417

Section 3.2, annotators scored both the base text418

(Tbase,i) and the post-transition text (Tshift,i,k) for419

each cognitive dimension (θplot, θcolor, θvolume, and420

θbackground) using a 0-5 scale. Detailed scoring421

guidelines were provided to all annotators (see Fig-422

ures 8 and 9 in Appendix B).423

For each annotation, the cognitive transition in-424

crement was calculated as:425

∆Shuman
i,k,j = ashift

i,k,j − abase
i,k,j426

To establish ground truth, we employed a major-427

ity voting system across the three annotators, with428

the final cognitive transition score determined by429

averaging the scores from the majority group:430

∆Shuman
i,k =

1

|Jmajority|
∑

j∈Jmajority

(ashift
i,k,j − abase

i,k,j)431

To ensure consistent evaluation procedures, an- 432

notators used a customized Label Studio interface 433

(Figure 10), which standardized the assessment 434

process across all samples and dimensions. 435

The reliability of our annotation approach was 436

validated through multiple consistency metrics. As 437

shown in Table 2, inter-annotator agreement was 438

substantial across all dimensions, with Spearman 439

correlation coefficients ranging from 0.726 to 0.782 440

and directional agreement rates between 72.42% 441

and 89.39%. These strong consistency indicators 442

validate our evaluation approach despite the in- 443

herently subjective nature of creative assessment 444

(Botella et al., 2018). 445

Dimension Spearman’s ρ Direct. Agree (%)

Plot 0.726 80.61
Color 0.774 72.42
Volume 0.746 89.39
Background 0.782 78.18

Mean 0.757 80.15

Table 2: Inter-annotator agreement on cognitive transi-
tion judgments.

5 Experiments 446

5.1 Experimental Setup 447

To evaluate our framework, we utilized approxi- 448

mately 20% of the PAINT dataset (1650 descrip- 449

tion pairs), ensuring balanced representation across 450

all 33 product categories. This sample size was 451

determined to optimize the balance between sta- 452

tistical power and annotation resource constraints, 453

providing sufficient data points for robust analysis 454

while maintaining annotation quality. 455

For our baseline approach, we employed few- 456

shot prompting with GPT-4o-mini, similar to C- 457

CoC but without targeting specific cognitive di- 458

mensions. The key difference is that our C-CoC 459

framework systematically enhances particular cog- 460

nitive dimensions, while the baseline generates de- 461

scriptions without dimension-specific guidance. 462

The evaluation methodology focused on creativ- 463

ity, visual expressiveness, and practical applicabil- 464

ity for image generation. As summarized in Sec- 465

tion 4.3, five expert annotators evaluated descrip- 466

tions across the four cognitive dimensions iden- 467

tified in our framework, with scores aggregated 468

through majority voting to ensure reliability. 469

For comparative LLM evaluation, we selected 470

10 representative models covering diverse archi- 471
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Figure 3: Comparison of Mean Squared Error (MSE) across ten different LLMs on four image generation dimensions:
plot, color, volume, and background. Lower MSE values indicate better performance in maintaining fidelity to the
intended creative description.

tectures and parameter scales, including Claude,472

LLaMA, Mistral, and GPT variants (see Appendix473

C for the complete model list). We measured their474

alignment with human creativity judgments using475

Spearman correlation, Mean Squared Error (MSE),476

classification accuracy, and F1 scores (detailed in477

Appendix B).478

It is important to note that our C-CoC framework479

differs fundamentally from prompt optimization480

techniques. While prompt optimization focuses on481

iteratively refining instructions to improve perfor-482

mance , C-CoC emphasizes structured cognitive483

pathways for creative generation.484

5.2 C-CoC Performance485

Table 1 presents the performance comparison be-486

tween the baseline approach and our C-CoC frame-487

work across different product categories. The488

scores (0-100 scale) represent creativity and prac-489

tical applicability for image generation based on490

human expert evaluations.491

Our C-CoC framework demonstrates consistent492

improvements across all evaluation dimensions and493

product categories. The enhancements range from494

8.33 to 19.53 percentage points, with Electronics495

products showing the most substantial gains in the496

Volume dimension (+19.53). On average, C-CoC497

achieves a 12.23 percentage point improvement498

(approximately 20% relative gain) over the baseline499

approach.500

The qualitative example in Table 3 illustrates501

how C-CoC transforms a conventional product de-502

scription into a visually rich narrative. While the503

baseline provides a straightforward depiction of a504

facial moisturizer, the C-CoC-generated descrip- 505

tion incorporates metaphorical storytelling, vivid 506

color symbolism, dynamic spatial composition, and 507

contextual environment integration. 508

Product Facial moisturizer with SPF protection

Baseline A bottle of facial moisturizer with SPF protec-
tion placed on a white bathroom counter. The
product appears in good lighting, showing its
label clearly.

C-CoC A radiant bottle of facial moisturizer with SPF
protection stands like a sentinel at the edge of
a sun-drenched desert landscape. The warm
golden light of dawn bathes the scene, while the
moisturizer casts a protective blue aura around a
miniature female figure emerging from the bot-
tle. The background transitions from parched,
cracked earth to smooth, hydrated skin, visually
narrating the product’s transformative journey.
Crystal-clear droplets of moisture hover in the
air, refracting rainbow prisms of light that sym-
bolize both hydration and sun protection.

Table 3: Comparative example of baseline and C-CoC
descriptions for a facial moisturizer.

This transformation clearly demonstrates the ef- 509

fectiveness of our cognitive framework in enhanc- 510

ing creative expression while maintaining visual 511

coherence and product relevance. 512

5.3 LLM Evaluation Analysis 513

As a secondary exploration, we examined whether 514

current LLMs could effectively evaluate creative 515

descriptions compared to human judgments. The 516

results, summarized in Tables B.2.1 and 6, indicate 517

significant limitations in this capability. 518

Overall, we observed weak correlations between 519
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LLM and human evaluations across all models520

and dimensions. The highest Spearman correla-521

tion was just 0.112 (for Background dimension),522

with most values hovering near zero or slightly neg-523

ative. MSE values averaged around 2.6 on our 0-5524

scale, indicating substantial deviations from human525

judgments.526

Among the dimensions, LLMs showed527

marginally better alignment with human judgments528

on Background creativity compared to other dimen-529

sions. Interestingly, we found no clear correlation530

between model size and evaluation capability,531

suggesting that current scaling approaches may not532

inherently improve creative assessment abilities.533

These findings highlight the complexity of the534

VCD task and indicate that while our C-CoC frame-535

work significantly enhances creative description536

generation, automated evaluation of such descrip-537

tions remains challenging and requires further re-538

search.539

6 Discussion540

Our C-CoC framework’s effectiveness stems from541

several key cognitive principles. By structuring cre-542

ativity into discrete stages (decomposition, base ex-543

pression, cognitive shift, and realization), it mirrors544

hierarchical human creative processes (Finke et al.,545

1996) while maintaining semantic coherence. The546

framework implements cross-domain conceptual547

blending (Fauconnier and Turner, 2008), integrat-548

ing ideas from disparate domains to create novel549

yet interpretable metaphorical representations. Ad-550

ditionally, C-CoC’s multi-dimensional approach551

(addressing plot, color, volume, and background)552

enables targeted enhancement across specific as-553

pects while preserving overall coherence.554

This structured approach produces significant555

improvements across all evaluated dimensions,556

with particularly notable gains in Volume creativ-557

ity. The structured cognition allows LLMs to sys-558

tematically enhance spatial arrangements and com-559

position balance—elements crucial for visual im-560

pact but often challenging to articulate. By decom-561

posing the creative process, C-CoC guides LLMs562

through incremental transformations rather than at-563

tempting direct leaps from conventional to creative564

descriptions, resulting in outputs that maintain co-565

herence while introducing novelty.566

The VCD generation task introduces unique chal-567

lenges as a dual optimization problem balancing568

creative novelty with practical executability. De-569

scriptions must be both imaginative and realizable 570

by T2I systems, requiring careful consideration 571

of both artistic merit and technical feasibility. Our 572

framework addresses this tension through its staged 573

approach, ensuring that creative transformations re- 574

main grounded in the original product attributes 575

while introducing metaphorical and narrative ele- 576

ments that enhance visual appeal. 577

The evaluation of visual creativity itself presents 578

challenges due to its subjective nature and multi- 579

dimensional character. Traditional metrics for text 580

generation fail to capture the nuanced aspects of 581

creative quality, necessitating expert human evalu- 582

ation across multiple dimensions. Our evaluation 583

methodology provides a structured approach to this 584

assessment, offering a foundation for future work 585

on automated metrics for creative text evaluation. 586

7 Conclusion 587

We introduce Visual Creative Description genera- 588

tion as a formal task, addressing a critical gap in 589

creative content generation. Our work makes two 590

primary contributions to computational creativity 591

research. First, we propose the Cognitive Chain-of- 592

Creativity framework, which structures the creative 593

generation process according to established cogni- 594

tive science principles. By systematically modeling 595

multiple dimensions of visual expression, C-CoC 596

demonstrates significant improvements over base- 597

line approaches across diverse product categories, 598

highlighting the efficacy of cognitively-informed 599

approaches to creative text generation. Second, 600

we develop the PAINT dataset, featuring creative 601

descriptions across numerous product categories 602

with fine-grained annotations along several cog- 603

nitive dimensions. This resource provides a stan- 604

dardized benchmark for evaluating creative gener- 605

ation systems and enables a more nuanced assess- 606

ment of computational creativity. Bridging cogni- 607

tive science and computation, our work advances 608

theory and practice, crucially instilling structured, 609

cognitive reasoning in AI creative processes. Its 610

broader implications include democratizing con- 611

tent creation, offering novel human-benchmarked 612

evaluation paradigms for computational creativ- 613

ity, and fostering nuanced human-AI collaboration. 614

Grounding generation in cognitive principles en- 615

hances AI’s practical capabilities, deepens theoreti- 616

cal understanding of creativity, and guides future 617

development of versatile, culturally-aware AI co- 618

creators. 619
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Limitation620

The PAINT dataset focuses on product advertise-621

ments, which may limit the generalizability of our622

findings to other creative domains such as artistic623

illustrations or social media content. The complex-624

ity of the annotation task, which involves multiple625

dimensions and requires a voting mechanism to626

ensure consistency, also restricted the size of the627

dataset. Future work should aim to expand the628

dataset to capture a broader range of creative con-629

texts, which will allow for a more comprehensive630

evaluation of C-CoC’s versatility.631

Additionally, our evaluation was based solely on632

textual inputs, overlooking the potential of multi-633

modal models, which combine vision and language.634

While this approach isolates linguistic creativity, it635

misses the opportunity to leverage modern vision-636

language models for grounded aesthetic reasoning,637

which could yield richer insights. Moreover, all638

human evaluations were conducted by annotators639

from similar cultural backgrounds, potentially in-640

troducing bias in color symbolism and narrative641

preference. Cross-cultural validation is essential642

for more global applications.643

Finally, the C-CoC framework employs a linear644

creative process, whereas human creativity is of-645

ten recursive, involving ongoing refinement. The646

staged approach used here may oversimplify the647

dynamic interactions between concept generation648

and critical evaluation in more complex creative649

workflows.650

Ethics Statement651

This study adheres to all relevant ethical guide-652

lines. The dataset and model utilized are publicly653

available and employed in accordance with their re-654

spective licenses. Ethical standards were followed655

throughout the annotation process, with informed656

consent obtained from all annotators. It should657

be noted that this text was initially drafted with658

the assistance of an AI language model to enhance659

its clarity and accuracy. Moreover, we conducted660

rigorous internal reviews to further guarantee that661

every step in this study, from data collection to662

model deployment, strictly adhered to the highest663

ethical benchmarks.664
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A PAINT Dataset851

A.1 Dataset Composition852

The PAINT dataset comprises 330 entity expres-853

sions derived from 33 product categories (10 sam-854

ples per category). These expressions serve as seed855

inputs for our creative generation pipeline.856

A.2 Generation Framework857

From this foundation, we synthesized 1,980 de-858

scriptions utilizing our three-phase C-CoC process,859

structured as follows:860

Concept Decomposition (1 Layer)

Base Expression (1 Layer)

Cognitive Shift (4 Layers)

Figure 4: Hierarchical structure of the C-CoC genera-
tion process

The six-step generation process is illustrated in861

Figure 7, showing how input data undergoes de-862

composition, expression generation, and cognitive863

shifts.864

For each Base Expression and Cognitive Shift,865

images were generated, resulting in 1650 images.866

These images primarily served as a reference for867

the generated descriptions. Human evaluators pro-868

vided 7920 annotations, where the ratings were869

mainly focused on the textual descriptions. How-870

ever, when the image description aligned with the871

text, the evaluators also considered the aesthetic872

quality of the images, including factors such as vi-873

sual appeal, clarity, and relevance to the generated874

description.875

A.3 Diversity Analysis876

Metric Plot Color Vol. Bg.

Distinct-1 0.804 0.820 0.814 0.799
Distinct-2 0.978 0.982 0.981 0.972
Self-BLEU-1 0.164 0.197 0.202 0.225
Self-BLEU-2 0.049 0.061 0.052 0.096

Table 4: LEXICAL DIVERSITY BY DIMENSION

The dataset shows high diversity in Distinct-877

1 and Distinct-2, especially at the phrase level878

(Distinct-2), with values close to 0.98 for all di- 879

mensions, indicating significant variation in the 880

text content and low redundancy. 881

B Evaluation Metrics 882

B.1 Cognitive Transition Evaluation Criteria 883

This study designs four independent evaluation cri- 884

teria based on four cognitive transition dimensions 885

θk ∈ {θplot, θcolor, θvolume, θbackground}. For each ex- 886

pression object i ∈ I , the scores before and after 887

cognitive transition are calculated for each dimen- 888

sion θk.The Prompts are illustrated in Figure5 889

B.1.1 LLM Scoring Mechanism 890

For each expression object i ∈ I and each cognitive 891

transition dimension θk, the large language model 892

(LLM) is required to score the text before cogni- 893

tive transition Tbase,i and the text after cognitive 894

transition Tshift,i,k: 895

abase
i,k , ashift

i,k 896

Then, the cognitive transition increment is calcu- 897

lated: 898

∆Smodel
i,k = ashift

i,k − abase
i,k 899

where: 900

• If ∆Smodel
i,k > 0, it indicates that the cognitive 901

transition in this dimension has enhanced the 902

creativity of the text. 903

• If ∆Smodel
i,k < 0, it indicates that the cogni- 904

tive transition in this dimension has made the 905

description too abstract or inconsistent with 906

the visual expression logic, lowering the text 907

quality. 908

B.1.2 Human Annotation and Ground Truth 909

Construction 910

To ensure the reliability of Ground Truth, each 911

cognitive transition data point is evaluated by three 912

independent annotators j ∈ J . For each expression 913

object i ∈ I , the three individual scores for each 914

cognitive transition dimension θk are obtained: 915

(abase
i,k,j , a

shift
i,k,j), j ∈ J 916

The cognitive transition increment for each annota- 917

tor is then calculated as: 918

∆Shuman
i,k,j = ashift

i,k,j − abase
i,k,j 919

Next, the voting system is applied based on the 920

signs of the increments reported by the annotators: 921

12



• If two or more annotators report a positive922

increment, the cognitive transition is classified923

as a positive improvement.924

• If two or more annotators report a non-positive925

increment (i.e., negative or zero), the cognitive926

transition is classified as a negative decrease.927

The final cognitive transition score is determined928

by averaging the scores of the majority vote:929

∆Shuman
i,k =

1

|Jmajority|
∑

j∈Jmajority

(ashift
i,k,j − abase

i,k,j)930

where Jmajority represents the annotators who be-931

long to the majority vote.932

For each cognitive transition increment, the clas-933

sification of positive, negative, or discrepant cases934

is as follows:935

• Positive Increment: If ∆Smodel
i,k > 0 and936

∆Shuman
i,k > 0, the cognitive transition is clas-937

sified as a positive improvement.938

• Negative Increment: If ∆Smodel
i,k < 0 and939

∆Shuman
i,k < 0, the cognitive transition is clas-940

sified as a negative decrease.941

• Discrepant Case: If the model and human942

judgments are in opposite directions, the cog-943

nitive transition is classified as discrepant.944

B.1.3 Annotator Identity945

The annotation process involves five postgraduate946

students who possess extensive expertise in natural947

language processing. This ensures the reliability948

and consistency of the annotated data. Their back-949

ground in NLP contributes to the rigor and accuracy950

of the cognitive transition assessments, thereby en-951

hancing the credibility of the annotations.952

B.2 Consistency Evaluation Between LLM953

and Human Ratings954

To assess whether the LLM has the ability to judge955

creative transitions, we calculate the consistency956

between its scores and human ratings.957

B.2.1 Spearman Rank Correlation958

For each cognitive transition dimension θk, the959

Spearman Rank Correlation between the LLM960

score ∆Smodel
i,k and human score ∆Shuman

i,k is cal-961

culated:962

ρk =

∑
i∈I(R

mod
i,k − R̄mod

k )(Rhum
i,k − R̄hum

k )√∑
i∈I(R

mod
i,k − R̄mod

k )2
√∑

i∈I(R
hum
i,k − R̄hum

k )2
963

where: 964

• Rmodel
i,k and Rhuman

i,k are the rank values of the 965

model and human scores, respectively. 966

• R̄model
k and R̄human

k are the mean values of the 967

model and human scores, respectively. 968

• A higher ρk indicates that the model’s scoring 969

is closer to human judgment. 970

For the complete data, refer to Table??. 971

B.2.2 Mean Squared Error (MSE) 972

The mean squared error (MSE) between the LLM 973

score and the human score is calculated: 974

MSEk =
1

|I|
∑
i∈I

(∆Smodel
i,k −∆Shuman

i,k )2 975

where: 976

• A lower MSEk indicates that the LLM’s 977

scores are closer to human ratings. 978

For the complete data, refer to Table 6. 979

C Testing Model list 980

We tested the following models in this study: 981

• Google: 982

– google/gemma-2-27b-it (GemmaTeam, 983

2024) 984

– google/gemma-2-9b-it (GemmaTeam, 985

2024) 986

• Meta: 987

– meta-llama-3.3-70b-instruct (MetaAI, 988

2024b) 989

– meta-llama-3.2-11b-vision-instruct 990

(MetaAI, 2024c) 991

– meta-llama-3.1-405b-instruct (MetaAI, 992

2024a) 993

• Anthropic: 994

– anthropic/claude-3-haiku (Anthropic, 995

2024) 996

• Microsoft: 997

– microsoft/phi-4 (Abdin et al., 2024) 998

• Amazon: 999

– amazon/nova-lite-v1 (Intelligence, 2024) 1000
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• Deepseek:1001

– deepseek-V3 (DeepSeek-AI, 2024)1002

• OpenAI:1003

– gpt-4o-mini (OpenAI, 2024)1004

D Annotation Instructions1005

This section provides a concise overview of the1006

annotation process. Detailed instructions are dis-1007

played in Figures 8 and 9, while the Label Studio1008

interface setup is shown in Figure 10.1009

D.1 Overview1010

The annotation tasks are divided into four cate-1011

gories: 1. Story Creativity 2. Color Creativity 3.1012

Volume Creativity 4. Background Creativity1013

Each category has specific evaluation criteria,1014

which include analyzing the text description, com-1015

paring it with the corresponding creative picture,1016

and scoring based on creativity and relevance. An-1017

notators are required to follow standardized proce-1018

dures to ensure consistency and accuracy.1019

D.2 Scoring Guidelines1020

The scoring system ranges from 0 to 5 points, as1021

described in the instructions. Higher scores indi-1022

cate better alignment with task requirements and1023

increased novelty in the described scenes.1024
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Model Plot Color Volume Background

GPT-4o-mini -1.7% 0.1% -3.4% 8.3%
Llama-3.3-70B -6.3% 2.5% 8.8% 1.8%
Llama-3.2-11B-Vision -7.1% -3.1% 4.5% 0.5%
DeepSeek-V3 0.9% -2.0% -6.7% 1.5%
Nova-lite-V1 -0.7% 2.0% -2.9% 7.9%
Gemma-2-27B 4.3% -1.1% 1.8% 6.7%
Phi-4 -0.4% -1.1% -7.9% 5.7%
Gemma-2-9B -4.2% 3.2% 0.8% 4.3%
Claude-3-Haiku -0.2% -3.8% -5.2% 11.2%
Llama-3.1-405B -2.2% 4.1% 1.0% -3.3%

Table 5: Spearman correlation coefficients (expressed as percentages) across different dimensions. Positive values
indicate positive correlation, negative values indicate negative correlation. Highest absolute values are in bold.

Model Plot Color Volume Background Average

GPT-4o-mini 2.962 2.573 2.640 2.546 2.680
Llama-3.3-70B 2.847 2.536 2.402 2.648 2.608
Llama-3.2-11B-Vision 2.981 2.746 2.492 2.686 2.726
DeepSeek-V3 2.797 2.709 2.655 2.656 2.704
Nova-lite-V1 2.894 2.573 2.629 2.411 2.627
Gemma-2-27B 2.734 2.620 2.519 2.466 2.589
Phi-4 2.877 2.638 2.617 2.486 2.654
Gemma-2-9B 2.842 2.524 2.561 2.547 2.618
Claude-3-Haiku 2.896 2.701 2.656 2.467 2.705
Llama-3.1-405B 2.778 2.441 2.431 2.672 2.581

Table 6: Mean Squared Error (MSE) for each model across different creativity dimensions (lower is better). Best
results are in bold, second best are underlined.

Model Plot Color Volume Background Average

Acc F1 Acc F1 Acc F1 Acc F1 Acc F1

GPT-4o-mini 51.23 51.45 51.69 19.49 44.00 44.51 48.31 37.31 48.33 41.71
Llama-3.3-70B 55.36 66.50 49.84 55.65 59.28 70.45 50.49 59.14 55.53 65.61
Llama-3.2-11B-Vision 45.76 40.57 47.71 19.19 39.68 20.43 43.93 37.36 45.76 40.57
DeepSeek-V3 44.85 31.12 48.00 28.09 38.77 26.57 44.92 19.73 44.85 31.12
Nova-lite-V1 52.38 57.81 52.00 45.07 46.15 50.42 55.38 60.49 52.38 57.81
Gemma-2-27B 55.53 65.61 49.50 52.63 55.37 64.78 54.61 62.70 55.53 65.61
Phi-4 53.19 62.33 46.91 57.43 52.62 60.51 52.92 52.04 53.19 62.33
Gemma-2-9B 55.05 65.71 49.69 57.45 57.14 69.47 54.61 62.70 55.05 65.71
Claude-3-Haiku 44.24 27.92 49.35 28.96 37.94 15.72 48.31 37.31 44.24 27.92
Llama-3.1-405B 54.41 64.86 51.69 60.94 53.62 64.96 53.61 64.96 54.41 64.86

Table 7: Classification performance (Accuracy and F1 score, %) across different creative dimensions. Best results
are in bold, second best are underlined.
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LLM Evaluation Prompts

Creative Plot Evaluation:
text_A and text_B have slight differences. Please choose (text_A or text_B) as the more suitable text for image advertisement
description, rate it, and briefly explain the reason.
Score_A: [], Score_B: [], Reason: [].
Scoring Guide: - 0 points: Both texts perform almost equally under the given criterion - 1 point: Slight preference - 2-3
points: Moderate preference - 4-5 points: Strong and confident preference
Evaluation Criteria: 1. Does it introduce novel elements or situations? 2. Does it vividly depict surreal scenes? 3. Do
surreal elements align with the overall theme? 4. Does it integrate surreal imagination with realistic foundations? 5. Does
it avoid using abstract descriptions (e.g., "beautiful melody")? 6. Is it suitable as an image ad for the following product:
{title}?

Color Creativity Evaluation:
text_A and text_B have slight differences. Please choose (text_A or text_B) as the more suitable text for image advertisement
description, rate it, and briefly explain the reason.
Score_A: [], Score_B: [], Reason: [].
Scoring Guide: - 0 points: Both texts perform almost equally under the given criterion - 1 point: Slight preference - 2-3
points: Moderate preference - 4-5 points: Strong and confident preference
Evaluation Criteria: 1. Does it creatively combine colors with scenes or objects? 2. Does it use unconventional color
terminology? 3. Do the colors enhance visual appeal without disrupting image coherence? 4. Does it avoid using abstract
descriptions (e.g., "beautiful melody")? 5. Is it suitable as an image ad for the following product: {title}?

Volume Creativity Evaluation:
text_A and text_B have slight differences. Please choose (text_A or text_B) as the more suitable text for image advertisement
description, rate it, and briefly explain the reason.
Score_A: [], Score_B: [], Reason: [].
Scoring Guide: - 0 points: Both texts perform almost equally under the given criterion - 1 point: Slight preference - 2-3
points: Moderate preference - 4-5 points: Strong and confident preference
Evaluation Criteria: 1. Does it use specific terms to describe volume changes? 2. Does it effectively convey interactions
between the main subject and other elements? 3. Does the volume of the subject enhance visual impact and highlight product
features? 4. Does it avoid using abstract descriptions (e.g., "beautiful melody")? 5. Is it suitable as an image ad for the
following product: {title}?

Background Creativity Evaluation:
text_A and text_B have slight differences. Please choose (text_A or text_B) as the more suitable text for image advertisement
description, rate it, and briefly explain the reason.
Scoring Guide: - 0 points: Both texts perform almost equally under the given criterion - 1 point: Slight preference - 2-3
points: Moderate preference - 4-5 points: Strong and confident preference
Evaluation Criteria: 1. Does the scene break conventional reality frameworks? 2. Does the background align with the ad
theme? 3. Does the scene design exhibit artistic appeal? 4. Does it avoid using abstract descriptions (e.g., "beautiful
melody")? 5. Is it suitable as an image ad for the following product: {title}?
Score_A: [], Score_B: [], Reason: [].

Figure 5: LLM evaluation prompts for the four dimensions of creative description quality assessment.

Generation Process Prompts

System Prompt: you are a helpful AI agent
User Prompt 1 (Product Explanation): Explain in one sentence what this is. The product is {title}, and its description is
as follows: {description}
User Prompt 3 (Original Image Description): You need to construct an advertisement image, 70 words, directly describing
this image, about the product: [{title}]
User Prompt 4 (Plot Transformation): Make the story more magical and surreal, 70 words. Adjust the following description:
[{previous}]. Requirements: 1. The transformed content should be an image description, without metaphorical expressions.
2. The image description should be about {title}. 3. Reverse the functionality of objects: give common objects features
or functions that do not belong to them. Examples (do not use the ideas in these examples): • A chair that is crying. •
A lightbulb with a meadow growing inside. 4. Contradiction and contrast: Combine completely different things in the same
image to create strong contrast. Examples (do not use the ideas in these examples): • A block of ice that is burning. • A
smiling face with mechanical gears flowing out. 5. Visual fusion and deformation: Combine multiple objects or elements to
create surreal visual effects. Examples (do not use the ideas in these examples): • A face blended with a landscape, with
eyes as the sky and mouth as a river. • A bird’s wings turn into book pages, slowly unfolding.
User Prompt 5 (Color Transformation): Change the colors to make the scene more surreal, 70 words. Adjust the following
description: [{previous}] Requirements: 1. The transformed content should be an image description, without metaphorical
expressions. 2. The image description should be about {title}. 3. Imagine a color that does not match reality based on the
product’s characteristics: assign unrealistic colors to ordinary objects to enhance surrealism. Examples (do not use the
ideas in these examples): • A red sky with a blue sun floating in it. • Purple trees growing in a green ocean.
User Prompt 6 (Volume Transformation): Change the size of the subject to make the scene more surreal, 70 words. Adjust
the following description: [{previous}]. Requirements: 1. The transformed content should be an image description, without
metaphorical expressions. 2. The image description should be about {title}. 3. Imagine changing the size ratio of objects
based on the product’s characteristics, making them look both familiar and bizarre. Examples (do not use the ideas in these
examples): • A giant hand holding a forest. • A cup large enough to contain an entire lake.
User Prompt 7 (Background Transformation): Change the scene to make it more surreal, 70 words. Adjust the following
description: [{previous}]. Requirements: 1. The transformed content should be an image description, without metaphorical
expressions. 2. The image description should be about {title}. 3. Imagine a scene that defies logic based on the product’s
characteristics: place objects in completely unrealistic environments. Examples (do not use the ideas in these examples):
• A house floating in the air. • Ocean waves hitting the ceiling instead of the floor.
User Prompt 8 (Base Transformation to 60-word Prompt): Transform into a text-to-image prompt with descriptive expressions.
Use exactly 60 English words. The content to be transformed is: {previous}

Figure 6: Step-by-step generation prompts for creating surreal advertisement descriptions across the four creative
dimensions: plot, color, size, and background.
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Figure 7: Generation Overview
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Figure 8: Annotation instruction1

Figure 9: Annotation instruction2
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Figure 10: Label Studio Setting
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