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1 Workshop Summary

Post-training, encompassing techniques like Supervised Fine-Tuning (SFT) and Reinforcement Learning
(RL), is no longer a mere final step for task-specific adaptation. It is evolving into a compute-intensive phase
in its own right, crucial for unlocking the full potential of foundational models and optimizing for critical
downstream behaviors. Yet, the science of post-training, at scale, remains in its infancy.

Both the academic and industrial research landscape is already signaling the importance of this shift. While
models from organizations like DeepSeek and xAl (with Grok) have reportedly dedicated post-training
compute budgets that are a significant fraction of their pre-training compute, parallely academic labs are
focusing on developing principled ways to scale post-training [Tan et al., 2025, He and Cao, 2025, Du et al.,
2025], and democratizing frameworks like SkyRL [Griggs et al., 2025]. This dramatic increase in RL compute
is only growing across frontier LLM generations, with more than 10X increase from ol to 03 [OpenAl, 2025]
and a similar leap from Grok-3 to Grok-4 [xAT Team, 2025]. This demonstrates that scaling post-training is
both a future-looking academic question as well as a present-day industrial imperative.

This Workshop on Scaling Post-Training for LLMs (SPOT) is motivated by the urgent need to
establish rigorous and scalable methodologies, design choices, and approaches for post-training.
While today’s design choices in pre-training are made with a core focus on their ability to scale, a similar
"scaling laws" mindset for post-training is largely absent. Our goal is to catalyze a systematic understanding
of how post-training scales, across algorithms, data regimes, infrastructure, and objectives, and to identify
the open questions that must be addressed to turn post-training into a science of its own.

While many existing workshops focus on specific applications of post-training, such as reasoning, planning,
or agentic behavior, our goal is distinct. This workshop centers on the foundational principles that make
post-training itself scale effectively, regardless of its end use. We aim to examine the design choices and
bottlenecks that influence post-training efficiency, stability, and asymptotic performance across all paradigms
- SFT, RL, and beyond.

Overview of Discussion Topics— The workshop will cover a range of topics, including, but not limited to:

Algorithmic insights to scaling Post-training effectively: Which SFT and RL formulations, objective
choices, and reward-modeling strategies enable stable and compute-efficient scaling? Emerging studies have
begun probing off-policy training [Zheng et al., 2025, Piche et al., 2025], the relative learning contributions of
SFT and RL [Schulman and Lab, 2025], and the role of diversity in reward signals [Zhu et al., 2025, Chen
et al., 2025]. Each of these factors impacts both the asymptotic performance attainable at scale and the
sample efficiency required to reach it. An ideal goal is to understand how such algorithmic insights can be
unified into a scaling-law perspective for post-training.

Specialized systems to accelerate Post-training: Large-scale post-training introduces unique engineering
bottlenecks, often distinct from pre-training. Topics such as training—inference kernel mismatches [He and
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Lab, 2025], rollout latency [Fu et al., 2025], distributed training and inference [Mika et al., 2025, Intellect,
2025], or KV-cache management under long contexts [Aghajohari et al., 2025] directly affect scalability and
throughput, and hence efficiency of post-training.

Architectural choices and their impact at scale: Architectural advances, such as local-global atten-
tion [Team et al., 2025, Meta AT, 2025], and sparse mixture-of-experts (MoE) [Fedus et al., 2022, Obando-Ceron
et al., 2024], have redefined the compute—capability tradeoff in post-training. Similar fundamental questions
remain: Is a single, unified post-trained model the optimal path, or should we focus on developing ecosystems
of specialized models that can be orchestrated as agents? How do architectural choices influence sample
efficiency, generalization, and stability at scale?

Role of Data in scaling Post-training: Data remains a central driver of performance and efficiency at
scale. In pre-training, it’s known to affect both the performance as well as efficiency [Li et al., 2025, Everett,
2025]. We need to understand data’s corresponding principles in post-training. Moreover, as the scale of
post-training continues to grow, new questions emerge around the role of synthetic data. What are the scaling
laws of synthetic data in post-training? How does it affect the diversity and overall generalization?

Environment design and safety in real-world Post-training: Post-training expands beyond code and
mathematics into multimodal, embodied, and experimental domains that require lab-based or physically
grounded setups (e.g., RL for scientific discovery). Each introduces distinct challenges for environment design,
evaluation fidelity, and safety.

Efficient and Dense Feedback from the environment: As models grow larger and tasks more complex,
verifying post-training outcomes has become a major bottleneck. In many cases, evaluation cost rivals or
exceeds training cost [Zhang et al., 2025]. Building efficient and dense verification methods remains central
to scalable post-training.

This workshop aims to bring together diverse perspectives from academic and industrial researchers and
practitioners, to share practical experiences, and to outline a clear research direction toward building a
principled science of post-training at scale.

2 Invited Speaker/Panelists Information

This workshop will feature senior scholars with extensive expertise in LLMs, RL, reasoning, training infras-
tructure, data curation, who will deliver keynote presentations about science of scaling post-training. The
invited speakers are as follows:

Speaker /Panelist Affiliation Tentative Topic/Area
Nouha Dziri Allen Institute of Al Safety and general post-training
Rishabh Agarwal Periodic Labs Scaling Laws for RL
Aakanksha Chowdhary Stanford / Reflection Al Open source RL at large scale
Sanmi Koyejo Stanford Trustworthiness for large scale post-trained models
Jiantao Jiao UC Berkeley / Nvidia Large scale post-training for verifiable agents
Junyang Lin Qwen Team Open source post-training at large scale
Sami Jaghouar Prime Intellect Large scale distributed post-training
Yuandong Tian Meta Scalable post-training
Cho-Jui Hsieh UCLA / Google Effect of data on post-training

Table 1: List of speakers and panelists, their affiliations, and tentative topic of their talks.

Nouha Dziri, Allen Institute of AI (Confirmed), Nouha Dziri is a Research Scientist at the Allen
Institute for AT (AI2), where she co-leads the safety and post-training efforts for building OLMo [Groeneveld
et al., 2024], a highly capable and truly open large language model (LLM) designed to advance Al research
and democratize access to powerful language technologies. Her research focuses on understanding the limits
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of Transformer architectures and their inner mechanisms. Her work “Faith and Fate” explores the boundaries
of Transformers on reasoning tasks. She also studies alignment in LLMs, contributing to research such as
“Roadmap to Pluralistic Alignment,” “Finegrained RLHF,” and “RewardBench,” the first comprehensive
evaluation framework for reward models. Her research has been featured in TechCrunch, Le Monde, The
Economist, Science News, and Quanta Magazine. Previously, she collaborated with several leading researchers
in the field, including Siva Reddy at Mila/McGill, Hannah Rashkin, Tal Linzen, David Reitter, Diyi Yang,
and Tom Kwiatkowski at Google Research NYC, as well as Alessandro Sordoni and Geoff Gordon at Microsoft
Research Montreal.

Rishabh Agarwal, Periodic Labs (Confirmed), is a founding member of Periodic Labs and an Adjunct
Professor at McGill University. His research focuses on the intersection of reinforcement learning (RL) and
large language models (LLMs), aiming to build more general and capable learning systems. Previously, he
worked on reinforcement learning and reasoning at Meta, and before that was a Staff Research Scientist
at Google DeepMind, contributing to advances in generalization and sample-efficient learning. Rishabh
completed his PhD at Mila under the supervision of Aaron Courville and Marc Bellemare, and also spent a
year with Geoffrey Hinton’s team at Google Brain, Toronto. He earned his undergraduate degree in Computer
Science and Engineering from IIT Bombay, and his prior work on Deep Reinforcement Learning has been
recognized with an Outstanding Paper Award at NeurIPS.

Aakanksha Chowdhary, Stanford / Reflection AI (Tentative), is a founding member of Reflection
AT where she is advancing the frontier of agentic large language models by applying reinforcement learning
techniques to develop autonomous, self-improving Al agents. She also holds the position of Adjunct
Professor at Stanford University, she co-teaches CS329A: Self-Improving Al Agents (Fall/Winter 2025) and
serves as Program Chair for MLSys 2026. Previously, she was the technical lead of Google’s 540-billion-
parameter PaLM model and a lead researcher on the Gemini project, contributing to large-scale pre-training,
scaling, and fine-tuning of large language models. Before Google, she served as a technical lead for several
interdisciplinary research programs at Microsoft Research and Princeton University spanning machine learning
and distributed systems. She earned her Ph.D. in Electrical Engineering from Stanford University, where her
dissertation received the Paul Baran Marconi Young Scholar Award for outstanding scientific contributions in
communications and the Internet. Her work has been recognized with Outstanding Paper Awards at MLSys
2022 and 2023, among other honors.

Sanmi Koyejo, Stanford University (Confirmed), is an Assistant Professor in the Department of
Computer Science at Stanford University. Koyejo was previously an Associate Professor in the Department
of Computer Science at the University of Illinois at Urbana-Champaign. Koyejo’s research interests are
in developing the principles and practice of trustworthy machine learning, focusing on applications to
neuroscience and healthcare. Koyejo completed a Ph.D. at the University of Texas at Austin, and postdoctoral
research at Stanford University. Koyejo has been the recipient of several awards, including a best paper
award from the conference on uncertainty in artificial intelligence, a Skip Ellis Early Career Award, a Sloan
Fellowship, a Terman faculty fellowship, an NSF CAREER award, a Kavli Fellowship, an IJCAI early career
spotlight, and a trainee award from the Organization for Human Brain Mapping. Koyejo spends time at
Google as a part of the Brain team, serves on the Neural Information Processing Systems Foundation Board,
the Association for Health Learning and Inference Board, and as president of the Black in AI organization.

Jiantao Jiao, UC Berkeley / NVIDIA (Confirmed), is a professor of Electrical Engineering & Computer
Sciences and Statistics at UC Berkeley, where his work spans generative Al and foundation models. He is
deeply involved in fostering collaboration between academia and industry, with research funded by the NSF,
OpenAl, Meta, Google, among others. He also co-founded and served as CEO of Nexusflow.ai, a startup
focused on the post-training of LLM agents, which was later acquired by NVIDIA. He is currently Director of
Research & Distinguished Scientist at NVIDIA, where he is focused on advancing the frontier of Artificial
Superintelligence.

Junyang Lin, Qwen Team (Tentative), is a researcher and engineer at the M6 Team, DAMO Academy,
Alibaba Group, and a core maintainer of the Qwen Team, where he builds large language and multimodal
models. His work focuses on large-scale pretraining, multimodal learning, and downstream applications. He
led the development of M6, China’s first large-scale multimodal pretraining system, and OFA, a unified
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multimodal multitask framework achieving state-of-the-art results on benchmarks such as MSCOCO and VQA.
His research bridges large-scale model training with real-world applications across Alibaba’s Al ecosystem.

Sami Jaghouar, Prime Intellect (Confirmed), is a founding research engineer at Prime Intellect, where
he leads work on decentralized and large-scale model training. He is one of the core authors of INTELLECT-1,
a globally distributed 10B parameter LLM, and contributed to INTELLECT-2, a 32B reasoning model trained
via asynchronous RL. His interests lie at the intersection of distributed learning, reinforcement learning, and
infrastructure for scale, with a vision toward open and community-driven Al.

Yuandong Tian, Meta (Confirmed), is a Research Scientist Director in Meta Al Research (FAIR), leading
the group of reasoning, planning and decision-making with Large Language Models (LLMs). He is the project
lead for OpenGo project that beats professional players with a single GPU during inference, serves as the
main mentor of StreaminglL.LLM and GaLore that improve the training and inference of LLM, and is the
first-author recipient of 2021 ICML Outstanding Paper Honorable Mentions DirectPred and 2013 ICCV Marr
Prize Honorable Mentions Hierarchical Data Driven Descent, and also received the 2022 CGO Distinguished
Paper Award CompilerGym. Prior to that, he worked in Google Self-driving Car team in 2013-2014 and
received a Ph.D in Robotics Institute, Carnegie Mellon University in 2013.

Cho-Jui Hsieh, UCLA / Google (Confirmed), is an Associate Professor of Computer Science at UCLA
and a Research Scientist at Google. His research focuses on algorithms and optimization techniques for
large-scale machine learning, including improving model efficiency, training speed, prediction performance,
and robustness. He received his Ph.D. in Computer Science from the University of Texas at Austin, advised
by Prof. Inderjit Dhillon, and his M.S. from National Taiwan University under Prof. Chih-Jen Lin. Before
joining UCLA, he was an Assistant Professor at UC Davis and a visiting scholar at Google.

3 Tentative Schedule and Organizational Details

3.1 Tentative Schedule

Our workshop will be conducted in an in-person format. The program will feature six invited talks, each
lasting 35 minutes (30 minutes for the presentation and 5 minutes for Q&A), along with six contributed talks
of 10 minutes each, selected from submitted papers. In addition, there will be two ~1-hour poster sessions
and a 1-hour panel discussion focused on the future of scaling post-training. Although the workshop will be
in person, to foster engagement and interaction among remote attendees, who could not join in-person, a
dedicated chat platform will be available, ensuring seamless communication throughout the workshop.

Table 2: Workshop Schedule

Time Arrangement

08:50-09:00 Introduction and Opening Remarks

09:00-09:35 Invited Talk #1

09:35-10:10 Invited Talk #2

10:10-10:40 Oral Presentations (3 presentations, 10 mins each)
10:40-11:00 Coffee Break

11:00-11:35 Invited Talk #3

11:35-12:30 Poster Session 1

12:30-13:30 Break (Lunch)

13:30-14:05 Invited Talk #4

14:05-14:40 Invited Talk #5

14:40-15:10 Oral Presentations (3 presentations, 10 mins each)
15:10-15:45 Invited Talk #6

15:45-16:45 Panel Discussion: Prospects & Pitfalls of Scaling Post-Training of LLMs
16:45-17:45 Poster Session 2

17:45-18:00 Paper Award and Closing Remarks



https://samsja.github.io/
https://yuandong-tian.com/
https://scholar.google.com/citations?hl=en&user=Wy89g4IAAAAJ&view_op=list_works&sortby=pubdate

3.2 Estimated Audience Size

Our workshop is designed for researchers and practitioners with a strong interest in machine learning and
NLP, with a focus on LLMs Post-training. Based on the success of previous workshops on related topics, the
relevance of the proposed agenda, and the appeal of our invited speakers, we anticipate a consistent in-person
attendance of 300-400 participants, with a total reach of 500-600 attendees over the course of the event.

3.3 Important Dates for Review Process
We will follow the suggested dates by ICLR.

e Workshop paper submission deadline: January 30, 2026.
e Workshop paper notification date: February 27, 2026.
e Final workshop program, camera-ready: April 1, 2026.

3.4 Support for Tiny or Short Papers

In addition to full-length papers (6-8 pages), we will follow the ICLR workshop guidelines by offering
a Tiny/Short Papers track. This track will include 2-4 page submissions focused on implementations
and evaluations of unpublished but simple ideas, moderate yet self-contained theoretical results, follow-up
experiments or re-analyses of published work, or fresh perspectives on existing publications. This format
provides an opportunity for underrepresented, resource-constrained, or early-career researchers to receive
feedback and engage in discussions at ICLR.

3.5 Funding

We are currently in discussion with Liner AT regarding a sponsorship of approximately $5,000 USD. This
support will be directed toward enabling the participation of early-career researchers and practitioners, with
a focus on individuals from underrepresented backgrounds. The funds will primarily be used to cover ICLR
registration fees and travel expenses for the aforementioned researchers.

4 Diversity and Inclusion Statement

The organizing committee is strongly committed to cultivating diversity and inclusion across research
disciplines, career stages, and personal identities. From the outset, we have prioritized balanced representation
among our invited speakers and contributors. To further support inclusion, we will actively engage with
established communities and networks, such as WiML, Black in AI, LXAI, and Queer in AI, to encourage
participation from women and other underrepresented groups through paper submissions and open discussions.
Key aspects of our workshop’s diversity and inclusion plan are outlined below:

Diversity of Topics: The workshop encompasses a broad spectrum of themes related to post-training,
including theoretical foundations, algorithmic design, system and infrastructure optimization, data-centric
analysis, and the study of post-training across diverse environments beyond reasoning or coding tasks. We
also highlight the safety, reliability, and alignment dimensions of post-training. This diversity of focus areas
is intended to bring together researchers from multiple subcommunities, foster interdisciplinary dialogue, and
catalyze new collaborations. Our invited speakers similarly reflect this topical breadth.

Diversity of Speakers: Our speaker lineup reflects diversity across gender, ethnicity, career stage, and
professional background. Two of our invited speakers identify as female, and others identify as male. The
group includes individuals identifying as Black, Asian, Indian, European, Mediterranean, and American.
In terms of seniority, we have two assistant professors, one associate professor, three individuals with joint
appointments in academia and industry, five primarily from industry, and three from early-stage startups.
Each speaker brings distinct expertise from a different area of post-training research and application.

Diversity of Organizers: Our organizing committee consists of eight members, including two who identify
as female. The team spans multiple career stages—from faculty (one assistant professor and one full professor)
to graduate students (one second-year and two senior PhD students), as well as professionals in industry at
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varying levels, including an early-career ML engineer at Microsoft, a software engineer at Meta, a research
scientist, and a principal scientist at GDM. Organizers represent diverse institutions such as UT Austin,
UC Berkeley, UCL, Microsoft, Meta, and Google. Notably, four of the eight organizers have extensive prior
experience organizing workshops at major venues including ICLR, NeurIPS, ICCV and ICML.

5 Organizing Committee

The organizing committee consists of both junior and senior members working broadly along scalable post-
training recipes. Several members have extensive experience organizing workshops at major machine learning

conferences, including NeurIPS, ICLR, ICCV and ICML.

Devvrit Khatri (PhD student at UT Austin): Devvrit is a 5" year PhD student at UT Austin, advised
by Prof. Inderjit Dhillon. His research interests lie in Large Scale Machine Learning, with a focus on efficiency
and scalability. His work encompasses building fundamental ML algorithms that exhibit strong empirical
performance coupled with real-world deployability. Many of his works, like MatFormer [Devvrit et al., 2024],
and DiskANN [Jayaram Subramanya et al., 2019] have been integrated into the workflows of Google and
Microsoft, among other organizations.

Sewon Min (Assistant Professor at UC Berkeley). Sewon is an Assistant Professor at the University
of California, Berkeley (EECS) and a Research Scientist at the Allen Institute for AT (AI2). She is affiliated
with the Berkeley Artificial Intelligence Research (BAIR) Lab and the Berkeley NLP Group. Her research
focuses on Natural Language Processing and Machine Learning, particularly on Large Language Models
(LLMs), with an emphasis on understanding and advancing how LLMs leverage large-scale text corpora.
She received her Ph.D. in Computer Science & Engineering from the University of Washington, advised by
Hannaneh Hajishirzi and Luke Zettlemoyer. During her Ph.D., she was a part-time visiting researcher at
Meta AI/FAIR, and interned at Google Research and Salesforce Research. She holds a B.S. in Computer
Science and Engineering from Seoul National University.

Rishabh Tiwari (PhD Student at UC Berkeley): Rishabh is a Ph.D. student in the Berkeley Artificial
Intelligence Research (BAIR) lab at UC Berkeley’s Department of Electrical Engineering and Computer
Sciences (EECS), advised by Prof. Kurt Keutzer. His research focuses on efficient deep learning, with recent
works on mitigating simplicity bias without bias labels and advancing network architecture optimization
through network pruning algorithms. Before joining Berkeley, Rishabh was a Pre-Doctoral Researcher at
Google DeepMind, where they worked with Dr. Pradeep Shenoy on developing algorithms to improve the
group-robustness of neural networks. Beyond academia, Rishabh serves as a founding member and senior
researcher at Transmute Al Labs, a nonprofit research organization dedicated to mentoring undergraduate
students and fostering independent, high-impact Al research.

Nan Rosemary Ke (Research Scientist at Google DeepMind): Rosemary is a Research Scientist at
Google DeepMind, where she builds reasoning systems for math, code, and decision-making. Her recent work
focuses on advancing the reasoning capabilities of the Gemini family, including Gemini and Gemini 2.5, where
she has been a key contributor to reasoning research. Previously, her research centered on causality and
modularity in deep learning, and her current interests broadly span strengthening the reasoning capabilities
of large models across diverse domains. She completed her Ph.D. at Mila with Professors Yoshua Bengio and
Chris Pal. During her Ph.D., she also spent time at Google DeepMind, Meta AT Research, and Microsoft
Research Montreal. She was named a Rising Star in Machine Learning and a Rising Star in EECS, and
received the Facebook Fellowship.

Gagan Jain (Applied Scientist at Microsoft AI): Gagan is an Applied Scientist at Microsoft AI. His
research focuses on generative modeling and efficiency, with current explorations in retrieval augmented
generation, planned discrete diffusion and game-theoretic perspectives on post-training. Previously, he was a
pre-doctoral researcher in the Machine Learning and Optimization team at Google DeepMind, Bangalore,
advised by Dr. Sujoy Paul and Dr. Prateek Jain. At DeepMind, he worked on Gemini pre-training, efficient
large multi-modal architectures, and theoretical guarantees for collaborative bandit approaches. Gagan
earned his B.Tech (Hons.) in Mechanical Engineering from IIT Bombay, with minors in Computer Science
and Machine Intelligence, where he focused on autonomous driving with Amit Sethi.
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e Lovish Madaan (PhD student at UCL/Meta): Lovish is a PhD researcher in Artificial Intelligence
at Meta Al and UCL NLP, focusing on thinking models, synthetic data, and improved evaluation methods.
Previously, he worked at Google Research India in the Machine Learning and Optimization team with Prateek
Jain and Srinadh Bhojanapalli, where he explored inference-efficient machine learning and natural language
processing. He holds a B.Tech and M.Tech in Computer Science and Engineering from the Indian Institute of
Technology, Delhi, where he worked with Parag Singla, Sayan Ranu, and Aaditeshwar Seth on a range of
research projects.

e Kurt Keutzer (Professor at UC Berkeley): Kurt is a Professor Emeritus in the Department of Electrical
Engineering and Computer Science at the University of California, Berkeley, where he has been a faculty
member since 1998. He received his Ph.D. in Computer Science from Indiana University in 1984. Prior to his
academic career, he worked at AT&T Bell Laboratories and served as Chief Technical Officer and Senior Vice
President of Research at Synopsys, Inc.. At Berkeley, his research focuses on systems issues related to the
application of deep learning in areas such as computer vision, speech recognition, natural language processing,
and finance. He has co-authored six books and over 250 refereed articles, and was elected a Fellow of the
IEEE in 1996. In 2015, he co-founded DeepScale, a company specializing in efficient deep neural networks for
automotive applications, which was acquired by Tesla in 2019.

e Prateek Jain (Director, Google DeepMind India): Prateek is a Principal Scientist and Director at
Google DeepMind India, where he leads the Machine Learning and Optimization team. He earned his Ph.D.
from UT Austin and his B.Tech from II'T Kanpur. His research focuses on machine learning, efficient and
elastic inference of large models, retrieval and indexing, rigorous non-convex optimization and reinforcement
learning. Prateek regularly serves on the senior program committees of top machine learning conferences and
is on the editorial boards of leading journals including JMLR and SIMODS. He has received multiple best
paper awards, including the 2020 Best Paper Award from the IEEE Signal Processing Society, as well as the
Young Alumnus Award from IIT Kanpur in 2021 and the ACM India Early Career Researcher Award in 2022.

5.1 Advisors

We are grateful to have Ion Stoica (Professor at UC Berkeley), Inderjit Dhillon (VP, Google Fellow at
Google and Professor at UT Austin) and Mihir Sanjay Kale (Research Engineer at Meta) as advisors for our
workshop.

6 Previous Related Workshops and Novelty

Our proposed Workshop on Scaling Post-training for LLMs (SPOT) builds upon a series of recent
ICLR workshops that have explored aspects of large-scale learning, reasoning, and alignment in foundation
models. While these prior venues focused on applications or reliability, none systematically addressed the
scaling science of post-training itself — the study of how compute, data, and algorithms interact to
determine post-training efficiency and asymptotic performance.

Among the most relevant prior workshops are:

e Reasoning and Planning for Large Language Models — examined reasoning and decision-making abilities
of post-trained models, motivating the need to understand how such capabilities emerge with scale.

e Reliable and Responsible Foundation Models — focused on the trustworthiness and robustness of
foundation models, emphasizing post-training as a key stage for alignment.

o Data-centric Machine Learning Research (DMLR) — explored how data scaling laws and data curation
impact performance, a perspective crucial for understanding data efficiency in post-training.

e Open Science for Foundation Models — promoted transparency, reproducibility, and open evaluation in
foundation model research, aligning closely with our workshop’s commitment to shared post-training
benchmarks and reproducible scaling studies.
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e Building Trust in LLMs and LLM Applications — investigated evaluation, interpretability, and safety
practices for aligned LLMs, which intersect with the verification and stability dimensions of scalable
post-training.

These workshops collectively highlight the growing recognition that post-training is central to the reliability
and performance of modern LLMs. However, their primary emphasis has been on applications and evaluation,
rather than the underlying scaling dynamics of post-training. The SPOT workshop aims to bridge this
gap by bringing together diverse perspectives from academic and industrial researchers and practitioners, to
share practical experiences, and to outline a clear research direction toward building a principled science of
post-training at scale.

7 Access, Advertising and Outreach

To ensure broad visibility and active participation, we will implement a coordinated outreach strategy
combining web presence, visual media, and social engagement. We have a dedicated workshop website
(https://spoticlr.github.io/) which will serve as the central hub for all information, including the call for
papers, submission instructions, speaker details, and schedule, and will later host recordings and accepted
papers to promote long-term accessibility. We will design a professional digital poster and social media banners
to circulate across academic mailing lists and research groups (e.g., BAIR, FAIR, DeepMind, AI2, etc). The
call for submissions and speaker announcements will be widely shared on X (Twitter) and LinkedIn through
the organizers’ and invited speakers’ accounts, collectively reaching a broad audience of researchers and
practitioners in large-scale learning and reinforcement learning. Through these combined efforts, we expect
to attract a diverse and engaged audience spanning academia, industry, and open research communities.
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