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ABSTRACT

A common Test-Time Scaling (TTS) strategy for Large Language Models (LLMs)
reasoning is allocating additional computation during inference to generate longer
Chains-of-Thoughts (CoTs). However, simply scaling CoT length often intro-
duces redundancy and aimless exploration, which can paradoxically degrade per-
formance. We propose that effective TTS requires a shift from merely length-
ening reasoning to actively steering reasoning trajectory, thereby directing addi-
tional computation toward productive reasoning. To this end, we propose SAE-
Scaling, a framework for fine-grained control over an LLM’s reasoning trajectory.
SAE-Scaling first employs Sparse Autoencoders to identify and disentangle inter-
pretable features associated with five key reasoning strategies: Problem Under-
standing, Procedural Planning, Backtracking, Multi-perspective Verification, and
Hypothesis Reasoning. Next, we train a lightweight strategy router that dynami-
cally chooses a reasoning strategy at each step of the reasoning trajectory. By ac-
tively manipulating the strategy-specific feature during generation, SAE-Scaling
steers the CoT to follow a target reasoning strategy, thereby channeling the ad-
ditional computation to more productive reasoning. Experiments on three LLMs
across three challenging reasoning benchmarks show a 68% average success rate
in controlling reasoning strategies alongside an average absolute accuracy gain of
3.6% over the vanilla baseline, highlighting the effectiveness of SAE-Scaling.

1 INTRODUCTION

Test-Time Scaling (TTS) has emerged as a promising direction in improving Large Language Mod-
els (LLMs) on complex reasoning tasks such as mathematical problem solving and code genera-
tion (Jaech et al.,2024; OpenAl} 2025; Guo et al., |2025). An effective strategy of TTS is to allocate
additional computation for producing longer Chains of Thought (CoTs) (Wei et al.|, 2022)), as evi-
denced by the success of GPT-03 (OpenAlL|2025) and DeepSeek-R1 (Guo et al., [2025). These long
CoTs incorporate human-like reasoning strategies such as verification and backtracking (Gandhi
et al., 2025} Marjanovi¢ et al. [2025; [Pan et al.| 2025} |[Kumar et al., 2025), which significantly
improve both the accuracy and the robustness of LLMs (Snell et al., |2025; [Zaremba et al., 2025;
Muennighoff et al., 2025).

To extend CoTs for TTS while avoiding expensive training, recent studies have been exploring
training-free strategies. Several popular approaches scale the CoT length by inserting special tokens
(e.g., wait) late in the reasoning process (Muennighoff et al.| [2025). Alternative methods identify
and manipulate length-related control vectors within the hidden-state space of LLMs to generate
longer CoTs (Sun et al., [2025; Tang et al., 20255 Chen et al., 2025). However, these extended CoTs
often contain repetitive arguments or aimless explorations, undermining the overall effectiveness of
TTS (Zeng et al.,[2025;|Gema et al.,[2025)). This issue stems from extended CoTs adopting erroneous
reasoning strategies. As illustrated in Figure [Th, when the reasoning path contradicts the original
question, repeated calculation verification offers no remedy. Instead, LLM should be steered to
re-understand the problem itself.

To address this issue, we formalize a new task: reasoning steering for controllable TTS. Instead of
blindly extending CoTs, this task aims to actively steer the LLM’s reasoning process by controlling
the underlying reasoning strategies. A critical challenge in this task is to steer the LLM to follow
a pre-specified reasoning strategy. Existing vector-steering methods (Sun et al., [2025} |Sheng et al.,
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Figure 1: (a) Overview of SAE-Scaling. During inference, the strategy router identifies an effec-
tive reasoning strategy for the given context and steers the extended CoT towards this strategy by
manipulating SAE features, yielding a more productive reasoning trajectory. (b) Performance of
Qwen3-8B on AIME2S. By steering the reasoning strategy, we achieve better performance under
the same amount of additional test-time computation.

2025)), however, are inadequate for this purpose. Their control vectors primarily affect CoT length
without aligning with discrete reasoning strategies (see detailed analysis in Section [2).

To overcome this, we propose leveraging Sparse Autoencoders (SAEs) (Huben et all [2024) to
decompose the LLM’s hidden states into a sparse set of interpretable and monosemantic fea-
tures (Bricken et all [2023)). Specifically, a well-trained SAE will project the low-dimensional,
strategy-entangled hidden states of an LLM into a high-dimensional, disentangled feature space.
This projection aims to isolate strategy-specific features in the high-dimensional space, thereby pro-
viding disentangled control vectors for reasoning strategy steering.

In this light, we propose SAE-Scaling, a controllable TTS framework to steer LLMs’ reasoning
to follow effective reasoning strategies. SAE-Scaling first trains an SAE to decompose the LLM’s
hidden states into a large set of disentangled features via sparsity and reconstruction constraints. It
then applies a multi-stage pipeline to identify strategy-specific features from the large set of SAE
features. This pipeline progressively filters features using correlation logits, causal effect, and task
accuracy, balancing identification efficiency with accuracy. By treating these strategy-specific fea-
tures as control vectors and shifting the hidden states of LLMs during decoding, we can steer the
LLM to follow the corresponding reasoning strategy. Moreover, to avoid manual intervention on
strategy selection, SAE-Scaling trains a lightweight strategy router via contrastive learning (van den
Oord et al., [2018). This router assesses the ongoing reasoning context to dynamically select an
effective strategy for subsequent generation.

We conduct extensive experiments on three LLMs of varying scales over three challenging math-
ematical reasoning benchmarks. The results show that SAE-Scaling achieves an average of 68%
success rate in reasoning strategy control, alongside an average absolute accuracy improvement of
3.6% over the vanilla baseline, underscoring the effectiveness of SAE-Scaling.

In summary, our contributions are threefold: (1) We pioneer the task of explicit reasoning strategy
control for CoT generation, and propose SAE-Scaling to disentangle and identify strategy-specific
features for reasoning steering. (2) We propose a multi-stage pipeline to progressively identify
strategy-specific features, addressing the challenge of efficient feature selection from the massive
set of SAE features. (3) Extensive experiments validate the effectiveness and rationality of the
proposed SAE-Scaling framework, showing the significant potential of controlling LLLMs’ reasoning
trajectory for TTS.

2 PRELIMINARY

Reasoning Steering. We formulate the task of reasoning steering, which aims to control LLMs’
reasoning strategy by directly manipulating their internal states. In a standard autoregressive set-
ting, an LLM generates the next token y; based on the prefix Yo; = {y1,...,¥:—1}. The LLM
processes Y., through its L transformer layers, producing a sequence of residual stream activations

{x},x?,...,xF}. In vanilla decoding, these activations remain unmodified. Reasoning steering
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departs from this by injecting a control vector Ax® at a specific layer i:

X" =x! + o AXY, (1)
where a € R is a coefficient controlling the steering strength. The activation x,? then re-
places x; and is propagated through the remaining layers, influencing the final generation. By
repeating this intervention for N consecutive tokens, the LLM produce a steered trajectory Y’/ =
{¥i¥is1- - Yo n_1)- Given a pre-specified reasoning strategy s, the goal of reasoning steering
is to construct Ax® that ensures the steered trajectory Y aligns with s.

Conceptual Entanglement of Vector Steering. Previous methods typically derive control vec-
tors by contrasting activations from disparate reasoning behaviors (Tang et al., 2025} |Chen et al.,
2025;Zhu et al.; 2025). For example, they compute the activation difference between long and short
CoT trajectories to obtain a vector that modulates reasoning strength (Sun et al.| 2025). How-
ever, a key limitation of such control vectors is conceptual entanglement (Elhage et al. 2022;
Yang et al., [2025b)). They often conflate multiple reasoning strategies, rendering them insepara-
ble. Consequently, their manipulation yields only coarse-grained effects, such as altering reasoning
length (Sheng et al., 2025), but lacks the precision required to steer the LLM towards a specific
reasoning strategy. To overcome this limitation, we leverage SAEs to decompose LLM activations
into a basis of disentangled and interpretable features (Bricken et al., [2023), enabling fine-grained
strategic control.

3 METHOD

Due to limited space, we refer to Appendix |C| for Related Work. In this section, we present SAE-
Scaling, a controllable TTS framework that steers LLMs’ reasoning trajectory by controlling its
reasoning strategy. We first describe how we steer the reasoning strategies by manipulating strategy-
specific features identified in the SAE (Section [3.1]), and outline the pipeline used to discover these
features (Section [3.2). We then introduce a strategy router that dynamically chooses the effective
reasoning strategy for a given reasoning context (Section [3.3).

3.1 REASONING STEERING WITH DISENTANGLED SAE FEATURES

We train SAEs to disentangle and identify strategy-specific features, which then serve as the control
vectors for reasoning steering. As illustrated in Figure 2h, an SAE is an encoder—decoder archi-
tecture trained to represent an input activation as a sparse linear combination of learned feature
directions. Given a residual stream activation x € R¥ it encodes x into a sparse feature activation
vector s € RM™ (M >> N) and reconstructs it as X:

Ss=0 (Wenc (X - bdec) + benc) s 2)
X = Wdecs + bdem (3)

where W € RV*M b o € RM W € RMXN by € RY, and o is an activation function.

The SAE is trained to satisfy a dual objective: (1) minimizing the reconstruction error ||x — %||% and
(2) enforcing a sparsity restriction, which dictates that the reconstruction must be constructed from
only a few active latent directionsﬂ This training process enables the SAE to approximate x as a
sparse linear combination of the decoder rows:

M
X & baec + 3 5i(X)f; (4)
=1

where each row f; of W .. corresponds to a disentangled and interpretable latent direction, which
we refer to as a feature throughout the paper. The coefficients s;(x) are the i-th component of the
activation vector s, indicating the activation strength of each feature for the input x.

A key benefit of this decomposition is that the sparsity objective encourages monosemantic-
ity (Bricken et al., 2023): each learned feature tends to capture a single concept, significantly

"We enforce sparsity via a Top-K activation function, which only retains the K largest activation values
and sets the rest to zero, following|Gao et al.[(2025)).
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Figure 2: (a) Overview of the SAE architecture. (b) Our strategy-specific feature identification
pipeline. Numbers below the arrows indicate the approximate count of features retained, highlight-
ing the orders-of-magnitude reduction at each stage.

mitigating the feature entanglement (Huben et al., 2024). We aim to identify features f, that are
associated with specific reasoning strategies (see identification methods in Section[3.2). By using f
as the control vector Ax in Eq.[I} we steer the LLM’s reasoning strategy by repeatedly injecting f
into the residual stream activations at the SAE-trained layer ¢ for the next IV generation steps:

X;ik:Xi-&-k_'—a'fS? k=0,1,....N—1 4)
where « is the steering strength. The selection of « is a trade-off: excessively large values cause
repetitive outputs (Fu et al., [2021), while excessively small values fail to steer effectively. For each

feature, we determine « by searching downwards from an empirically chosen high value, iteratively
decreasing it until repetitive generation is eliminated (see Appendix [D.]for details).

3.2 IDENTIFICATION OF STRATEGY-SPECIFIC FEATURES

A central challenge in SAE-based reasoning steering is to identify the few critical, strategy-specific
features from a vast pool of tens of thousands of candidates. To this end, we propose a three-
stage identification pipeline that progressively narrows the feature set using criteria of increasing
fidelity and computational cost. As shown in Figure[2b, the process begins with a broad, inexpensive
screening based on logit contributions, followed by a more rigorous causal effect ranking stage, and
culminates in a final selection based on direct impact on downstream task accuracy.

Stage 0: Strategy Selection and Keyword Extraction. As a preliminary step, we first select a
set of reasoning strategies for steering and then extract representative strategy keywords. These
keywords serve as a computationally efficient proxy to identify features potentially correlated with
a given strategy in Stage 1. As shown in Figure [I| we focus on five reasoning strategies : (1)
Problem Understanding, where the LLM rephrases the problem statement, clarifying its constraints
and interpreting the given information; (2) Procedural Planning, where the LLM defines a sub-
task or outlines a plan for the subsequent reasoning process; (3) Backtracking, where the LLM
identifies a mistake in its own previous reasoning and attempts to correct it or revert to a prior step;
(4) Multi-Perspective Verification, where the LLM attempts to verify its conclusion by applying a
different method or examining specific cases; and (5) Hypothesis Reasoning, where the LLM makes
an assumption or poses a “what if”” scenario to explore possibilities or test certain conditions.

While other reasoning strategies may exist, we focus on these five as they are frequent, effective, and
widely adopted in prior work (Gandhi et al., 2025} [Zhong et al.l 2024). For each selected strategy,
we extract strategy keywords following the approach of|Galichin et al.[(2025). Briefly, we first create
a strategy-specific corpus by manually identifying reasoning segments in the LLM’s responses. We
then extract the most frequent words from each corpus to serve as strategy keywords. Ultimately,
this stage identify five distinct reasoning strategies, each associated with a curated set of keywords
(see Appendix for the full list and identification details).

Stage 1: Logit-based Recall. In the first stage, we aim to distill a small set of promising candi-
dates from tens of thousands of SAE features using a low-cost and highly efficient process. This
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is accomplished by selecting features that positively influence the logits of strategy keywords. The
guiding hypothesis is that features which substantially increase these keyword logits are more likely
to steer the LLM toward the corresponding reasoning strategy. We estimate each feature’s direct logit
contribution to strategy keywords using logit lens (Nanda & Bloom| |2022} nostalgebraist, [2020),
which is highly efficient as it requires only a single matrix multiplication.

Formally, recalling from Section the SAE decoder matrix Wye. € RM*N contains the dis-
entangled feature f; as its i-th row. Let U € RY*V be the LLM’s unembedding matrix, mapping
activations to logits over the vocabulary of size V. We calculate the logit contribution of all features
simultaneously by calculating the logit contribution matrix L € RM*V:

L=Wg U (6)

where each row L; . represents the logit contribution of feature f; across the entire vocabulary. For
each feature, we then examine the top-10 tokens that have the largest positive logit contributions
for each feature, and recall the feature if (i) at least n of these tokens are strategy keywords and (ii)
each such keyword’s logit contribution exceeds a threshold 7. This recall step is highly selective,
narrowing the candidate pool from tens of thousands of features to several hundred.

Stage 2: Causal Effect Ranking. In the second stage, we refines the candidate features from
Stage 1 by ranking them based on their causal effect on strategy induction. This enables us to more
accurately identify features that are truly effective for steering. We quantify the casual effect as the
Average Treatment Effect (ATE) (Rubin, |1974), computed on a small validation set P (e.g., several
problem-answer pairs).

Formally, for each problem p and its response prefix Y., in P, we generate a subsequent /V-token
trajectory Y’ under two distinct conditions. Under the treatment condition (do(T = 1)), Y’ is
generated using reasoning steering with the candidate feature fs as control vector, as described in
Eq. In contrast, the control condition (do(T" = 0)) generates Y’ via standard autoregressive
decoding. Let R, € {0, 1} be the outcome variable indicating whether Y aligns with strategy s for
problem p The ATE of feature f; is then estimated as:

ATE(f,) = Epep[ Ry | do(T =1) ] — Epep[ Ry | do(T = 0) ] @)

which quantifies the average increase in the probability that the LLM follows strategy s as a direct
result of manipulating feature fﬂ A feature is retained if ATE(f;) > J. This process yields a set of
approximately ten steering-capable features for each strategy.

Stage 3: Task Accuracy Ranking. The final stage ranks features by their direct impact on task
accuracy. This step is necessary because the causal ranking from Stage 2 only confirms a feature’s
ability to control the reasoning strategy, not its utility in improving task performance. By filtering
for accuracy, we ensure our final feature set is both steering effective and practically useful. To
do this, we first collect a set of problems from the validation set that the LLM initially answers
incorrectly. For each incorrect answer, we extended its reasoning trajectory by applying reasoning
steering, using each steering-capable feature individually as a control vector. We then measure the
proportion of these initial errors that are subsequently corrected, which we define as the correction
rate. For each of the five target reasoning strategies, we select the Top-k features with the highest
correction rates as its final feature set.

3.3 DYNAMIC STRATEGY SELECTION

Reasoning strategies can be controlled either manually or by an automatic strategy router. Here we
train a lightweight router via contrastive learning to select the effective strategy based on current
reasoning context, thereby obviating the need for manual intervention.

Specifically, we instantiate the strategy router as a bi-encoder architecture (Karpukhin et al., [2020).
A context encoder, E.(-), embeds the current reasoning state (represented by the final token of the

*This alignment can be assessed either by human annotators or by an LLM-as-judge. In Appendix we
discuss the methodology of using LLM-as-judge and validate its reliability against human judgments.

3We set the sampling temperature to 0 when estimating ATE to remove confounding effects from sampling
randomness.
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response prefix Y<), and a feature encoder, E¢(-), projects each strategy-specific feature f; into the
same representation space. The effective scores between the context and a feature is then computed
as the dot product of their respective embeddings:

score(Yey, £5) = (Ec(Yer), Ef(£s)) ®)

The router is trained using the InfoNCE loss (van den Oord et al., 2018)), which encourages higher
effective scores for positive context—feature pairs and lower effective scores for negative ones:

escore(Y<,, ,fj)

L(Y_, £1 £ oo B ) = —log

s 1 7s, 1

9

—
6score(Y<t,f;") + 224:1 escore(Y<t,fs)k)

where (Y., f;) is labeled as a positive pair if steering with feature £ leads to a correct final answer.
All other pairings for that context are treated as negative pairs. At inference time, for a given context
Y. we compute score(Y4, f) for all candidate features f; and select the feature with the highest
effective score as the selected features to steer the LLM.

4 EXPERIMENTS

In this section, we conduct experiments to address the following research questions:

* RQ1: Can our SAE-based reasoning steering method, leveraging the identified features, reliably
steer LLMs’ reasoning strategy?

* RQ2: Can our proposed SAE-Scaling framework improve performance of LLMs on complex
reasoning tasks?

* RQ3: What are the specific contributions of each key component of our framework, and how
sensitive is the overall performance to its critical hyperparameters?

4.1 EXPERIMENT SETUP

Datasets and Evaluation Protocol. Our method is evaluated on three challenging math reasoning
benchmarks: AIME’24, AIME’25 (AIME, 2025), and HMMT (Balunovic et al., [2025). A strict
separation is maintained between these test sets and the corpora used for SAE training, feature
identification, and router training (see Appendix for training corpora details). To evaluate the
steering success rate, we use GPT-4o0 as an automated judge, whose reliability is confirmed by a high
agreement rate (0.82) with human annotators (see Appendix [D.4] for details). To assess reasoning
performance, we report the average accuracy across eight sampled outputs per problem.

Implementation Details. We implement our framework on three Qwen3 models (8B, 14B, and
32B) (Team, 2025b)), training SAEs on the final transformer layer’s residual activations. This layer
is chosen because it is closest to the unembedding layer, which facilitates a more accurate estimation
of feature contributions to the output logits (nostalgebraist,2020). For sampling, we set the temper-
ature to O during steering effectiveness evaluations to eliminate confounding effects from sampling
stochasticity. For other experiments, we adopt the officially recommended temperature of 0.6. For
feature selection, we set the Top-k=3 to retaine the top three features from candidates, yields a final
of 15 strategy-specific features in total (three per strategy). And we intervene the first 512 generated
tokens for reasoning steering. More implementation details are provided in Appendix

4.2 EFFECTIVENESS OF SAE-BASED REASONING STEERING (RQ1)

In this section, we evaluate whether our identified strategy features can achieve fine-grained control
over an LLM’s reasoning strategy. We fisrt conduct quantative analysis. Specifically, we evaluate
on a randomly sample 100 responses from the AIME dataset. As a comparison baseline, we test
directly boosting the logits of the corresponding strategy-related keywords for controlling strategies.
The results are shown in Table[I] from which we make the following observations:

(1) SAE-based steering consistently yields high steering success rates (all > 50%), validating our
pipeline’s ability to identify effective strategy-specific features;
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Table 1: Steering effect of five reasoning strategies evaluated on Qwen3-8B. Keyword denotes
keyword-boosting baseline, while SAE denotes our SAE-based reasoning steering.

Strategy Steering Success Rate BLEU-4 ROUGE-L
Keyword SAE Keyword SAE Keyword SAE
Problem Understanding 0.14 0.52 0.8695 0.2900 0.8641 0.3044
Procedural Planning 0.72 0.84 0.3823 0.3757  0.3932 0.3604
Backtracking 0.27 0.58 0.5301 0.3486  0.5218  0.3264
Multi-Perspective Verification 0.47 0.79 0.5611 0.3237  0.5569  0.3262
Hypothesis Reasoning 0.45 0.65 0.5586 0.2869  0.5546 0.2988

2

3)

In contrast, keyword-boosting baseline consistently underperforms SAE-based steering, with
success rates dropping as low as 14% for Problem Understanding and 27% for Backtracking.
This suggests our SAE features capture complex strategic patterns beyond simple amplifying
the logit of strategy keywords;

SAE-steered responses exhibit lower word-level (BLEU-4) and sentence-level (ROUGE-L) sim-
ilarities to the unsteered counterparts compared to baselines. This suggests that SAE-based
steering produces substantially different outputs, rather than making minor, localized edits.

We further present a case study in Figure |3| to illustrate the su-
periority of our SAE-based reasoning steering. Without any
steering, the LLM attempts to verify its answer by testing dif-
ferent values of m. The keyword-boosting baseline proves su-
perficial: while it forces the model to generate a target key-
word like “another”, it fails to alter the reasoning strategy. In
contrast, our SAE-based reasoning steering successfully steer
the LLM to a follow Multi-Perspective Verification strategy,
where the LLM try to approaches the problem in another meth-
ods. This case qualitatively corroborates our quantitative find-
ings (lower BLEU/ROUGE), confirming that our method in-
duces deep, structural changes to the reasoning path, not just
superficial edits. Additional examples are available in Figure[7}

No steering:
Wait, m=132 is the first one with four primes. But let me check
m=132 again. Is there a smaller m?

Wait, m=105: 10931=17x643. Two primes.

Direct increase logit:

Wait, m=132 is the first one with four primes. But let me check
m=another value. For example, m=another number where the
expression could be composite with more factors.

SAE-based reasoning steering:

Alternatively, maybe | can think of another approach. Maybe
the original problem is similar to the Euler's prime-generating
polynomial but with a different constant term. Maybe the
numbers can be factored in another way.

Figure 3: Case study of steering.

4.3 OVERALL PERFORMANCE (RQ2)

In this section, we evaluate the overall performance of SAE-Scaling. We compare our approach
against Budget Forcing (Muennighoff et al.| [2025), which extends the reasoning trajectory by ap-
pending wait tokens. For both methods, we begin with the initial LLM outputs and extend their
reasoning trajectories by four additional turns. We then report the accuracy and reasoning length
after two and four extension turns. The results, presented in Table 2] reveal three key findings:

)]

2

3)

Both Budget Forcing and SAE-Scaling exhibit consistent accuracy improvements as the num-
ber of extension turns increases. With four additional extension turns, SAE-Scaling and Budget
Forcing achieve average absolute accuracy gains of 3.6% and 2.2%, respectively. This con-
firms that allocating additional computation budget and generating longer Chains-of-Thought
generally benefits LLM performance (Snell et al.l 2025).

SAE-Scaling (2 turns) outperforms Budget Forcing (4 turns) on most of datasets, and also
achieves a higher average accuracy across all three LLMs. This highlights the importance of
selecting effective reasoning strategies during TTS: by steering the LLM towards more effective
reasoning strategies, SAE-Scaling generates more productive reasoning trajectories, achieving
better accuracy with less additional computation.

The largest gains of SAE-Scaling occur within the first two turns, where the reasoning length
increases by 20% on average, but accuracy rises by 3.05% in absolute average accuracy. In
contrast, the next two turns add an additional 10% to the reasoning length while yielding only a
0.55% accuracy gain. This may because that under effective strategy guidance, most correctable
reasoning errors are resolved early in the extension process, while later turns mainly address
harder or less recoverable errors, resulting in diminishing returns.



Under review as a conference paper at ICLR 2026

Table 2: Comparison of accuracy (Acc) and reasoning length (Token) on three datasets across three
LLMs. The best results are highlighted in bold, the second-best results are underlined. We extend
the initial answers using Budget Forcing and SAE-Scaling for four extension turns.

Model Method AIME24 AIME25 HMMT Average
Acc  Token | Acc  Token | Acc Token | Acc  Token
Vanilla Baseline 0.7667 14597 | 0.6958 18024 | 0.4125 20111 | 0.6250 17577
+ Budget Forcing (2 turn)  0.7833 42994 | 0.7125 44249 | 0.4417 +3707 | 0.6458 +3650
Qwen3-8B + Budget Forcing (4 turn)  0.7917  +4268 | 0.7167 +5422 | 0.4542 +5132 | 0.6542 +4947
+ SAE-Scaling (2 turn) 0.7875 +3139 | 0.7292 +3583 | 0.4500 +3721 | 0.6556 +3481
+ SAE-Scaling (4 turn) 0.7917 +4518 | 0.7375 +5178 | 0.4583 +5451 | 0.6625 +5049
w/o router (4 turn) 0.7833  +4508 | 0.7292 +4888 | 0.4542 +5508 | 0.6556 +4968
Vanilla Baseline 0.7833 13593 | 0.7333 16416 | 0.4708 18426 | 0.6625 16145
+ Budget Forcing (2 turn)  0.7833  +2325 | 0.7500 +2615 | 0.4833 +3337 | 0.6722 +2759
Qwen3-14B + Budget Forcing (4 turn)  0.7875  +3637 | 0.7500 +3764 | 0.4833 +4967 | 0.6736 +4123
+ SAE-Scaling (2 turn) 0.7958 +2791 0.7583 +2988 | 0.5208 +3951 | 0.6916 +3243
+ SAE-Scaling (4 turn) 0.8042 +4304 | 0.7625 +4498 | 0.5208 +5573 | 0.6958 +4792
w/o router (4 turn) 0.7958 +3914 | 0.7625 +4483 | 0.5125 +5589 | 0.6903 +4662
Vanilla Baseline 0.8208 13002 | 0.7500 15766 | 0.5292 17776 | 0.7000 15515
+ Budget Forcing (2 turn)  0.8250 +1994 | 0.7708 +2686 | 0.5625 +3096 | 0.7194 +2592
Qwen3-32B + Budget Forcing (4 turn)  0.8333  +3366 | 0.7750 +4052 | 0.5708 +4563 | 0.7264 +3994
+ SAE-Scaling (2 turn) 0.8375 +3239 | 0.7792 +2942 | 0.5833 +3782 | 0.7333 +3321
+ SAE-Scaling (4 turn) 0.8417 +4928 | 0.7833 +4798 | 0.5875 +5879 | 0.7375 +5202
w/o router (4 turn) 0.8375 +4558 | 0.7792 +4768 | 0.5708 +5458 | 0.7292 +4928
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Figure 4: Impact of extended reasoning turns on performance. Results are for Qwen3-32B on
AIME24. More results for other LLMs are reported in Appendix Figure @

4.4 IN-DEPTH ANALYSIS (RQ3)

In this section, we aim to assess the contribution of our strategy router and the sensitivity of SAE-
Scaling to key hyperparameters. First, an ablation study verifies the router’s effectiveness. Second,
we investigate the impact of three hyperparameters on performance: the number of intervention
turns, the number of intervention tokens, and the Top-k feature selection.

Ablation Study. We assess the strategy router’s contribution by replacing it with a random feature
selection mechanism, denoted as “w/o Router”. The results in Table [2 highlight two findings: (1)
Our router-guided SAE-Scaling (2 turns) matches or surpasses the performance of random selection
(4 turns), achieving higher average accuracy across all LLMs. This demonstrates the router’s ability
to identify effective strategies in early turns. (2) Even the random selection baseline outperforms
the Budget Forcing baseline. We attribute this to our pipeline’s third stage, which ranks all features
based on task accuracy, ensuring their practically useful.

Impact of Extension Turns. We investigate how the number of extended reasoning turns affects
the performance of SAE-Scaling, with results presented in Figure 4] The analysis reveals two dis-
tinct phases: (1) For the first seven turns, accuracy shows a clear upward trend, with SAE-Scaling
consistently outperforming the Budget Forcing baseline. Consistent with our main experiments, this
demonstrates that by actively controlling the LLM’s reasoning strategy, our method generates more
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Figure 5: Sensitivity analysis of critical hyperparameters with experiments conducted on AIME24.

productive reasoning trajectories with the same test time computation. (2) After the seventh turn,
performance becomes unstable and declines, with accuracy after 14 turns falling even below the
initial accuracy. This suggests that reasoning trajectories should not be excessively extended.

To understand the cause of this decline, we tracked the number of problems switching from incorrect
to correct (corrections) versus correct to incorrect (regressions) at each turn, as depicted in Fi gure
During the initial seven turns, corrections increase rapidly before reaching a steady state, while
regressions remain negligible. Beyond this point, however, regressions begin to surge, eventually
offsetting the gains from corrections and causing the overall accuracy to drop. This suggests that
excessively forcing the continuation of CoT by inserting “wait” tokens may cause the LLM to lose
conviction in its correct answers, making it prone to harmful revisions.

Impact of Intervention Tokens. To assess how the choice of intervention tokens affects reasoning
performance, we conduct a series of experiments by varying the number of intervention tokens.
As shown in Figure [5a] when the number of intervention tokens ranges from 128 to 512, there is
no significant difference in performance. It is plausible that intervening on the first 128 tokens is
already sufficient to adjust the reasoning strategy of the LLM, thereby guiding it toward the desired
reasoning strategy. However, when the number of intervention tokens is increased to 1024 or when
intervention is applied throughout the entire generation process, performance instead drops. By
examining the generated responses, we observed that excessive intervention often led to repetitive
output (Fu et al.| [2021)), which in turn reduced performance.

Impact of Top-k Features Selection. The final stage of our feature pipeline is parameterized
by Top-k, which specifies the number of top steering-capable features retained for each reasoning
strategy. We assess our method’s sensitivity to this hyperparameter by varying k and measuring the
resulting downstream reasoning performance. As shown in Figure performance peaks at k=3.
A smaller k (e.g., k=1) yields suboptimal results, likely because the single best-performing feature
on the training set may not generalize optimally to the test set, whereas a slightly larger & improves
feature coverage and robustness. Conversely, a larger k (e.g., k=5) also degrades performance, as
the oversized candidate pool can introduce noise and increase the difficulty for the router to identify
appropriate features.

5 CONCLUSION.

In this work, we propose to actively guide the LLM’s reasoning trajectory during TTS, thereby
channeling additional computation towards more productive reasoning. To achieve this, we propose
SAE-Scaling, a controllable TTS framework, which steers LLMs’ reasoning strategies by manipu-
lating strategy-specific features identified via SAE. A lightweight strategy router dynamically de-
termines the effective strategy for the different reasoning context, ensuring adaptive and effective
guidance. Extensive experiments on three LLMs of varying scales across three challenging rea-
soning benchmarks demonstrate the effectiveness and robustness of SAE-Scaling, highlighting the
significance of steering LLM’s reasoning trajectory during TTS. Due to limited space, we refer to
Appendix [B] for limitation and future work.
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REPRODUCIBILITY STATEMENT.

To ensure the reproducibility of our work, we have taken the following steps. First, our study is
based exclusively on publicly available datasets. Second, we provide comprehensive details of our
methodology—including SAE training protocols, hyperparameters, and experimental settings—in
Section[4.T)and Appendix [D} Third, we commit to releasing the complete source code, data, trained
SAE models, and strategy-specific features to the public after the peer-review process.
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A THE USE OF LARGE LANGUAGE MODELS

We utilize LLMs exclusively as a writing assistant to improve the language of this manuscript.
Their role was strictly confined to tasks such as refining grammar, enhancing clarity, and polishing
prose. The LLMs are not used for any other purpose, including but not limited to research ideation,
methodological design, data analysis, or the interpretation of results.

B LIMITATIONS AND FUTURE WORK.

Despite its promising results, SAE-Scaling represents an initial attempt at controlling the reasoning
trajectory during TTS, leaving many future directions. First, we only explored steering five prede-
fined reasoning strategies. Future work could investigate steering a broader and more diverse set of
strategies. Second, we select the effective reasoning strategy by training a strategy router, which re-
quires preparing training data and incurs computational overhead. Future work could explore more
lightweight or data-efficient approaches for strategy selection. Third, we extend the CoT length by
inserting a special token at the end of the initial reasoning process. Future work could explore al-
ternative intervention points, such as intervening at the beginning or in the middle to dynamically
adjust the reasoning trajectory.

C RELATED WORK

Test time scaling refers to methods that improve LLM performance on complex reasoning tasks by
allocating additional computation at inference (Zhang et al.,|2025). Early work has studied parallel
scaling, which samples multiple solution candidates in parallel and aggregates them into the final
answer using strategies such as best-of-N search or majority voting. More recently, the success
of LLMs such as GPT-03 (OpenAl, |2025) and DeepSeek-R1 (Guo et al., 2025) has highlighted
the potential of sequential scaling, in which an LLM produces a long CoT such as reflection and
backtracking, ultimately improving reasoning performance (Marjanovi€ et al.| 2025} [Madaan et al.|
2023). To extend a LLM’s CoT length beyond its default stopping point, current approaches typi-
cally insert special tokens (e.g., wait) when the LLM is about to conclude reasoning, forcing it to
continue and generate a longer CoT (Muennighoff et al.l [2025). However, these approaches focus
mainly on prolonging the CoT while lacking mechanisms to improve the quality of the additional
reasoning. Consequently, the extended CoTs often include repetitive content or aimless exploration,
which undermines their overall effectiveness (Zeng et al.| 2025} |Gema et al., |2025)). To address this
limitation, we propose SAE-Scaling, a method that guides the LLM to produce CoTs that are not
only longer but also towards appropriate reasoning strategy.

Thinking intervention aims to directly influence the intermediate reasoning process of LLMs to
guide and control their reasoning trajectories (Wu et al., 2025). Some studies attempt to intervene
in the reasoning process by injecting prompts (Wu et al.| [2025; |Yang et al.| [2025a), but these ap-
proaches lack direct control over the LLM’s internal dynamics and are highly sensitive to prompt
wording. Other work uses representation learning to identify reasoning-related directions in the ac-
tivation space of LLMs, intervening during reasoning by manipulating these directions (Tang et al.,
2025} [Chen et al.| 2025} [Zhu et al., 2025} [Sun et al.| 2025)). However, such methods operate at a
coarse granularity—for example, controlling only the overall length of the CoT—without the ca-
pability to perform fine-grained steering of reasoning strategies. Conversely, we leverage SAEs to
decompose LLM activations into human-interpretable features and identify those associated with
specific reasoning strategies, thereby enabling fine-grained control over the LLM’s reasoning be-
havior.

Mechanistic interpretability seeks to understand the internal workings of LLMs by analyzing the
structure and function of their learned representations (Singh et al.l [2024; (Gantla) [2025). A pri-
mary tool in this field is SAEs, which decompose high-dimensional LLM activations into a sparse
set of latent features (Bricken et al.| [2023; Huben et al., 2024). These features often correspond
to human-interpretable concepts, enabling researchers to probe and manipulate specific aspects of
LLM behavior (Deng et al., 2025} |Yang et al.,[2025b). For example, |Galichin et al.|(2025) leveraged
SAE:s to identify features associated with reasoning. In their method, reasoning features are selected
as those that activate more strongly on reasoning-related keywords (e.g., ‘wait’, ‘alternatively’) than
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on other tokens. However, this correlation-based approach tends to yield coarse associations with
reasoning rather than features that enable fine-grained control over specific reasoning strategies.
Instead, we identify features via their logit contributions and validate them through causal interven-
tions, enabling more fine-grained steering.

D ADDITIONAL IMPLEMENTATION DETAILS

D.1 SELECTION OF STEERING STRENGTH

The hyper-parameter o determines the steering strength during reasoning steering. An overly large
« can cause the LLM to generate repetitive outputs, while an « that is too small may yield negligible
steering effects. We thus select an « value that is as large as possible without inducing repetitive
outputs. Specifically, to determine this value for each feature, we start with v = 15 and test it on 10
randomly sampled problem-answer pairs from the training data. We then decrease « in decrements
of 1 until no repetition is observed across any pair. The starting value of 15 was chosen empirically,
as we found that higher values frequently lead to repetitive outputs for most features.

D.2 EXTRACTION OF STRATEGY KEYWORDS

To extract strategy keywords for each reasoning strategy, we first construct a corpus for each rea-
soning strategy by sampling the responses of the LLM to a diverse set of problems and manually
identifying the segments corresponding to each reasoning strategy. From each strategy-specific cor-
pus, we then extract the top-20 most frequent words and then perform a manual curation to select the
keywords we identified as most representative of the target reasoning strategy. The final key words
list are shown in Table 3

Reasoning Strategy High-Frequency Keywords
Problem Understanding problem, question, statement, reads, says
Procedural Planning let, need, planning, decomposition
Backtracking earlier, previous, initial, back
Multi-Perspective Verification another, example, case, approach
Hypothesis Reasoning maybe, perhaps, assume, suppose, if

Table 3: High-frequency keywords corresponding to each reasoning strategy

D.3 DATASETS

Training Data for SAE. Consistent with prior work (Galichin et al.| [2025), we train our SAEs
on activations from a mixed corpus combining LMSYS-CHAT-1M (Zheng et al., 2024) and
OPENTHOUGHTS-114K (Team| 2025a). The former is a large-scale, general-purpose conversa-
tion dataset, while the latter provides high-quality reasoning traces generated by Deepseek-R1 (Guo
et al.l 2025). In total, we randomly sampled 0.5B tokens, drawn evenly from the two datasets.
Specifically, since our work focuses on mathematical reasoning, we exclusively sampled data from
the math domain for OPENTHOUGHTS-114K.

Training Data for Feature Identification. The training data for Stage 2 and Stage 3 of
our feature identification pipeline is sourced from 919 problems from past AIME competitions
(1983-2023) (AIME, [2025). To validate steering effects in Stage 2, we test each candidate fea-
ture on 10 randomly sampled problem-answer pairs. We extend the CoT of each pair by 512 tokens
and manually annotate whether the reasoning strategy was successfully steered towards the target.
This corresponds to manually labeling the outcome variables Y, | do(T = 0) and Y,, | do(T = 1).
The sample size of 10 problems represents a trade-off between the high cost of manual annotation
and the need for reliable judgments. To rank the practical utility of steering-capable features for
Stage 3, we randomly sample 100 problem-answer pairs where the initial answer is wrong. And we
measure the correction rate achieved by steering with each feature.
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Training Data for Strategy Router. For the training of our strategy router, we use a training
set composed of 919 problems from past AIME competitions (1983-2023) (AIME, [2025)) and 4,000
problems from the ‘aops_forum’ source of the NUMINAMATH-1.5 dataset (LI et al., 2024). For each
problem, we sample eight initial responses. To empirically evaluate the effectiveness of a feature
f; on an incorrect response y;, we apply reasoning steering with f; to generate eight responses and
measure the proportion of them that successfully correct the initial error.

D.4 RELIABILITY OF GPT-40 AS AN EVALUATOR

To evaluate the steering effectiveness, we measured steering success rate, where GPT-40 judges
if the target strategy appears more frequently within the extended CoTs compared to generations
without steering (the full prompt is presented in Figure [8). We also compute similarity metrics
(BLEU-4 (Papineni et al.,|2002) and ROUGE-L (Lin, |2004)) between steered and unsteered outputs,
where lower values indicate greater changes in content. The sampling temperature is fixed to O for
steering-effectiveness evaluation to ensure that observed differences in the outputs are attributable
solely to the steering intervention.

To validate this approach, we conducted a human annotation study. Specifically, we randomly sam-
pled 100 steered outputs (20 per strategy) alongside their unsteered baselines and tasked human
annotators with the same evaluation. As shown in Table ] we calculated the agreement rate be-
tween human judgments and GPT-40’s labels. Given an overall agreement rate of 0.82, we conclude
that GPT-4o0 is a reliable proxy for human evaluation in this task.

Reasoning Strategy Agreement
Problem Understanding 0.80
Procedural Planning 0.75
Backtracking 0.80
Multi-perspective Verification 0.90
Hypothesis Reasoning 0.85
Average 0.82

Table 4: Agreement between human annotators and GPT-40 on steering success evaluation.

D.5 ADDITIONAL IMPLEMENTATION DETAILS.

We train TopK-SAEs (Gao et al., [2025) (with K = 50) on three Qwen3-series LLMs (Team) 2025b))
with parameter sizes of 8B, 14B, and 32B. For the hyperparameter of feature selection, we set am-
plify keywords number n = 2, logit contribution threshold 7 = 0.1 and ATE threshold § = 0.5.
These values were empirically chosen to strike a balance between maximizing the recall of poten-
tially effective features and maintaining a concise candidate set to reduce the cost of downstream
verification. For evaluation, the maximum generation length is set to 32,768 tokens for initial answer
generation and 16,384 tokens for the subsequent TTS process.

E ADDITIONAL RESULTS
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Figure 6: Impact of extended reasoning turns on performance. Results are for Qwen3-14B on
AIME24.

Problem:

In triangle ABC, AB = 10, BC = 14, and CA = 16. Let D be a point in the interior of BC .Let points Iz and I denote the
incenters of triangles ABD and ACD, respectively. The circumcircles of triangles BIzD and CI-D meet at distinct

points P and D. The maximum possible area of A BPC can be expressed in the form a — b+/c ,where a, b, and c are
positive integers and c is not divisible by the square of any prime. Finda + b + c.

No steering extended:

Let me recall that the area of triangle ABC is 40V3. If the maximum area of BPC is 403 - 14V3 = 263, then a =
40, b =14, ¢ = 3, giving 40 + 14 + 3 = 57. But why would the area of BPC be 26V3?

+ Problem Understanding:

Let me think again. The problem says "the maximum possible area of triangle BPC can be expressed in the
form a - bVc". Let me consider that the area might be related to the area of ABC minus some value.

+ Procedural Planning:

Let me check one more thing. The area of triangle BPC when P is at (7, 7V3) is 49V3, but the area of triangle
ABC is 40V3. Since P is outside, it's possible ...

Let me try to calculate the area of BPC when P is the incenter of ABC, which is at (4, 2\/3). The area is 143, as
calculated earlier. This is 14+3, which is 14V3 - 0, but again b must be positive ...

Let me recall that in triangle BPC, with zBPC = 11/3, and BC = 14 ...

+ Backtracking:

Actually, let me recall that in the initial calculation, the area of triangle ABC is 40V3. If the maximum area of
BPC is 403, it would be equal to the area of ABC, but this is not possible since P is a point outside or inside.

+ Multi-perspective Verification:
Let me think about another approach.

Let me use the fact that the area of BPC is (1/2)*BP*CP*sin(«BPC), and from the earlier relation, if ZBPC is
21/3, then the maximum BP*CP is 392/5, so the area is (392/5)*(V3/2) = 19673/5. But 196/5 is 39.2, so 39.2V3 is
not in the form a - byc.

Alternatively, if the maximum area is when P is the incenter of ABC, the area is 14+/3, but this is also not in the
required form.

Another idea: maybe the maximum area is the area of ABC, which is 40v3, but the problem says "maximum
possible", so it might be larger.

+ Hypothesis Reasoning:

Let me think again. If the area is 49V3, and if the problem says it can be expressed as a - b\c, perhaps there is
a different expression. Let me recall that 49V3 is equal to 49V3 + 0, but if there is a different expression, like if
the area is 49v3 - something, but | need to think.

Figure 7: A case study of reasoning steering. By steering with different strategy-specific features as
control vectors, we steer the subsequent reasoning trajectory to follow different reasoning strategies.
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You are an expert Al analyst. Your task is to analyze the 'Before Intervention' and 'After Intervention' Reasoning
Text below, and **for each of the five reasoning strategies**, count the number of times each strategy is present
in each text, and determine whether its frequency increases after intervention.

Your output **MUST** be a single valid JSON object.

For each strategy, provide:

- ""before™: integer, the count of occurrences in the Before Intervention text.

- ""after"": integer, the count of occurrences in the After Intervention text.

- ""more_frequent"": boolean, true if the count **after** > **before**, else false.

The JSON object should have exactly five keys (one for each strategy), and their corresponding values should
be an object as described above.

##H# Strategy Definitions ###
Here are the five strategies to look for:

1. **Procedural Planning:** The text explicitly states the next steps, defines a task, or outlines a plan. (e.g., "Let

me check if ...", "I need to ...")

2. **Problem Understanding:** The text involves re-stating, clarifying, or interpreting the problem statement, its
constraints, or given information. (e.g., "The question says that ...", "In the problem statement, it says ...")

3. **Hypothesis Reasoning:** The text makes an assumption or poses a "what if" scenario to explore possibilities
or test a condition. (e.g., "If | consider that ...", "Let me assume that ...", "Suppose we had...")

4. **Backtracking:** The text identifies a mistake in its own previous reasoning and attempts to correct it or go
back to a previous step. (e.g., "The initial calculation is wrong ...", "Earlier, when | derived the general equation
for ...", "Let me go back to the original ...")

5. **Multi-perspective Verification:** The text attempts to solve the problem using a different method, checks the
result with a specific example, or considers an alternative viewpoint to verify its conclusion. (e.g., "Let's try
another way.", "Wait, let me check the case where ...", "Alternatively, let me check the original problem from
another ...", "Another idea: ...")

**Examples:**

**Input:**

Before Intervention: "Let me try to verify the answer by a different method. First, | will restate the problem: the
triangle has area x. If | assume a different configuration... Wait, | think | made an error earlier."

After Intervention: "Let me restate the requirements: The triangle area is x, sides are y and z. | will check another
approach. Suppose if the point moves, then the area changes. The previous calculation was incorrect, so let's fix
it. Now | will break down the tasks: first, compute the sides, then the area."

**Your Answer:**
“json

"Procedural Planning": {{"before": 1, "after": 2, "more_frequent": true}},
"Problem Understanding": {{"before": 1, "after": 1, "more_frequent": false}},
"Hypothesis Reasoning": {{"before": 1, "after": 1, "more_frequent": false}},
"Backtracking": {{"before": 1, "after": 1, "more_frequent": false}},
"Multi-perspective Verification": {{"before": 0, "after": 1, "more_frequent": true}}

B

#it FINAL TASK #iHt
**Reasoning Texts to Analyze:**

Before Intervention:

@@@before_text@@@

After Intervention:

@@@after_text@@@

**Your Answer:**

Figure 8: The prompt used for evaluating steering success. We provide GPT-4o0 with both the
steered and the unsteered outputs and ask it to determine if the target reasoning strategy appears
more frequently in the steered version.
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