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ABSTRACT

Personalized image generation is an appealing area of research within controllable
image generation due to its diverse potential applications. Despite notable ad-
vancements, generating images based on single or multiple concepts remains chal-
lenging. For single-concept generation, it is difficult to strike a balance between
identity preservation and prompt alignment, especially in complex prompts. When
it comes to multiple concepts, creating images from a single prompt without extra
conditions, such as layout boxes or semantic masks, is problematic due to signif-
icantly identity loss and concept omission. In this paper, we introduce Concept-
Flow, a comprehensive framework designed to tackle these challenges. Specif-
ically, we propose ConceptFlow-S and ConceptFlow-M for single-concept gen-
eration and multiple-concept generation, respectively. ConceptFlow-S introduces
a KronA-WED adapter, which integrates a Kronecker adapter with weight and
embedding decomposition, and employs a disentangled learning approach with a
novel attention regularization objective to enhance single-concept generation. On
the other hand, ConceptFlow-M leverages models learned from ConceptFlow-S to
directly generate multi-concept images without needed of additional conditions,
proposing Subject-Adaptive Matching Attention (SAMA) module and layout con-
sistency guidance strategy. Our extensive experiments and user study show that
ConceptFlow effectively addresses the aforementioned issues, enabling its appli-
cation in various real-world scenarios such as advertising and garment try-on.

Figure 1: The generated images of our proposed ConceptFlow framework for both single concept
and multiple-concept scenarios.

1 INTRODUCTION

Personalized image generation aims to generate customized images of the given concepts (or sub-
jects) based on the text descriptions, e.g. a selfie image of a celebrity with your pet. This field
has attracted an increasing number of attention due to its potential in various applications, such as
story telling, advertisement and garment try-on. The core tasks in personalized image generation are
generating images from individual concepts and integrating multiple concepts into images. Despite
considerable advancements, each task presents its own challenges.
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Figure 2: Challenges in personalized image generation. Top: Trade-off between reconstruction and
editability, especially in complex prompts in single concept generation. Bottom: Identity loss and
concept missing issues in generating multiple concepts.

Although significant progress has been made (Gal et al., 2023; Ruiz et al., 2023; Kumari et al., 2023;
Chen et al., 2024; Gu et al., 2024), the trade-off between reconstruction (i.e., identity preservation)
and editability (i.e., prompt alignment) remains a challenge in single concept generation Parameter-
efficient fine-tuning (PEFT) methods (Ryu; Gu et al., 2024) using low-rank adaptation (LoRA) (Hu
et al., 2024) techniques to enhance efficiency, but they often suffer from the low-rank assumption,
which hampers their ability to preserve fine-grained identity details. DisenBooth (Chen et al., 2024)
introduces disentangled learning to significantly improve prompt alignment. However, generating
images that accurately reflect intricate prompts, such as the interaction between desired concepts
and other subjects in prompts, continues to be an obstacle. As illustrated in Figure 2, the generated
images lack the concept of the yellow clock, and its color is incorrectly associated with the blue
house. This suggests that the attention maps for the concept tokens are not effectively focused on
the appropriate areas in the image.

For multi-concept generation, directly creating images containing multiple concepts from separately
learned models using only a text prompt remains challenging due to significant identity loss and con-
cept omission problems (see Figure 2). These issues arise because concepts are typically learned in
contexts where they are the main subjects at the center of the layout. However, in a composite multi-
concept image, their scale, position, and pose can vary significantly. To overcome these limitations,
existing methods (Gu et al., 2024; Kong et al., 2024) rely on the additional conditions such as bound-
ing boxes, segmentation masks, and the sampling process is performed with different prompts for
different regions in the image. However, relying on additional conditions sometimes produces un-
satisfied results, particularly in scenarios requiring interaction where concepts occlude each other.
Moreover, creating these conditions is not easy for ordinary users, which restricts their capacity for
practical applications.

To this end, we propose ConceptFlow-S and ConceptFlow-M to address the above mention issues.
For single concept learning and generation, ConceptFlow-S introduces a module called Kronecker
Adaptation with Weight and Embedding Decomposition (KronA-WED) to enhance the reconstruc-
tion capability by offering high rank updated matrices while keeping the model size. We also em-
ploy disentangled learning (Chen et al., 2024) along with a novel attention regularization objective
during fine-tuning to refine the cross-attention map of concept tokens, thereby further enhancing
the editability. As a result, ConceptFlow-S balances the trade-off effectively. For multi-concept
generation, ConceptFlow-M fuses individually learned models from ConceptFlow-S by gradient fu-
sion algorithm (Gu et al., 2024), thereby introducing Subject-Adaptive Matching Attention (SAMA)
module to preserve the appearance of multiple concepts, and layout consistency guidance strategy to
address the issue of concepts missing. The illustrations for generated images using our ConceptFlow
framework are shown in Figure 1. We conduct extensive experiments and user study to demonstrate
the performance of ConceptFlow over the state-of-the-art methods in single and multiple concepts
generation. The ablation studies validate our design choices and highlight the effectiveness of each
component.
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In summary, our contributions are as follows:

• We introduce the ConceptFlow framework, including the ConceptFlow-S component for robust
single concept learning and generation, and the ConceptFlow-M component to create images of
multiple concepts without the need of spatial guidance.

• ConceptFlow-S introduces KronA-WED adapter along with a disentangled learning and a novel
attention regularization objective to balance the trade-off between reconstruction and editability.

• ConceptFlow-M proposes a multi-concept appearance preservation strategy with SAMA module
and layout consistency guidance to address the issue of missing concepts.

• We showcase the effectiveness of ConceptFlow through extensive experiments and user study.

2 RELATED WORK

2.1 SINGLE-CONCEPT GENERATION

Despite considerable advancements, balancing reconstruction and editability continues to pose a
challenge for optimization-based methods (Gal et al., 2023; Voynov et al., 2023; Ruiz et al., 2023;
Kumari et al., 2023). Parameter-efficient fine-tuning methods based on LoRA (Hu et al., 2024)
techniques (Ryu; Gu et al., 2024) significantly reduce the fine-tuning cost. Still, they often encounter
difficulties in capturing complex details of concepts due to the low-rank assumption. To overcome
this issue, LyCORIS (Yeh et al., 2023) adopted Kroncker Adapter (KronA) (Edalati et al., 2022) for
fine-tuning diffusion models. However, only integrating KronA with purely joint weight-embedding
tuning methods risks further compromising editability. DisenBooth (Chen et al., 2024) proposed a
disentangled learning strategy to improve the editability of joint embedding-weight tuning methods.
However, attaining effective alignment with complex prompts remains challenging due to wrongly
activated regions in token attention maps.

In merging separately learned concepts via gradient fusion (Gu et al., 2024) for multiple concepts
generation, Embedding-Decomposed Low-Rank Adaptation (ED-LoRA) (Gu et al., 2024) is the
most commonly used adapter. Taking it as the baseline, our focus is on improving both the editability
and reconstruction capabilities, consequently facilitating the multi-concept generation process.

2.2 MULTIPLE-CONCEPT GENERATION

Recent advancements have pushed the task of customization further by attempting to inject multiple
novel concepts into a model simultaneously. Break-a-Scene (Avrahami et al., 2023) and SVD-
iff (Han et al., 2023) learn individual concepts within images containing multiple concepts. How-
ever, these methods required access to ground truth training data, limiting their flexibility in practical
applications. Custom Diffusion (Kumari et al., 2023) achieved this through a joint optimization loss
for all concepts. Mix-of-Show (MoS) (Gu et al., 2024) introduced gradient fusion to allow the
merging of multiple separately fine-tuned models. However, generating images containing multiple
concepts using sorely prompts with the fused model remains challenging due to the identity loss of
the mentioned concepts and the issue of missing concepts. MoS proposed region sampling to over-
come these problems. Still, this method requires extra conditions like bounding boxes, human poses,
or sketches, and it is not effective when concepts interact or occlude with each other. OMG (Kong
et al., 2024) addresses occlusions by first generating a layout image, then blending noise into specific
regions using predicted masks. Nonetheless, its main limitation is the mismatch between predicted
masks and the actual shapes of the subjects, causing identity loss and inaccurate blending.

3 PRELIMINARIES

We provide an overview of the foundational preliminaries in Appendix A.1, which are fine-tuning
Stable Diffusion model for personalization and weight decomposition (DORA) Liu et al. (2024).

Parameter-efficient Fine-tuning for Personalization. Based on the assumption that updates made
during the fine-tuning exhibit a low intrinsic rank, Low-Rank Adaptation (LoRA) (Hu et al., 2024)
significantly reduces the training parameters by modeling the weight update ∆W ∈ Rd×k using a
low-rank decomposition, expressed as BA, where B ∈ Rd×r and A ∈ Rr×k, with r ≪ min(d, k).
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Then, the fine-tuned weight W ′ can be formulated as:

W ′ =W0 +∆W =W0 +BA, (1)

where W0 ∈ Rd×k is the pre-trained weight matrix and the underlined parameters are being trained
during the fine-tuning process. Kronecker product decomposition is an factorization method based
on Kronecker product (⊗) and it does not depend on the low-rank assumption. Edalati et al. (2022)
replaces low-rank decomposition in LoRA with Kronecker decomposition to develop the Kronecker
Adapter (KronA). Specifically, the updated weight ∆W ∈ Rd×k is expressed as A ⊗ B, where
A ∈ Ra1×a2 and B ∈ Rb1×b2 , with a1 × b1 = d and a2 × b2 = k. More details about LoRA (Hu
et al., 2024) and KronA (Edalati et al., 2022) are provided in Appendix A.1

Disentangled learning. Chen et al. (2024) proposed learning separate textual and visual embed-
dings to prevent the mixing of a concept’s identity with irrelevant details during fine-tuning, thereby
significantly enhancing the editability capability. Specifically, besides the text features fs from the
given prompt, they extracted image features fi from training images and combine fs with fi for the
fine-tuning process, which had three learning objectives: denoising loss Ldenoise, weak denoising
loss Lw−denoise, and contrastive embedding loss Lcon. Please see Appendix A.1.5 for more details.

Appearance Matching Self-Attention (AMA) is introduced by Nam et al. (2024) to enhance the
expressiveness of the appearance of a single concept by injecting a real reference image into the
target denoising process. This technique includes an additional reference branch where the DDIM
inverted latent representation (Couairon et al., 2023) of the given reference image accompanies the
main denoising target branch. At timestep t, it preserves the target structure by replacing only the
target appearance path Vtrg

t with warped reference values Vref→trg
t , which can be formulated as:

Vref→trg
t = W(Vref

t ;Fref→trg
t ), (2)

where W represents the warping operation (Truong et al., 2021) and Vref
t is the projected value in

the self-attention module from reference branch. The dense displacement field from the reference to
the target, denoted as Fref→trg

t ∈ RH×W×2, is derived using the argmax operation on the matching
cost Ct ∈ R(H×W )×(H×W ), which are pairwise cosine similarities between the feature descriptors
ψtrg
t−1 ∈ RH×W×D and ψref

t−1 ∈ RH×W×D from both the reference and target branches:

Ct(x, y) =
ψtrg
t−1(x) · ψ

ref
t−1(y)

∥ψtrg
t−1(x)∥∥ψ

ref
t−1(y)∥

, (3)

where x, y ∈ [0, H) × [0,W ), ∥ · ∥ denotes l2 normalization. In the later sections, we omit the
subscripts about timesteps from these notations for simplicity.

4 PROPOSED METHOD: CONCEPTFLOW

4.1 CONCEPTFLOW-S FOR SINGLE CONCEPT LEARNING AND GENERATION

Taking ED-LoRA (Gu et al., 2024) adapter as the baseline, we introduce a new adapter called
Kronecker Adaptation with Weight and Embedding Decomposition (KronA-WED) and a fine-
tuning strategy that combines disentangled learning (Chen et al., 2024) with a novel attention reg-
ularization objective to achieving the balance of reconstruction and editability. The pipeline of
ConceptFlow-S for single concept learning is depicted in Figure 3.

KronA-WED Adapter. The low-rank assumption can impede the ability of LoRA-based meth-
ods (Ryu; Gu et al., 2024) in capturing complex patterns of concepts in single-concept learning (see
Figure 4a). Increase the rank value can enhance this capability but it also results in larger model
sizes. To relax the low-rank assumption on updated weights and keep the model size small, we
propose a more flexible approach by extending the ED-LoRA architecture (Gu et al., 2024) with
Kronecker Adapter (KronA) (Edalati et al., 2022). We also perform the weight decomposition tech-
nique (Liu et al., 2024) on W ′ to enhance the learning capability of the adapter, thereby forming a
new adapter called KronA-WED. The fine-tuned weights W ′ are specified as follow:

W ′ = m
W0 +∆W

||W0 +∆W ||c
= m

W0 +A⊗B

||W0 +A⊗B||c
, (4)
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Figure 3: The pipeline of ConceptFlow-S for single concept learning and generation. We fine-tune
the newly-added tokens (Vrand and Vclass), our proposed KronA-WED adapters, and image adapter
with a novel attention regularization objective Lattn. We also employ disentangled learning (Chen
et al., 2024), including Ldenoise, Lw denoise, and Lcon objectives, for enhancing editablity.

A photo of V*

ED-LoRA ED-LoRA KronA-WED V*

A photo of V* with a blue house in the background

Generated Image Token Attention Map

KronA-WED + DL KronA-WED + DL + AR V*

Concept V*
2.12 MB4.38 MB 16.88 MB

a) Enhance reconstruction b) Enhance editability

Figure 4: ConceptFlow-S balances the trade-off. (a) KronA-WED adapter can learns complex pat-
terns of concepts with a compact model size. r and f respectively denote LoRA Hu et al. (2024)
rank and decomposition factor of KronA (Edalati et al., 2022). (b) Incorporating attention regular-
ization (AR) into disentangled learning (DL) improve the prompt alignment on complex prompts.

where || · ||c is the vector-wise norm of a matrix across each column. We use He initialization (He
et al., 2015) for A and zero for B, while m is initially set to ||W0||c. For the choice of decom-
position factors in KronA, we follow the strategy of Yeh et al. (2023) to use a single factor f (see
Appendix A.1.3). In Figure 4a, images produced with the KronA-WED module better preserve
concept identity than those generated by ED-LoRA (Gu et al., 2024).

Attention Regularization. A spread-out attention map with incorrectly activated regions can dis-
rupt the alignment of generated images with intricate prompts (see Figure 4b). Inspired by Avrahami
et al. (2023), we propose a novel attention regularization objective to ensure the model reconstructs
the learned concept’s pixels while focusing the newly-added concept tokens on appropriate image
regions. First, following Gu et al. (2024), we present the concept by 2 new tokens Vrand (adjective)
and Vclass (noun). For each training input image xi, we extract the concept foreground mask Mi

by using a background removal model BRIA 1. We then take the average cross-attention map of the
concept tokens and penalize their deviation from the extracted masks as follow:

Lattn = λattn

N∑
i=1

1

2

(
||CAθ(Vrand, zi,ti)⊙ (1−Mi)||2F + ||CAθ(Vclass, zi,ti)−Mi||2F

)
, (5)

where CAθ(V, zi,ti) is the average cross-attention maps between the token V and the noisy latent
zi,ti of image xi at timestep ti in the U-Net model ϵθ, ⊙ is the Hadamard product and || · ||F is the
Frobenius norm. Intuitively, the noun token Vclass should align with the extracted masks, while the
adjective token Vrand can activate specific regions within those masks.

It is noteworthy that we only calculate the cross-attention maps in the weak denoising process of
disentangled learning (Chen et al., 2024). Figure 4b illustrates the accuracy of cross-attention maps
of concept tokens using our attention regularization term, thereby enhancing the interaction between
the concept and other subjects in the prompt.

1https://huggingface.co/briaai/RMBG-1.4
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Figure 5: Overview of the composite pipeline in ConceptFlow-M for two concepts. The denoising
process has two branches: concepts reference and target. We extract concept tokens in the target
prompt P to form two reference paths. At each timestep, features from the previous timestep and the
reference branch are used to enhance the identity details in the target branch through our proposed
SAMA module. The latent is updated by layout consistency guidance strategy.

4.2 CONCEPTFLOW-M FOR MULTI-CONCEPT COMPOSITION

Given N concept KronA-WEDs {∆θn}Nn=1 and N concept tokens {S∗
n}Nn=1 (S∗

n = V n
randV

n
class),

we adopt gradient fusion (Gu et al., 2024) to obtain the fused update weights ∆θ, thereby forming
the fused model ϵθ0+∆θ with θ0 is the original weights. Using ϵθ0+∆θ for generating multi-concept
images, we propose Subject-Adaptive Matching Attention (SAMA) module to preserve the identity
details of each concept within the composite image, and layout consistency guidance to mitigate the
concepts missing issue. The overall pipeline of ConceptFlow-M is illustrated in Figure 5.

4.2.1 SUBJECT-ADAPTIVE MATCHING ATTENTION (SAMA)

Although the fused model excels at mimicking the appearance of a single concept in a prompt, there
is a degradation in the identity of concepts when multiple concepts are involved (Kong et al., 2024).
Therefore, we aim to enhance the identity preservation of multiple concepts within a composite
image (target branch) by integrating the specific identity details of each concept in images generated
from prompts that refer to only a single concept (reference branch) throughout the denoising process.

Extracting reference prompts. First, a set of newly-added tokens for all concepts in the target
prompt P are extracted, resulting in K(K ≤ N) tokens {SP

k }Kk=1 corresponding to K reference
paths. Each concept SP

k in the target branch is semantically matched with the reference branch k
that generates a single concept image guided by the prompt Pk, defined as “a photo of SP

k ”.

Semantic matching construction. Our method builds on the semantic correspondence ap-
proach (Truong et al., 2020), tailored with refinements for calculating the matching cost volume and
injecting value. Follow Nam et al. (2024), the feature descriptors {ψref

k }Kk=1 in reference branch
and ψtrg in target branch from the previous timestep are derived from early decoder layers of the
denoising U-Net in Stable Diffusion. To reduce the ambiguity and noise in the matching cost volume
resulting from complex spatial features of multiple concepts, we propose a masked matching cost
volume Ck computed for each branch k using the concept foreground mask Mk:

Ck(x, y) =
ψtrg ⊙Mk(x) · ψref

k (y)

∥ψtrg ⊙Mk(x)∥∥ψref
k (y)∥

, (6)

where ⊙ denotes the Hadamard product and the foreground mask Mk is derived from the averaged
cross-attention map of the token SP

k , i.e. V k
rand and V k

class, at current timestep in the target branch.
The estimated semantic correspondence Fref→trg

k for the k-th concept is then obtained by applying
the argmax operation on Ck, as illustrated in Figure 5c. To ensure precise appearance matching for
each concept, we calculate the warped reference value Vref→trg

k as follow:

Vref→trg
k = W(Vref

k ;Fref→trg
k )⊙Mk. (7)
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Figure 6: Illustration of layout consistency guidance with the prompt “V1 advertising V2”. Ensuring
consistency between successive attention maps helps maintain the intended layout of concepts.

These warped reference values are aggregated into a comprehensive value VW :

VW =

K∑
k=1

Vref→trg
k +Vtrg ⊙

(
1−

K∑
k=1

Mk

)
. (8)

Subsequently, SAMA integrates VW into the self-attention module in the target branch:

SAMA(Qtrg,Ktrg,VW) = Softmax

(
Qtrg(Ktrg)T√

d

)
VW . (9)

In ConceptFlow-M, we apply SAMA to the layers of the middle block and earlier blocks of the
decoder in U-Net (see Appendix A.6 for more details).

4.2.2 LAYOUT CONSISTENCY GUIDANCE

The concept missing issue in multiple concepts generation is primarily due to the model’s difficulty
in retaining the layout (Agarwal et al., 2023). As shown in Figure 6, the layout is initially accurate
and includes all key concepts at timestep t = T , but misaligns by t = 0, leading to structural
misrepresentation. To mitigate this issue, we propose a test-time layout consistency guidance to
maximize the Intersection over Union (IoU) of activated regions of every step consistent with the
initial step T , thereby strongly encouraging the model to maintain a semantic concept layout.

Specifically, let At
k(i, j) represent the refined activation map at location (i, j) derived from concept

token cross-attention map Mt
k(i, j) at time step t as follow:

At
k(i, j) =

{
Mt

k(i, j) + λ, if Mt
k(i, j) > τ,

Mt
k(i, j)− λ, if Mt

k(i, j) ≤ τ,

where λ is the adjustment factor and τ is the threshold that controls whether the value of Mk(i, j)
is enhanced or decreased. The layout consistency loss is formally defined as:

LLayout =

K∑
k=1

(
1−

∑
i,j A

t
k(i, j)A

T
k (i, j)∑

i,j max(At
k(i, j),A

T
k (i, j))

)
. (10)

At each time step, the latent code zt is adjusted based on the direction provided by this layout loss,
with a decay factor ϕt that decreases linearly over time to obtain updated latent code z′t:

z′t = zt − ϕt · ∇zt
LLayout. (11)

5 EXPERIMENTS

5.1 EXPERIMENTAL SETTINGS

Datasets. We collect a dataset containing objects, animals and characters, incorporating some
sourced from the DreamBench (Ruiz et al., 2023) dataset (see Appendix A.2.1).

Implementation Details. For single concept learning, we incorporate KronA-WED to all linear
layers in all attention modules of the U-Net with the decomposition factor f = 16. We set the
weight λattn = 0.001 while the other weights are based on disentangled learning settings (Chen
et al., 2024). The unified weight ∆θ for Concept Flow-M is fused from the two weights learned by
ConceptFlow-S with gradient fusion (Gu et al., 2024). More details are provided in Appendix A.2.2.

7



378
379
380
381
382
383
384
385
386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417
418
419
420
421
422
423
424
425
426
427
428
429
430
431

Under review as a conference paper at ICLR 2025

Table 1: Quantitative comparison between ConceptFlow and other baselines. Bold, underline, and
italics indicate the top 1, top 2, and top 3 scores, respectively.

(a) Single concept generation.

Methods DINO ↑ CLIP-T ↑

DreamBooth Ruiz et al. (2023) 0.684 0.678
Custom Diffusion Kumari et al. (2023) 0.503 0.784
DisenBooth Chen et al. (2024) 0.616 0.743
ED-LoRA Gu et al. (2024) 0.667 0.703
LoKr Yeh et al. (2023) 0.679 0.688

ConceptFlow-S 0.682 0.706

(b) Multiple concepts generation.

Methods DINO ↑ CLIP-T ↑

Mix-of-Show Gu et al. (2024) 0.436 0.779
Custom Diffusion Kumari et al. (2023) 0.369 0.802

ConceptFlow-M 0.454 0.784

Concept V* ConceptFlow-SDisenBoothCustomDiffusion ED-LoRADreamBooth LoKr

A V* sit on the chair

A V* on top of a mirror

Figure 7: Qualitative comparison on single concept generation between ConceptFlow-S and other
baselines. We focus on the evaluation with complex prompts.

Evaluation Setting. In our evaluation process for single concept generation, the prompts are di-
vided into four main types, including Recontextualization, Restylization, Interaction, and Property
Modification, and the prompt templates are borrowed from previous works (Ruiz et al., 2023; Gu
et al., 2024). For multiple concepts generation, we define a list of prompts for each combination
that focuses on the interaction between concepts, especially character-object and character-animal
interactions. Detail evaluation setting is provided in Appendix A.2.3.

Evaluation Metrics. To evaluate the identity preservation capability, we adopt the DINO score
proposed by Ruiz et al. (2023), i.e., the average pairwise cosine similarity between the ViT-S/16
DINO (Caron et al., 2021) embeddings of the generated images and the input real images. The
prompt alignment is evaluated by the average cosine similarity between the text prompt and image
CLIP (Radford et al., 2021) embeddings. It is noteworthy that we calculate identity preservation
separately for each concept in multi-concept images and then average them to get the final score.

Baselines. We compare ConceptFlow-S with other joint embedding-weight tuning methods, includ-
ing DreamBooth (Ruiz et al., 2023), Custom Diffusion (Kumari et al., 2023), DisenBooth (Chen
et al., 2024) ED-LoRA (Gu et al., 2024), and LoKr module from LyCORIS (Yeh et al., 2023). For
ConceptFlow-M, we compare our method with Mix-of-Show (Gu et al., 2024) and CustomDiffu-
sion (Kumari et al., 2023). Moveover, we do not use regional sampling in Mix-of-Show to ensure
fairness in evaluating performance in occlusion scenarios.

5.2 COMPARISON BETWEEN CONCEPTFLOW WITH BASELINES

We present the quantitative evaluation results for single concept generation in Table 1a. Our pro-
posed ConceptFlow-S component exhibit comparable results in both metrics, thereby demonstrating
its capability in balancing the trade-off of reconstruction and editability. The results of qualitative
comparisons are depicted in Figure 7. We provide additional results in Appendix A.3.

For multiple concepts generation, the quantitative evaluation results are depicted in Table 1b. We
showcase the qualitative comparisons in Figure 8. ConceptFlow-M demonstrates superior perfor-
mance in identity preservation compared to other methods. Regarding prompt alignment, Custom
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Concepts CustomDiffusion ConceptFlow-MMix-Of-Show Concepts CustomDiffusion ConceptFlow-MMix-Of-Show

V1 and V2 enjoying a car ride

A photo of young V1 holding V2 within arms on the moon A photo of V1 holding V2

V1 holding V2 in front of library

Figure 8: Qualitative comparison between ConceptFlow-M and other baselines.

Table 2: Ablation study for the effectiveness of components in ConceptFlow-S and ConceptFlow-M.

(a) ConceptFlow-S: Kronecker Adapter (KronA),
weight decomposition (DORA), and attention regu-
larization (AR).

DINO ↑ CLIP-T ↑

ConceptFlow-S 0.682 0.706

W/o KronA 0.647 (-0.035) 0.708 (+0.002)
W/o DORA 0.668 (-0.014) 0.694 (-0.012)
W/o AR 0.660 (-0.022) 0.710 (+0.004)

(b) ConceptFlow-M: SAMA, Layout Consis-
tency (LC), and Attention Regularization (AR) in
ConceptFlow-S.

DINO ↑ CLIP-T ↑

ConceptFlow-M 0.454 0.784

W/o SAMA & LC 0.435 (-0.019) 0.778 (-0.006)
W/o SAMA 0.431 (-0.023) 0.781 (-0.003)
W/o LC 0.442 (-0.012) 0.775 (-0.009)

W/o AR in ConceptFlow-S 0.440 (-0.014) 0.767 (-0.017)

Diffusion (Kumari et al., 2023) scores highest as it generates broad-view images, while our method
focus on close-up views, leading to slightly lower scores. Furthermore, we compare ConceptFlow-M
with condition-based methods (Gu et al., 2024; Kong et al., 2024) in Appendix A.4.

6 ABLATION STUDY

6.1 CONCEPTFLOW-S

Effectiveness of components. We consistently apply the disentangled learning strategy (Chen
et al., 2024) and evaluate the Kronecker Adapter (KronA) (Edalati et al., 2022), weight decom-
position (DORA) (Liu et al., 2024), and attention regularization (AR) learning objective. As shown
in Table 2a, by substituting the LoRA (Hu et al., 2024) adapter with the KronA (Edalati et al.,
2022) adapter, we significantly enhance the reconstruction capability of ConceptFlow-S. Moreover,
DORA (Liu et al., 2024) enhances the learning capability of the model, thereby boosting both the
DINO and CLIP-T scores. Figure 9a showcases illustrations for these evaluations. We particu-
larly examine the effects of attention regularization (AR) in each prompt category, along with the
decomposition factor f in KronA-WED and the number of training images in Appendix A.5.

6.2 CONCEPTFLOW-M

Effectiveness of components. Table 2b and Figure 9b present the experiments results to demon-
strate the effectiveness of SAMA and Layout Consistentcy guidance (LC). Applying SAMA signif-
icantly enhances the identity of each concept. However, without LC, one concept is often missed,
leading to the issue of semantic matching and a decline in both metrics. Moreover, simply sampling
from fused weights can lead to significant identity degradation and missing concepts.

Utilizing ConceptFlow-S with AR for single concept learning. In Figure 9b, we display the
generated images and the attention map of concept tokens when applying ConceptFlow-M to models
learned through ConceptFlow-S, both with and without AR. Withour AR, the maps for both concept
tokens are initially unfocused during the early denoising steps, thereby causing our LC to struggle
with maintaining the layout in later steps. Consequently, this leads to vague masks for semantic
matching, causing a decline in identity preservation and prompt alignment, as indicated in Table 2b.
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ConceptFlow-M W/o SAMA W/o LC W/o SAMA & LC

V1

W/o AR

Concept V*
ConceptFlow-S W/o KronA

W/o DORA W/o AR
A V* on top of green

grass with sunflowers
around it

A photo of young V1 holding V2 
within arms on the moon

ConceptFlow-M

V2

V1

V2

Concepts

V1 V2

a) ConceptFlow-S components b) ConceptFlow-M components

t = 0 t = 20 t = 49 t = 0 t = 20 t = 49

Figure 9: Illustration for the effectiveness of components. (a) ConceptFlow-S: Kronecker Adapter
(KronA), weight decomposition (DORA) and attention regularization (AR). (b) ConceptFlow-M:
SAMA, Layout Consistency (LC), and utilizing ConceptFlow-S with AR objective.

ConceptFlow-S DreamBooth Custom Diffusion DisenBooth ED-LoRA

3.92 3.98

2.94

3.58 3.50
3.73

2.99

3.92 3.91

3.15

Quantitative results of user study for single concept generation
Identity Preservation
Prompt Alignment

Figure 10: User study results between
ConceptFlow-S and other baselines.

ConceptFlow-M Mix-of-Show Custom Diffusion

3.82

3.19

1.98

3.90

3.05

2.08

4.16

3.77

3.20

3.82

3.06

2.21

Quantitative results of user study for multiple concepts generation
Person Identity
Object Identity
Prompt Alignment
Naturalness

Figure 11: User study results between
ConceptFlow-M and other baselines.

7 USER STUDY

We conducted a user study to evaluate various methods on a scale from 1 (very bad) to 5 (very good).
Follow previous studies (Ruiz et al., 2023; Kumari et al., 2023; Chen et al., 2024), for single concept
generation, we considered the metrics of identity preservation and prompt alignment. Regarding
to multiple concepts generation, as the experimental evaluation metrics alone are not sufficiently
expressive, we introduced a metric called naturalness of interaction to measure how good the natu-
ralness of interaction between the human and object (or animal) in the image is, such as human pose,
the size and the position of objects. Detail setup for the user study is provided in Appendix A.7. The
results of our study on single concept generation is shown in Figure 10. They indicate that users
were satisfied with ConceptFlow-S in terms of both identity preservation (i.e., reconstruction) and
prompt alignment (i.e., editability), with average scores of 3.92 and 3.73. For multiple concept
generation in Figure 11, ConceptFlow-M outperformed other methods across all metrics by signifi-
cant margins. Compared to the experiment quantitative results presented in Table 1b, the user study
provides deeper insight into the methods’ performance in generating multiple concepts.

8 CONCLUSION

In this paper, we present ConceptFlow, a robust framework for personalized image generation task.
ConceptFlow includes two components: ConceptFlow-S for single concept learning and generation,
and ConceptFlow-M for multiple concepts generation. ConceptFlow-S introduces the KronA-WED
adapter and a strategy of disentangled learning with attention regularization to balance the trade-off
between reconstruction and editability. ConceptFlow-M introduces SAMA and layout consistency
guidance to combine concepts from ConceptFlow-S, significantly enhancing the identity of each
concept and addressing concept omissions without additional conditions. We demonstrate the effec-
tiveness of ConceptFlow through extensive experiments and user study. ConceptFlow also show its
potential in various applications such as advertisement and garment try-on (see Appendix A.8).
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Armand Joulin. Emerging properties in self-supervised vision transformers. In Proceedings of
the IEEE/CVF international conference on computer vision, pp. 9650–9660, 2021.

Hong Chen, Yipeng Zhang, Simin Wu, Xin Wang, Xuguang Duan, Yuwei Zhou, and Wenwu Zhu.
Disenbooth: Identity-preserving disentangled tuning for subject-driven text-to-image generation.
In The Twelfth International Conference on Learning Representations, 2024.

Guillaume Couairon, Jakob Verbeek, Holger Schwenk, and Matthieu Cord. Diffedit: Diffusion-
based semantic image editing with mask guidance. In The Eleventh International Conference on
Learning Representations, 2023.

Ali Edalati, Marzieh S. Tahaei, Ivan Kobyzev, V. Nia, James J. Clark, and Mehdi Rezagholizadeh.
Krona: Parameter efficient tuning with kronecker adapter. ArXiv, abs/2212.10650, 2022. URL
https://api.semanticscholar.org/CorpusID:254926823.

Rinon Gal, Yuval Alaluf, Yuval Atzmon, Or Patashnik, Amit Haim Bermano, Gal Chechik, and
Daniel Cohen-Or. An image is worth one word: Personalizing text-to-image generation using
textual inversion. In The Eleventh International Conference on Learning Representations, ICLR
2023, Kigali, Rwanda, May 1-5, 2023, 2023.

Yuchao Gu, Xintao Wang, Jay Zhangjie Wu, Yujun Shi, Yunpeng Chen, Zihan Fan, Wuyou Xiao,
Rui Zhao, Shuning Chang, Weijia Wu, et al. Mix-of-show: Decentralized low-rank adaptation
for multi-concept customization of diffusion models. Advances in Neural Information Processing
Systems, 36, 2024.

Ligong Han, Yinxiao Li, Han Zhang, Peyman Milanfar, Dimitris Metaxas, and Feng Yang. Svdiff:
Compact parameter space for diffusion fine-tuning. In Proceedings of the IEEE/CVF Interna-
tional Conference on Computer Vision, pp. 7323–7334, 2023.

Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Delving deep into rectifiers: Surpassing
human-level performance on imagenet classification. In Proceedings of the IEEE international
conference on computer vision, pp. 1026–1034, 2015.

Edward J Hu, Phillip Wallis, Zeyuan Allen-Zhu, Yuanzhi Li, Shean Wang, Lu Wang, Weizhu Chen,
et al. Lora: Low-rank adaptation of large language models. In International Conference on
Learning Representations, 2024.

Zhe Kong, Yong Zhang, Tianyu Yang, Tao Wang, Kaihao Zhang, Bizhu Wu, Guanying Chen, Wei
Liu, and Wenhan Luo. Omg: Occlusion-friendly personalized multi-concept generation in diffu-
sion models. arXiv preprint arXiv:2403.10983, 2024.

Nupur Kumari, Bingliang Zhang, Richard Zhang, Eli Shechtman, and Jun-Yan Zhu. Multi-concept
customization of text-to-image diffusion. In Proceedings of the IEEE/CVF Conference on Com-
puter Vision and Pattern Recognition, pp. 1931–1941, 2023.

Dong C Liu and Jorge Nocedal. On the limited memory bfgs method for large scale optimization.
Mathematical programming, 45(1):503–528, 1989.

Shih-yang Liu, Chien-Yi Wang, Hongxu Yin, Pavlo Molchanov, Yu-Chiang Frank Wang, Kwang-
Ting Cheng, and Min-Hung Chen. Dora: Weight-decomposed low-rank adaptation. In Forty-first
International Conference on Machine Learning, 2024.

11

https://api.semanticscholar.org/CorpusID:254926823


594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2025

Ilya Loshchilov and Frank Hutter. Decoupled weight decay regularization. In International Confer-
ence on Learning Representations, 2019.

Cheng Lu, Yuhao Zhou, Fan Bao, Jianfei Chen, Chongxuan Li, and Jun Zhu. Dpm-solver: A fast
ode solver for diffusion probabilistic model sampling in around 10 steps. Advances in Neural
Information Processing Systems, 35:5775–5787, 2022.

Chong Mou, Xintao Wang, Jiechong Song, Ying Shan, and Jian Zhang. Dragondiffusion: Enabling
drag-style manipulation on diffusion models. In The Twelfth International Conference on Learn-
ing Representations, 2024. URL https://openreview.net/forum?id=OEL4FJMg1b.

Jisu Nam, Heesu Kim, DongJae Lee, Siyoon Jin, Seungryong Kim, and Seunggyu Chang. Dream-
matcher: Appearance matching self-attention for semantically-consistent text-to-image personal-
ization. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition
(CVPR), pp. 8100–8110, June 2024.

Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya Ramesh, Gabriel Goh, Sandhini Agarwal,
Girish Sastry, Amanda Askell, et al. Learning transferable visual models from natural language
supervision. In ICML, pp. 8748–8763, 2021.

Olaf Ronneberger, Philipp Fischer, and Thomas Brox. U-net: Convolutional networks for biomed-
ical image segmentation. In Medical image computing and computer-assisted intervention–
MICCAI 2015: 18th international conference, Munich, Germany, October 5-9, 2015, proceed-
ings, part III 18, pp. 234–241. Springer, 2015.

Nataniel Ruiz, Yuanzhen Li, Varun Jampani, Yael Pritch, Michael Rubinstein, and Kfir Aberman.
Dreambooth: Fine tuning text-to-image diffusion models for subject-driven generation. In Pro-
ceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 22500–
22510, 2023.

Simo Ryu. Low-rank adaptation for fast text-to-image diffusion fine-tuning. https://github.
com/cloneofsimo/lora.

Prune Truong, Martin Danelljan, and Radu Timofte. Glu-net: Global-local universal network for
dense flow and correspondences. In Proceedings of the IEEE/CVF conference on computer vision
and pattern recognition, pp. 6258–6268, 2020.

Prune Truong, Martin Danelljan, Fisher Yu, and Luc Van Gool. Warp consistency for unsupervised
learning of dense correspondences. In Proceedings of the IEEE/CVF International Conference
on Computer Vision, pp. 10346–10356, 2021.

Narek Tumanyan, Michal Geyer, Shai Bagon, and Tali Dekel. Plug-and-play diffusion features for
text-driven image-to-image translation. In Proceedings of the IEEE/CVF Conference on Com-
puter Vision and Pattern Recognition, pp. 1921–1930, 2023.

Andrey Voynov, Qinghao Chu, Daniel Cohen-Or, and Kfir Aberman. p+: Extended textual condi-
tioning in text-to-image generation. arXiv preprint arXiv:2303.09522, 2023.

Shih-Ying Yeh, Yu-Guan Hsieh, Zhidong Gao, Bernard BW Yang, Giyeong Oh, and Yanmin Gong.
Navigating text-to-image customization: From lycoris fine-tuning to model evaluation. In The
Twelfth International Conference on Learning Representations, 2023.

Junyi Zhang, Charles Herrmann, Junhwa Hur, Luisa Polania Cabrera, Varun Jampani, Deqing Sun,
and Ming-Hsuan Yang. A tale of two features: Stable diffusion complements dino for zero-shot
semantic correspondence. Advances in Neural Information Processing Systems, 36, 2024.

A APPENDIX

This appendix includes our supplementary materials as follow:

• Additional Preliminaries in A.1
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• Experiments setting in A.2

• More experiments for ConceptFlow-S in A.3

• More experiments for ConceptFlow-M in A.4

• Additional ablation study for ConceptFlow-S in A.5

• Selective applying SAMA module for CoceptFlow-M in A.6

• Detail user study setup and results in A.7

• Potential applications of ConceptFlow in A.8

• Limitation and future work in A.9

A.1 ADDITIONAL PRELIMINARIES

A.1.1 FINE-TUNING STABLE DIFFUSION FOR SINGLE CONCEPT GENERATION

Denote the small set of images of the specific concept s as Cs = {xi}Ni=1, where xi is the ith image
and N is the number of images (usually from 3 to 5). Single concept generation methods (Gal et al.,
2023; Ruiz et al., 2023; Kumari et al., 2023; Gu et al., 2024) focus on binding a newly-added text
token Vs to the concept s with the following fine-tuning objective:

min Ez=E(x),x∼Cs,ϵ,t

[
||ϵ− ϵθ(zt, t, ET (Vs))||22

]
, (12)

where ϵθ is the U-Net based conditional diffusion model, ET is the CLIP (Radford et al., 2021)
text encoder and E is the VAE encoder. Different methods use the objective in Eq. 12 to fine-tune
different parameters. For example, Textual Inversion (Gal et al., 2023) fine-tunes the embedding
of Vs in the CLIP text encoder, DreamBooth (Ruiz et al., 2023) jointly fine-tunes the entire U-Net
model and the embedding of Vs.

A.1.2 LOW RANK ADAPTATION (LORA)

Low-rank adaptation (LoRA) (Hu et al., 2024) was originally introduced to adapt large language
models for downstream tasks. Based on the assumption that updates made during the fine-tuning
exhibit a low intrinsic rank, LoRA proposes using the product of two low-rank matrices to gradually
update the pre-trained weights, thereby significantly reduces the number of trainable parameters.

For a pre-trained weight matrixW0 ∈ Rd×k, LoRA models the weight update ∆W ∈ Rd×k utilizing
a low-rank decomposition, expressed asBA, whereB ∈ Rd×r andA ∈ Rr×k, with r ≪ min(d, k).
Then, the fine-tuned weight W ′ can be formulated as:

W ′ =W0 +∆W =W0 +BA, (13)

where the underlined parameters are being trained and W0 is frozen during the fine-tuning process.
At the start of training, A is initialized with a uniform Kaiming distribution and B is initially set to
zero, which leads to ∆W = BA bezing zero. As we can merge the updated weights ∆W with W0

to obtain W ′ before performing inference, LoRA does not introduce any extra latency compared to
the original model.

A.1.3 KRONECKER ADAPTER (KRONA)

Despite being efficient, LoRA (Hu et al., 2024) can suffers from a performance drop compared to
the full fine-tuning because of the strong assumption imposed by its low-rank structure for task-
specific updates. This behavior can be explained based on the number of singular vector of the
updated matrices, where matrices with higher number of singular vectors might have better capabil-
ity in capturing the expresitivy (Hu et al., 2024). Kronecker product decomposition is an alternative
factorization method that does not depend on the low-rank assumption. By adopting this decom-
position to the fine-tuning process, Kronecker Adapter (KronA) (Edalati et al., 2022) can improve
the performance of large language models in specific tasks without increasing the inference latency
compared to LoRA.

A core component of Kronecker decomposition is Kronecker product (⊗), which is a matrix multi-
plication method that allows multiplication between matrices of different shapes. Given two input
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Table 3: Number of parameters of LoRA (Hu et al., 2024) and KronA (Edalati et al., 2022) adapters.

Adapter Decomposed Matrices Number of Params

LoRA A ∈ Rr×k, B ∈ Rd×r

r ≪ min(d, k)
r(d+ k)

KronA A ∈ Ra1×a2 , B ∈ Rb1×b2

a1 × b1 = d, a2 × b2 = k
a1a2 + b1b2

matrices A ∈ Ra1×a2 and B ∈ Rb1×b2 , Kronecker product results a matrix W ∈ Ra1b1×a2b2 . We
can view the matrix W as a1 × a2 blocks, where the block (i, j) is equal to the multiplication of the
element Ai,j and the matrix B. Hence, W can be formulated as:

W = A⊗B =

A1,1B · · · A1,a2
B

...
. . .

...
Aa1,1B · · · Aa1,a2B

. (14)

Utilizing Kronecker product, Edalati et al. (Edalati et al., 2022) replaces low-rank decomposition in
LoRA with Kronecker decomposition to develop the Kronecker Adapter (KronA). The difference in
structure between LoRA (Hu et al., 2024) and KronA (Edalati et al., 2022) is shown in Figure ??.
Specifically, with a pre-trained weight W0 ∈ Rd×k, the updated weight ∆W is expressed as A⊗B,
where A ∈ Ra1×a2 and B ∈ Rb1×b2 , with a1 × b1 = d and a2 × b2 = k. Consequently, we can
obtain the fine-tuned weight W ′ as:

W ′ =W0 +∆W =W0 +A⊗B. (15)

An important features of Kronecker product is that the rank of result matrix is not depend on the
two input matrics, thereby making KronA (Edalati et al., 2022) suitable for parameter-efficient fine-
tuning (PEFT). Denoting ∆WLoRA and ∆WKronA as the obtain updated weights from LoRA (Hu
et al., 2024) and KronA (Edalati et al., 2022) fine-tuning, and rank(·) is the rank of a matrix. We
can bound the rank of ∆WLoRA and ∆WKronA as follow:

rank(∆WLoRA) ≤ min(r(A), r(B)) ≤ r, (16)

rank(∆WKronA) = r(A) · r(B) ≤ min(a1, a2) ·min

(
d

a1
,
k

a2

)
. (17)

Therefore, the values of the decomposition factors a1 and a2 sorely influence the number of param-
eters in the adapter. KronA (Edalati et al., 2022) has the potential to achieve an updated matrix rank
comparable to that of full fine-tuning methods.

For the choice of decomposition factors (i.e. hyperparameters) a1 and a2 in KronA adapters in our
thesis, we follow the strategy of Yeh et al. (Yeh et al., 2023). Specifically, we reduce them to a single
decomposition factor f , and the value of a1, b1 will be specified based on d as follow (similar to a2,
b2 and k) :

a1 = max(u ≤ min(f,
√
d) | d mod u = 0), b1 =

d

a1
(18)

The number of parameters of LoRA (Hu et al., 2024) and KronA (Edalati et al., 2022) are depicted
in Table 3.

A.1.4 WEIGHT-DECOMPOSED LOW-RANK ADAPTATION (DORA)

Through the weight decomposition analysis to investigate the inherent differences between fine-
tuning (FT) and LoRA (Hu et al., 2024), DORA (Liu et al., 2024) decomposes the pre-trained
weight into two components, magnitude and direction, for fine-tuning, and specifically employing
LoRA for directional updates to efficiently minimize the number of trainable parameters. DORA
enhances the learning capacity and training stability of LoRA without introducing any additional
inference overhead.

Specifically, denote the original weight matrix as W0 ∈ Rd×k, the weight decomposition of W0 is
formulated as:

W0 = m
V

||V ||c
= ||W0||c

W0

||W0||c
, (19)
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where m ∈ R1×k is the magnitude vector, V ∈ Rd×k and || · ||c is the vector-wise norm of a matrix
across each column. Note that each column of V/||V ||c is a unit vector, and this term is called
direction component. Consequently, DORA formulated the fine-tuned weight W ′ as:

W ′ = m
V +∆V

||V +∆V ||c
= m

W0 +BA

||W0 +BA||c
, (20)

where ∆V is the incremental directional update learned by multiplying two low-rank matrices
B ∈ Rd×r and A ∈ Rr×k, and the underlined parameters denote the trainable parameters. The
initialization of m, B and A ensures that W ′ equal to W0 before the fine-tuning. Specifically, we
assign m = ||W0||c, B and A are initialized in the same way with LoRA (Hu et al., 2024).

A.1.5 DISENTANGLED LEARNING.

Chen et al. (2024) proposed learning separate textual and visual embeddings to prevent the mixing
of a concept’s identity with irrelevant details such as background or the pose during fine-tuning.
Specifically, to extract the identity-irrelevant embedding of image xi, they adopt the pretrained
CLIP (Radford et al., 2021) image encoderEI to obtain image features f (p)i = EI(xi), then filtering
out the identity information from f

(p)
i by a learnable mask M . These features are consequently fed

into an adapter MLP with skip connection to be tranformed into the same space as text feature fs
as follow:

fi =M ∗ f (p)i +MLP (M ∗ f (p)i ), i = 1, 2, · · ·N, (21)

where N is the number of training images.

The learning objectives of DisenBooth (Chen et al., 2024) includes a denoising objective Ldenoise

(similar to Eq. 12) and two disentangled objectives, which are weak denoising objective Lw−denoise

and contrastive embedding objective Lcon. Firstly, the main objective of fine-tuning process
Ldenoise is defined as:

Ldenoise =

N∑
i=1

||ϵi − ϵθ(zi,ti , ti, fi + fs)||22. (22)

The weak denoising objective Lw−denoise helps to learn meaningful text features fs that capable of
capturing the identity-relevant information, i.e. the common part of the training images:

Lw−denoise = λw−denoise

N∑
i=1

||ϵi − ϵθ(zi,ti , ti, fs)||22. (23)

Moreover, since we expect fs and fi to capture disentangled information of the image xi, the em-
beddings fs and fi should be contrastive and their similarities are expected to be low. Therefore, the
contrastive embedding objective is added as follow:

Lcon = λcon

N∑
i=1

cos(fs, fi), (24)

where cos(·) is the cosine similarity between two vectors.

A.2 EXPERIMENTS SETTING

A.2.1 DATASET

To evaluate our proposed method, we collect a dataset containing objects, animals and characters,
incorporating some sourced from the DreamBench (Ruiz et al., 2023) dataset. Our dataset including
12 objects, 5 animals and 7 characters (5 regular humans and 2 special humans), which are shown in
Figure 12. The key distinction between regular humans and special humans is that for the latter, we
aim to also preserve their outfits, while for regular human characters, our primary focus is only on
their faces. For multiple concepts generation, we focus on the interaction between character-object
and character-animal, results in 60 combinations.
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Figure 12: All concepts in our dataset for experiments.

A.2.2 IMPLEMENTATION DETAILS

Single Concept Generation. In our experiments, we incorporate KronA-WED to all linear lay-
ers in all attention modules of the U-Net with the decomposition factor f = 16. We use the
AdamW (Loshchilov & Hutter, 2019) optimizer with a learning rate 1e-3, 5e-4 and 1e-3 for tuning
text embedding, U-Net and image feature adapter, respectively. The fine-tuning iterations are 2,000
for all concepts. We set the weight of each fine-tuning objective as follow: λw−denoise = λcon =
0.001 (similar to DisenBooth (Chen et al., 2024)), and λattn = 0.001. The pretrained checkpoints
for Stable Diffusion we adopt for all methods is Realistic Vision V5.1 2 as it well-known high qual-
ity outputs for realistic images. The sampling processes are performed with DPM-Solver (Lu et al.,
2022) scheduler with 50 sampling steps.

Multiple Concepts Generation. For gradient fusion (Gu et al., 2024), we use the LBFGS opti-
mizer (Liu & Nocedal, 1989) with 500 and 50 steps to optimize the text encoder and Unet, respec-
tively. In our experiment, the unified weight ∆θ for Concept Flow-M is fused from the two weights
learned by ConceptFlow-S. The sampling process is performed using the DPM-Solver scheduler (Lu
et al., 2022) with 50 sampling steps. The matching process with SAMA module starts from step 4
of denoising. For layout consistency guidance, we set refined threshold τ to 0.55, adjustment factor
λ to 0.5, and the decay factor ϕ is set to 10.0

A.2.3 EVALUATION SETTING

ConceptFlow-S. In our evaluation process for each concept within the categories of objects, char-
acters, and animals, we employ 25, 20, and 20 prompts respectively. These prompts are divided
into four main types, including Recontextualization, Restylization, Interaction, and Property Mod-
ification, and the prompt templates are borrowed from previous work (Ruiz et al., 2023; Gu et al.,
2024) and they are depicted in Figure 13. Moreover, for the object category, we skip the Restyliza-
tion and place a greater emphasis on assessing the reconstruction and editability of various methods
in intricate scenarios. Consequently, we utilize a higher number of prompts related to recontextu-
alization and interaction. We sample 25 images for each prompt with fixed random seeds for the
reproducibility. The sampling processes are performed with DPM-Solver (Lu et al., 2022) scheduler
with 50 sampling steps.

ConceptFlow-M. We define a list of prompts for each combination that focuses on the interaction
between subjects. For example, in the character-object type, our prompts center around verb actions
(e.g., hold, wear), while in the character-animal type, verbs are centered around scenarios where

2https://civitai.com/models/4201?modelVersionId=130072
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A <TOK> in the swimming pool
A <TOK> in front of Eiffel tower
A <TOK> near the mount fuji
A <TOK> in the forest
A <TOK> walking on the street

A <TOK> cyberpunk 2077, 4K, 3d render in unreal engine
A watercolor painting of a <TOK>
A painting of a <TOK> in the style of Vincent Van Gogh
A painting of a <TOK> in the style of Claude Monet
A <TOK> in the style of Pixel Art

A <TOK> sit on the chair
A <TOK> on the boat
A <TOK> wearing a headphone
A <TOK> wearing a sunglass
A <TOK> playing with a ball

A sad <TOK>
An angry <TOK>
A running <TOK>
A jumping <TOK>
A <TOK> is lying down

A photo of <TOK> on the beach, small waves, detailed
symmetric face, beautiful composition
A <TOK>, in front of Eiffel tower
A <TOK>, near the mount fuji
A <TOK>, in the forest
A <TOK>, walking on the street

A <TOK>, cyberpunk 2077, 4K, 3d render in unreal
engine
A watercolor painting of a <TOK>
A painting of a <TOK> in the style of Vincent Van Gogh
A painting of a <TOK> in the style of Claude Monet
A <TOK> in the style of Pixel Art

A <TOK> sit on the chair
A <TOK> ride a horse
A <TOK>, wearing a headphone
A <TOK>, wearing a sunglass
A <TOK>, wearing a Santa hat

A smiling <TOK>
An angry <TOK>
A running <TOK>
A jumping <TOK>
A <TOK> is lying down

a <TOK> in the jungle
a <TOK> in the snow
a <TOK> on the beach
a <TOK> on a cobblestone street
a <TOK> with a city in the background
a <TOK> with a mountain in the background
a <TOK> with a blue house in the background
a <TOK> with a wheat field in the background
a <TOK> with a tree and autumn leaves in the
background
a <TOK> with the Eiffel Tower in the background

a <TOK> floating on top of water
a <TOK> floating in an ocean of milk
a <TOK> on top of pink fabric
a <TOK> on top of a wooden floor
a <TOK> on top of green grass with sunflowers around it
a <TOK> on top of a mirror
a <TOK> on top of the sidewalk in a crowded street
a <TOK> on top of a dirt road
a <TOK> on top of a white rug
a <TOK> on top of a purple rug in a forest

a red <TOK>
a purple <TOK>
a shiny <TOK>
a wet <TOK>
a cube shaped <TOK>

Prompt for objects Prompt for characters Prompt for animals
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Figure 13: Our evaluation prompt for single concept generation.

humans interact with animals (e.g., play, hold within arms). We sample 10 images for each prompt,
resulting in an average of 60 images for each combination.

A.3 MORE QUALITATIVE COMPARISONS

We provide additional qualitative comparisons of ConceptFlow-S and ConceptFlow-M with other
baselines in Figure 14 and Figure 15, respectively.

A.4 COMPARISONS BETWEEN CONCEPTFLOW-M WITH CONDITION-BASED METHODS

Multi-concept condition-based methods (Kong et al., 2024; Gu et al., 2024), which rely on extra
inputs like masks, bounding boxes, and pose conditions, often struggle in interaction scenarios where
subjects occlude each other. In such cases, these approaches may not properly handle occlusion.
We present additional qualitative results in Figure 16 where we compare our ConceptFlow-M with
OMG (Kong et al., 2024) and Mix-of-Show (Gu et al., 2024) with regional sampling. OMG attempts
to address occlusion by first generating a layout image, then blending noise into specific regions
using predicted masks, while Mix-of-Show manipulates cross-attention layers guided by bounding
boxes. Although Mix-of-Show generally ensures that all concepts are present, it fails to maintain
natural interactions between subjects. In scenarios where subjects significantly occlude each other
(e.g., a person wearing glasses), it cannot preserve all concepts effectively. A major limitation in
OMG is the mismatch between predicted masks in the layout generation stage and the actual shape
of the subjects, leading to significant identity loss and inaccurate region blending.

A.5 ADDITIONAL ABLATION STUDY FOR CONCEPTFLOW-S

A.5.1 ATTENTION REGULARIZATION (AR) OBJECTIVE

Table 4 indicates that AR improves prompt alignment for recontextualization and interaction but is
not well-suited for prompts involving interaction and property changes. Figure 17 showcases the
illustrations for these evaluations.

The effect of attention regularization (AR) on restylization and property change prompts is due
to the attention map of the style (or property) token being overshadowed by the attention of the
concept token in regions containing the concept within the image. As a result, the expected style (or
property) is not visible in the concept region. Despite this limitation, we use AR in ConceptFlow-S
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Figure 14: Qualitative comparison on single concept generation between ConceptFlow-S and other
baselines. We focus on the evaluation with complex prompts.

Concepts ConceptFlow-MCustomDiffusionMix-of-Show

V1 playing with V2 in park

 V1 holding V2 in front of bookshelf

 V1 wearing V2

V1 holding V2

Kid V1 wearing V2 V1 holding V2 within arms on the moon

 V1 

 V2

 V1 

 V2

 V1 

 V2

 V1 

 V2

 V1 

 V2

 V1 

 V2

Concepts ConceptFlow-MCustomDiffusionMix-of-Show

Figure 15: Qualitative comparison on multiple concepts generation between ConceptFlow-M and
other baselines.

because it supports the generation of multiple concepts in ConceptFlow-M, where effective handling
of interaction and recontextualization prompts is essential.
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V1 hold V2

+ Pose and Bounding Boxes + Layout Generation

ConceptFlow-M Mix-Of-Show OMGConcept

V1 hold V2

V1 hold V2 within
arms

V1 wear V2

Figure 16: Qualitative comparison between ConceptFlow-M, which operates solely from text
prompts, and other methods that use additional conditions. Mix-of-Show (Gu et al., 2024) em-
ploys regional sampling with pose and bounding box inputs, while OMG (Kong et al., 2024) is a
blend-based approach that requires a generated layout for precise blending of concept noise.

Table 4: CLIP-T score of CopceptFlow-S with and without AR in each prompt category. In each
row, the value in bold is the highest score.

Our W/o AR
Recontextualization 0.756 0.752 (-0.004)
Restylization 0.678 0.708 (+0.03)
Interaction 0.711 0.701 (-0.01)
Property change 0.642 0.658 (+0.016)

A.5.2 KRONECKER DECOMPOSITION FACTOR

Despite the fact that the rank of updated matrices obtained from KronA (Edalati et al., 2022) adapter
is not depend on the factorization matrices, choosing the right value for decomposition factor f (Yeh
et al., 2023) is an important detail. According to Table 3, the minimum number of paramerers in a
KronA adapter is as follow:

a1a2 + b1b2 = a1a2 +
d

a1

k

a2
≥ 2

√
dk, (25)

and the equation holds when a1 =
√
d and a2 =

√
k and f ≥ max(

√
d,
√
k) (following Equa-

tion 18).

Increasing the value of f results in fewer parameters and vice versa. This variation may cause
issues of underfitting (i.e. insufficient to capture the fine-grained details) or overfitting to the training
images, which are illustrated in Figure 18. In all of our experiments, we set the value f to 16 to
balance the efficiency and the effectiveness of ConceptFlow-S.

A.5.3 NUMBER OF TRAINING IMAGES.

We present the generation results of ConceptFlow-S in scenarios involving both a single training im-
age and multiple training images (ranging from 3 to 5 images used in our experiments) in Figure 19.
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Figure 17: Illustration for the effectiveness of each component in ConceptFlow-S, including Kro-
necker Adapter (KronA), weight decomposition (DORA) and attention regularization (AR). In this
figure, “W/o” stands for “Without”.

Concept V*

A V* on the beach

24 MB 6.5 MB 2.2 MB 1.8 MB

A V* with the Eiffel Tower in the background

Overfitting Underfitting

Figure 18: The effect of decomposition factor f in KronA (Edalati et al., 2022) adapter for the
concept learning and generation outputs. We provide the model size below each factor value.

For concepts that do not contain many complex details such as regular humans and animals, the
results indicate that ConceptFlow-S can generate desirable images with just one training image.
However, in this setting, the model tends to overfit the training image to preserve the concept’s
identity. Moreover, the diversity of the outcomes may decrease due to overfitting to the concept
layout in one training image setting.

A.6 SELECTIVE APPLYING SAMA MODULE IN CONCEPTFLOW-M

Experimental results demonstrate that substituting all self-attention modules with the SAMA mod-
ule does not yield satisfactory results due to the layer-specific sensitivity of features. Since the esti-
mated correspondence Fref→trg

k is calculated from the cost volume Ck derived from early decoder
layers, which focus on semantics and structures (Tumanyan et al., 2023; Zhang et al., 2024; Mou
et al., 2024), SAMA should be applied to layers where spatial features have significant semantic
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Concept V* Single training image Mutliple training images

A V* with the Eiffel Tower in the background

A V* floating on top of water

A V* wearing a santa hat

Figure 19: Generation of single concept using ConceptFlow-S in different number of training im-
ages. For multiple images, we use from 3-5 images in our experiments.

(1) (2) (3)

(5) (7)(6)

(9) (10) (11)

(4)

(8)

“ Vhermione hold Vhandbag in downtown”

Figure 20: The impact of the SAMA module when implemented across various blocks in a U-Net
architecture. The blue color signifies the original basic block, while the yellow color denotes the
basic block in which self-attention is substituted by SAMA.

appearance information. Through empirical observation, we achieve superior results when applying
SAMA to the layers of the middle block and earlier blocks of the decoder in U-Net (Ronneberger
et al., 2015) instead of replacing all self-attention modules in the 7 basic blocks with SAMA., as
shown in Figure 20.
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A.7 USER STUDY

A.7.1 PARTICIPANTS

We invited 20 participants (16 males and 4 females) with age range from 18 to 25 from our research
community and university to participate in the study. Half of them have a background in AI, and
some are acquainted with our evaluation metrics. They brought diverse perspectives to the evaluation
process, ensuring an objective assessment.

A.7.2 STUDY SETUP

We utilized Stable Diffusion 1.5 with Realistic Vision checkpoint for all methods. To ensure objec-
tivity, we blinded the method so that participants did not know which method the image belonged to.
The reference image of concepts and the images generated by methods were presented side-by-side
for evaluation.

For single concept generation, we created 4 batches corresponding to 4 prompt categories: recon-
textualization, interaction, restylization, and property change. Each batch contains 24 prompts with
a total of 120 images. The participants engaged randomly in one of these batches with the shuffling
questions. We evenly distributed the assignments across 4 batches to achieve a comprehensive eval-
uation. Furthermore, we excluded LoKr (Yeh et al., 2023) from our user study comparisons because
its trade-off between reconstruction and editability is similar to that of DreamBooth (Ruiz et al.,
2023) (refer to Table 1a), both of which maintain high identity preservation but substantially reduce
prompt alignment.

Meanwhile, in multiple concept generation, we created 2 batches corresponding to two categories
of combination: human-object and human-animal. Each batch contains 30 prompts with a total of
90 images. Similar to the single concept study, one of these combination types will be randomly
assigned to each participant.

A.7.3 EVALUATION METRICS

The participants were instructed to rate the performance of various methods on a scale from 1 (very
bad) to 5 (very good). To ensure fair and consistent evaluations, we provided a reference document
outlining the criteria for each score. Follow previous studies (Ruiz et al., 2023; Kumari et al., 2023;
Gu et al., 2024), for single concept generation, we considered the metrics of identity preservation and
prompt alignment. Regarding to multiple concepts generation, we add a metric called naturalness
of interaction to measure how good the naturalness of interaction between the human and object (or
animal) in the output image is, such as human pose, the size and the position of objects. Detail setup
for the user study is provided in Appendix A.7.

A.7.4 QUANTITATIVE RESULTS

The results of our study on single concept generation are displayed in Figure 21. They indicate that
users were satisfied with ConceptFlow-S in terms of identity preservation (i.e., reconstruction) and
prompt alignment (i.e., editability) with the average scores of 3.92 and 3.73.

For multiple concept generation, the results are depicted in Figure 22 which showed that
ConceptFlow-M outperformed other methods in all metrics with large margins, thereby demonstrat-
ing the effectiveness this component. Compared to the experiment quantitative results presented
in Table 1b, the user study provides deeper insight into the methods’ performance in generating
multiple concepts, as the experimental evaluation metrics alone are not sufficiently expressive.

A.8 POTENTIAL APPLICATIONS

By generating realistic images of clothing items on various body types and poses, it becomes pos-
sible to create virtual fitting rooms where customers can visualize how different garments will look
on them without physically trying them on. This application can significantly enhance the online
shopping experience, reducing return rates and increasing customer satisfaction. Moreover, the per-
sonalized image generation capabilities of our framework ConceptFlow offer significant potential
in the field of advertisement. By enabling the creation of high-quality customized concept models,
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Identity Preservation

ConceptFLow-S

DreamBooth

Custom Diffusion

DisenBooth

ED-LoRA

Prompt Alignment

Total scores of methods

3.98

2.94

3.58

3.50

3.92

2.99

3.92

3.91

3.15

3.73

1 (very bad) 5 (very good)

Prompt Alignment scores on prompt categories

ConceptFLow-S

DreamBooth

Custom Diffusion

DisenBooth

ED-LoRA

Recontextualization

2.90

3.87

4.11

3.40

3.94

Interaction

2.96

3.83

4.01

3.15

4.21

Restylization

3.21

4.17

3.59

2.87

2.83

Property change

3

3.93

3.80

3.04

3.43

Figure 21: Quantitative results of our user study for single concept generation. The values in bold,
underline, and italic indicate the top 1, top 2, and top 3 scores, respectively.

1 (very bad) 5 (very good)

Total scores of methods

ConceptFLow-M

Mix-of-Show

Custom Diffusion

Human Identity Preservation

1.98

3.19

3.82

Naturalness of Interaction

2.21

3.06

3.82

Prompt Agiment

3.20

3.77

4.16

Object Identity Preservation

2.08

3.05

3.90

Figure 22: Quantitative results of our user study for multiple concepts generation. The values in
bold indicate the highest scores.

businesses can generate compelling visual content tailored to specific products. We showcases these
applications of ConceptFlow in Figure 23.

A.9 LIMITATIONS AND DISCUSSION

Firstly, since ConceptFlow framework is built on top of Stable Diffusion 1.5 model, it inherits the
limitations of the pre-trained Stable Diffusion such as bad hand drawings for human concepts.

In the realm of single concept generation, our ConceptFlow-S component successfully balances
reconstruction and editability, but enhancing both capabilities simultaneously remains a challenge,
particularly in terms of prompt restylization and property changes (as discussed in Appendix A.5.1).
Furthermore, capturing sophisticated details of concepts like text, logos, and other elements remains
demanding. As illustrated in Figure 24, ConceptFlow-S struggles to accurately retain these intricate
details. The issue may primarily arise from the resolution set to 512 for training and generation in our
experiments. When we increased this resolution to 768, there was a slight improvement in the quality
of the text region, but it still falls short compared to the reference images. We also investigated
the output of DreamBooth (Ruiz et al., 2023) and observed the similar behaviors, except on the
generated images that are almost identical to the training images (i.e. overfitting). The fundamental
limitations of Stable Diffusion 1.5 in generating text could be the underlying cause of this constraint.

For ConceptFlow-M, our current method is not efficient enough regarding sampling speed and mem-
ory usage. Using a single NVIDIA A100 GPU, it takes an average of 9.3 seconds to generate an
image of size 512x512. Moreover, the generation of multiple subjects solely based on a single
prompt without additional guidance (e.g., bounding boxes and local prompts) while ensuring no in-
correct attribute binding still remains a challenge. This issue arises due to the potential problem of
having similar semantic meanings between concepts in a prompt (Gu et al., 2024), as illustrated in
Figure 25 when two human are mentioned. The face or outfit of a human is often binded incorrectly
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Figure 23: Illustration of our framework ConceptFlow for the applications on garment try-on and
advertisement.

Concept V*

P1: A V* in the snow
P2: A V* with a blue house in
the background

ConceptFlow-S DreamBooth

512512

768 768

512

512

Prompt: P1

Prompt: P1 Prompt: P2

Prompt: P2

Prompt: P1

Prompt: P2

Figure 24: Limitation of ConceptFlow-S in capturing sotisphicated details of concepts such as text,
logos in different training and generation resolution.

to the other human. Additionally, as the number of subjects mentioned in a prompt increases, result-
ing in a complex prompt (e.g., ”A man wearing white glasses and wearing red shirt”), the results
as illustrated in Figure 26 tend to fail. This is due to the limitations of Stable Diffusion 1.5, which
our framework is based on, in handling complex prompts. Currently, this limitation restricts our
framework’s ability to handle prompts with too many concepts.
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Figure 25: Limitation of ConceptFlow-M in multiple humans generation.

Figure 26: Limitation of Stable Diffusion 1.5 dealing with a complex prompt (more than 2 subjects).
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