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Abstract001

While large language models (LLMs) have002
achieved strong results in mathematical reason-003
ing, their ability to generalize reasoning skills004
across academic disciplines remains underex-005
plored. This work investigates whether equip-006
ping models with diverse human reasoning pat-007
terns can improve cross-domain generalization.008

We present RP-CD, a 2.28M instance009
dataset that annotates four reasoning010
patterns—verification, retrospection, decom-011
position, and reverse thinking—across diverse012
academic subjects. Based on RP-CD, we013
introduce Pattern Fine-Tuning (PFT), a method014
that injects explicit reasoning patterns into015
models enabling to internalize problem solving016
strategies.017

Experiments with Qwen2.5-7B-Instruct demon-018
strate that PFT consistently outperforms su-019
pervised fine-tuning (SFT) across a range of020
benchmarks. On GSM8K, PFT-Mix improves021
accuracy by 5.7% over Vanilla-SFT, with larger022
gains observed on MATH (+4.6%) and BBH023
(+7.6%). PFT-Mix also demonstrates strong024
cross-lingual transfer on C-Eval (+5.3%) and025
improves instruction following performance026
on IFEval (+5.4%). Furthermore, after re-027
inforcement learning (RL), the PFT-Mix-RL028
model achieves 35.5% accuracy on RP-CD, sur-029
passing much larger models such as Qwen2.5-030
72B-Instruct (22.6%) and DeepSeek-R1-Distill-031
Qwen-32B (21.7%).032

Our results highlight the value of reasoning033
patterns for enhancing cross-disciplinary and034
out-of-domain generalization. This suggests a035
practical path towards developing LLMs that036
are more robust in real-world, multi-domain037
applications.038

1 Introduction039

Recent advancements in reasoning within large040

language models (LLMs) (Jaech et al., 2024;041

DeepSeekAI et al., 2025; Team et al., 2025) have042

demonstrate significant progress, primarily in math- 043

ematics. However, their ability to generalize rea- 044

soning across diverse academic domains remains 045

limited (Hochlehnert et al., 2025; Yue et al., 2025; 046

AI et al., 2025). One possible reason is that cur- 047

rent LLMs are not explicitly taught to use different 048

types of reasoning (Gandhi et al., 2025). In con- 049

trast, humans solve problems across disciplines by 050

flexibly employing diverse reasoning patterns. 051

This work delves into the question: Can explic- 052

itly teaching models human-inspired reasoning pat- 053

terns lead to more reliable generalization? To ex- 054

plore this, we focus on four representative reason- 055

ing patterns commonly observed in human problem 056

solving: verification (Koriat et al., 1980), retrospec- 057

tion (Gick and Holyoak, 1980), decomposition (Chi 058

et al., 1981; Wang et al., 2023; Khot et al., 2023), 059

and reverse thinking (Polya, 2014). As illustrated 060

in Figure 1(a), these patterns form the backbone 061

of our investigation into whether models can be 062

taught not just to memorization (Chu et al., 2025), 063

but to reason. 064

To investigate the impact of reasoning patterns, 065

we introduce the Reasoning Patterns–Cross Disci- 066

plines (RP-CD) dataset, a large-scale benchmark 067

comprising 2.28 M instances across STEM, social 068

sciences, humanities, applied sciences, and other 069

domains. Each question-answer pair is annotated 070

with four distinct human-inspired reasoning pat- 071

terns. We further introduce PFT, which trains mod- 072

els to answer questions using explicit reasoning 073

patterns, rather than SFT relying solely on ques- 074

tion–answer pairs. 075

Our experiments, summarized in Figure 1(c), re- 076

veal several key findings: (1) We observe clear 077

synergistic gains from the diversity of reasoning 078

patterns: on GSM8K (grade school math) (Cobbe 079

et al., 2021b), PFT-Mix achieves a 5.7% improve- 080

ment, demonstrating the benefit of integrating mul- 081

tiple reasoning patterns; (2) On more challeng- 082

ing datasets, the advantages of PFT become more 083
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Figure 1: Overview of reasoning patterns, dataset construction, and model performance. (a) Four reasoning
patterns: Retrospect (backtracking), Verification (step-by-step checking), Decomposition (divide-and-conquer),
Reverse Thinking (goal-driven reasoning), and one direct output. (b) Reasoning trajectories are generated by
Qwen2.5-72B-Instruct on the Multi-subject RLVR dataset to construct Reasoning Patterns – Cross Discipline
Dataset (RP-CD). (c) PFT-Mix improves both in-domain and out-of-domain performance, outperforming Base and
Vanilla-SFT. Base-Mix-RL surpasses Base-RL and Vanilla-SFT-RL on multiple metrics.

substantial—on MATH(competition mathemat-084

ics) (Hendrycks et al., 2021a) and BBH(complex085

reasoning) (Suzgun et al., 2022), PFT-Mix de-086

livers even larger improvements (+4.6% and087

+7.6%, respectively); (3) The benefits of PFT ex-088

tend beyond English: we observe strong cross-089

lingual transfer on C-Eval (+5.3%) (Huang et al.,090

2023); (4) PFT also enhances instruction follow-091

ing and benefits subsequent reinforcement learn-092

ing (RL) (Sutton and Barto, 2018), PFT-Mix-RL093

(7B) leading to a 35.5% accuracy on RP-CD,094

substantially outperforming much larger models095

like Qwen2.5-72B-Instruct(Team, 2024)(22.6%)096

and DeepSeek-R1-Distill-Qwen-32B (DeepSeek-097

AI et al., 2025a)(21.70%).098

2 Related Work099

Reasoning Patterns in LLMs. Reasoning pat-100

terns have been shown to significantly enhance101

the reasoning capabilities of LLMs. (Wei et al.,102

2022b) first introduced the concept of Chain-of-103

Thought prompting, which guides models to emu-104

late human-like reasoning processes. Building on105

this idea, methods such as Tree-of-Thought (Yao106

et al., 2023) and Graph-of-Thought(Besta et al.,107

2024) further improve performance by enabling108

models to explore diverse reasoning paths. The109

Self-Debate (Liang et al., 2024) framework ad-110

vances this by encouraging models to engage in111

internal argumentation, thereby improving their112

ability to address open-ended questions. To gener-113

alize the benefits of such reasoning patterns across114

various domains, Self-Prompting was proposed,115

allowing models to dynamically select appropri-116

ate reasoning patterns based on the task at hand. 117

(Gandhi et al., 2025) suggest that the presence of a 118

reasoning pattern is more critical than its specific 119

form. These approaches collectively demonstrate 120

the effectiveness of reasoning patterns. In this 121

work, we conduct a systematic study of such pat- 122

terns and show that the learned reasoning patterns 123

are not merely memorized templates (Allen-Zhu 124

and Li, 2023; Ye et al., 2024; Kang et al., 2024), 125

but rather represent intrinsic reasoning capabilities 126

that generalize across domains. 127

Post-training. SFT (Zhang et al., 2022; Hoff- 128

mann et al., 2023; OpenAI, 2023; Google, 2023; 129

Touvron et al., 2023) has become a standard ap- 130

proach for aligning LLMs to task-specific formats. 131

FLAN (Wei et al., 2022a) demonstrated that in- 132

struction tuning enhances zero-shot generalization 133

across diverse tasks, while LIMA (Zhou et al., 134

2024a) showed that SFT can also convey stylis- 135

tic and structural preferences. More recent stud- 136

ies (Gandhi et al., 2024; Lehnert et al., 2024) incor- 137

porate reasoning traces—such as linearized solu- 138

tion paths or self-correction trajectories—into the 139

SFT process to improve performance on mathemat- 140

ical and logical tasks (Ye et al., 2024; Qu et al., 141

2025; Kumar et al., 2024; Hwang et al., 2024; Han 142

et al., 2024). RL (Ziegler et al., 2019; Ouyang et al., 143

2022; Sun et al., 2024; Ramamurthy et al., 2023; 144

Abdulhai et al., 2023; Zhou et al., 2024b; Zhai 145

et al., 2024) has also been explored for fine-tuning 146

LLMs in domains like mathematical problem solv- 147

ing and code generation. (Luo et al., 2024)(Zeng 148

et al., 2025; Lambert et al., 2025). However, these 149

approaches often focus on narrow domains (Ab- 150
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dulhai et al., 2023; Zhou et al., 2024b; Zhai et al.,151

2024; Chen et al., 2024). In contrast, our work152

explores PFT, which demonstrates improved gener-153

alization and provide a more effective foundation154

for subsequent RL fine-tuning.155

3 Dataset156

3.1 Reasoning Pattern Definitions157

To systematically investigate the role of reasoning158

patterns in learning, we define four core patterns,159

each grounded in cognitive science and educational160

theory, and observed in both human problem solv-161

ing and model-generated reasoning. For each pat-162

tern, we design tailored prompt templates to elicit163

the desired reasoning process; detailed prompt ex-164

amples are provided in Appendix A.165

Verification involves deliberately stepwise check-166

ing and internal hypothesis testing. Inspired by167

dual-process theories of reasoning (Evans, 2003;168

Chi et al., 1981), this pattern encourages system-169

atic evaluation at each step, reducing the likelihood170

of careless errors and fostering logical coherence171

throughout problem solving.172

Retrospection means looking back and consider-173

ing other possible solution paths, especially when174

the current approach fails. By learning from175

mistakes and being willing to try different meth-176

ods (Gentner, 1983; Holyoak and Thagard, 1996;177

Chi et al., 1981), retrospection helps solvers adapt178

and find better ways to reach a solution.179

Decomposition breaks complex problems into sim-180

pler, manageable sub-tasks, enabling a modular181

approach to inference. This pattern aligns with182

the classic divide-and-conquer principle in educa-183

tion (Polya, 2014; Sweller, 1988), which is widely184

recognized for reducing cognitive load and enhanc-185

ing problem-solving efficiency in both humans and186

machines.187

Reverse Thinking starts from a hypothesized goal188

or conclusion and works backward to uncover189

the necessary conditions or supporting premises.190

Closely related to backward reasoning and proof191

by contradiction (Evans et al., 2007; Polya, 2014),192

this strategy supports goal-driven, counterfactual,193

and non-linear reasoning, which are essential for194

creative problem solving and robust model infer-195

ence.196

Together, these four patterns capture a diverse197

array of cognitively plausible, human-inspired rea-198

soning patterns, moving beyond the linear and199

monotonic generation typical of standard language200

models. Their inclusion provides a principled 201

framework for studying how explicit reasoning pat- 202

tern injection can enhance the learning and gener- 203

alization of LLMs. 204

3.2 Dataset Construction 205

Based on our definition of four reasoning patterns, 206

we construct RP-CD, a large-scale dataset for sys- 207

tematic study of reasoning patterns in LLMs. We 208

start from the Multi-Subject-RLVR corpus (Su 209

et al., 2025), a benchmark spanning multiple aca- 210

demic disciplines, which comprises 570k ques- 211

tion–answer pairs with reference answers written 212

by domain experts for examination purposes. 213

To create RP-CD,we leverage QWEN2.5-72B- 214

INSTRUCT (Qwen et al., 2025) to generate four par- 215

allel reasoning patterns for each question–answer 216

pair, covering Verification, Retrospection, Decom- 217

position, and Reverse Thinking (see Appendix A). 218

This process increases the dataset to 2.28 million 219

instances, with every question associated with four 220

distinct, pattern-specific solutions. 221

Crucially, RP-CD provides not only answers 222

what, but also diverse, transparent demonstrations 223

of how to solve each problem using different rea- 224

soning patterns. Through training on these varied 225

problem-solving patterns, models can internalize 226

more flexible reasoning habits, resulting in stronger 227

out-of-domain generalization. RP-CD thus serves 228

as a dedicated, large-scale resource for controlled 229

study of reasoning pattern learning in LLMs (see 230

Figure 1(a, b)). To foster reproducibility and future 231

research, we will release the full dataset upon paper 232

acceptance. 233

4 Experiment 234

At the heart of our study lies a central question: 235

How do reasoning patterns affect the learning and 236

generalization of large language models? To an- 237

swer this, we design a set of experiments guided 238

by five research questions, examining the effects 239

of reasoning patterns across task difficulty, cross- 240

domain and cross-lingual generalization, reinforce- 241

ment learning, and comparisons with larger or dis- 242

tilled models. Together, these experiments build a 243

comprehensive picture of reasoning pattern learn- 244

ing in LLMs. 245

4.1 Pattern Fine-Tuning 246

Vanilla SFT trains models to generate answers di- 247

rectly from questions, typically ignoring the reason- 248

ing patterns. PFT instead augments each training 249
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Model STEM Social Applied Humanities Others Avg.

Qwen2.5-7B-Instruct (Base) 20.26 14.57 13.73 16.17 14.06 16.2
Vanilla-SFT 13.80 9.01 7.86 10.56 9.73 10.48
PFT-Rev 12.44 9.57 9.95 9.57 9.94 10.62
PFT-Veri 26.97 22.83 21.59 22.44 24.21 24.06
PFT-Decom 22.19 21.45 17.74 24.09 22.62 21.23
PFT-Retro 23.24 21.08 16.37 16.83 20.08 20.42
PFT-Mix 28.76 22.08 20.39 23.43 23.05 24.09

Qwen-72B-Instruct 20.10 28.7 20.50 21.00 25.20 22.60
DeepSeek-R1-Distill-Qwen-32B 23.20 21.80 26.70 20.50 18.50 21.70

Base-RL 29.17 21.51 10.67 20.13 23.25 21.90
Vanilla-SFT-RL 33.52 28.89 20.78 28.38 29.28 28.71
PFT-Mix-RL 41.71 36.89 24.87 31.02 35.83 35.47

Table 1: In-distribution performance on the RP-CD test set across five academic domains: STEM, Social Sciences
(Social), Applied Sciences (Applied), Humanities, and Others. Before RL, PFT-Mix achieves an average score of
24.09%, outperforming Base (16.2%) and Vanilla-SFT (10.48%), which is trained without reasoning supervision.
Despite being a 7B model, PFT-Mix also surpasses larger models such as Qwen2.5-72B-Instruct (22.60%) and
DeepSeek-R1-Distill-Qwen-32B (21.70%). After RL, PFT-Mix-RL further improves to 35.47%, achieving the
highest overall performance across all domains.

example with a human-inspired reasoning pattern.250

Each instance is represented as a triplet (Q,Pi, A),251

where Q is the question, Pi is a reasoning pattern252

chosen from verification, decomposition, retrospec-253

tion, or reverse thinking, and A is the answer.254

The model is trained to maximize the probability255

of generating the combined reasoning pattern and256

answer sequence y = [Pi;A] given the question Q:257

LPFT = −E(Q,Pi,A)∼D

t∑
j=1

log p(yj | Q, y<j)258

Here, p(yj | Q, y<j) is the probability assigned to259

the j-th token in the output, and t is the total length260

of the reasoning pattern plus answer.261

The key idea of PFT is not simply to expose262

the model to more data, but to repeatedly present263

reasoning patterns in the learning process so that264

the model internalizes these patterns and learns to265

apply them in pursuit of the final answer. Through266

this repeated exposure, PFT encourages the model267

to move beyond superficial pattern recognition or268

answer memorization, fostering genuine acquisi-269

tion and flexible use of reasoning patterns as part270

of its problem solving process.271

4.2 Group Relative Policy Optimization272

We follow DeepSeek-R1 (DeepSeek-AI et al.,273

2025b) and employ Group Relative Policy Opti-274

mization (GRPO) (Shao et al., 2024) as our rein-275

forcement learning algorithm. GRPO applies pol- 276

icy gradients, calculated from the reward loss, to 277

optimize model parameters. 278

Our reward function consists of two com- 279

ponents: a Format Reward for outputs that 280

strictly follow the required structure (reasoning 281

enclosed in <think>...</think> and answers in 282

<answer>...</answer>), and a Correctness Re- 283

ward assigned when the answer is accurate, as 284

judged by Qwen2.5-72B-Instruct (Team, 2024). 285

R =


1, if answer is correct
0.1, if only format is correct
0, otherwise

286

All reinforcement learning experiments in this work 287

use GRPO, including the Base-RL, Vanilla-SFT- 288

RL, and PFT-RL configurations. This unified setup 289

allows for a fair comparison of different training 290

setups under the same RL framework. 291

4.3 Implementation Details 292

All experiments are conducted using Qwen2.5-7B- 293

Instruct (Yang et al., 2024) as the base model, 294

with the entire pipeline implemented via LLaMA- 295

Factory (Zheng et al., 2024) and Verl (Sheng 296

et al., 2024) to ensure reproducibility and scalabil- 297

ity. Training was performed on 8×A100 GPUs, 298

totaling 5,760 GPU hours across all configura- 299

tions (see Appendix 3 for details). We consider 300
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Model GSM8K MATH C-Eval IFEval BBH TheoremQA

Qwen2.5-7B-Instruct (Base) 79.61 64.78 55.94 28.65 57.10 9.88
Vanilla-SFT 73.01 63.58 48.02 26.06 55.27 28.75
PFT-Retro 74.37 67.14 65.46 31.05 62.02 27.25
PFT-Rev 60.58 67.30 63.48 22.00 55.14 36.88
PFT-Decom 76.95 66.80 64.55 30.68 67.18 35.50
PFT-Veri 40.71 66.16 68.44 29.21 64.54 23.00
PFT-Mix 85.29 67.24 65.08 33.27 64.70 33.38
Base-RL 79.76 63.32 68.71 29.94 57.27 17.88
Vanilla-SFT-RL 63.31 62.34 59.78 26.62 59.08 24.88
PFT-Mix-RL 80.44 67.31 54.97 30.31 61.64 22.50

Table 2: Evaluation of out-of-domain (OOD) generalization across six diverse benchmarks, covering arithmetic
reasoning (GSM8K, MATH), chinese multi-discipline (C-Eval), instruction-following (IFEval), complex multi-step
reasoning (BBH), and theorem-driven question answering (TheoremQA).

several model variants: the base model; Vanilla-301

SFT, trained solely on question–answer pairs from302

RP-CD, without any explicit reasoning pattern in-303

jection, and four PFT variants, each correspond-304

ing to a distinct human-inspired reasoning pat-305

tern—verification (PFT-Veri), decomposition (PFT-306

Decom), retrospection (PFT-Retro), and reverse307

thinking (PFT-Rev). To further explore the diver-308

sity of reasoning patterns, we also include PFT-309

Mix, which randomly samples instances from all310

four patterns, exposing the model to a broad spec-311

trum of reasoning styles. All models are evalu-312

ated on both in-domain (RP-CD) and six out-of-313

domain benchmarks covering arithmetic (Cobbe314

et al., 2021a), mathematics (Hendrycks et al.,315

2021a),Chinese multi-subject QA (Huang et al.,316

2023), instruction following (Zhou et al., 2023),317

complex reasoning (Suzgun et al., 2022), and318

theorem-driven question answering (Chen et al.,319

2023) (see Appendix D for details).All evaluations320

are run on the OpenCompass (Contributors, 2023)321

platform to ensure consistency and reproducibility.322

We next present and analyze model performance323

on these benchmarks (Table 1, Table 2).324

4.4 Quantitative Insights325

Models trained with diverse reasoning patterns con-326

sistently outperform baselines(base model, vanilla327

SFT), as shown in both Table 1 (in-domain) and328

Table 2 (out-of-domain). On RP-CD, PFT-Mix329

achieves a substantial gain over the base, with rein-330

forcement learning (PFT-Mix-RL) further elevating331

performance to 35.47%, outperforming substan-332

tially larger models. Out-of-domain, the improve-333

ments are robust across all benchmarks, with the334

largest gains observed on tasks requiring multi-hop 335

reasoning (BBH) or theorem-driven question an- 336

swering (TheoremQA). These results highlight that 337

explicit supervision with varied reasoning patterns 338

enables models to develop transferable skills, en- 339

hancing generalization well beyond simple answer 340

memorization. 341

5 Insights 342

We present our empirical findings structured 343

around five research questions (RQ1–RQ5), each 344

designed to examine a different aspect of reason- 345

ing pattern effectiveness. For each RQ, we report 346

experimental results on relevant benchmarks and 347

provide corresponding analysis. All experiments 348

use Qwen2.5-7B-Instruct (Team, 2024) as the base 349

model. 350

5.1 RQ1: Does the Diversity of Reasoning 351

Patterns Matter? 352

To investigate whether training on diverse rea- 353

soning patterns benefits generalization. As show 354

in Figure 2, we evaluate four single-pattern PFT 355

variants—Verification, Retrospection, Decomposi- 356

tion, and Reverse Thinking—on GSM8K (Cobbe 357

et al., 2021c). As shown in Figure 2, all in- 358

dividual variants underperform the base model 359

(79.61%), with PFT-Retrospection (74.37%) and 360

PFT-Decomposition (76.95%) exceeding SFT 361

(73.01%), while PFT-Verification (40.71%) and 362

PFT-Reverse (60.58%) lag behind. 363

In contrast, PFT-Mix which jointly trains on all 364

four reasoning styles, achieves 85.29%, outper- 365

forming the base model by 5.68%. This strik- 366

ing result suggests a synergistic effect: instead 367
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Base SFT PFT-Rev PFT-RetroPFT-Decom PFT-Veri PFT-Mix30.0
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79.61%
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74.37%
76.95%

40.71%
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Acc%
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Figure 2: Performance on GSM8K. The red dashed
line marks the base model’s performance. While all
single-pattern PFT variants underperform the base,
PFT-Mix—trained on a diverse set of reasoning pat-
terns—achieves the highest accuracy (85.29%). This
result suggests that reasoning pattern diversity leads to a
non-trivial synergy that enhances model generalization.

of merely averaging out the strengths and weak-368

nesses of each strategy, their combination yields369

a performance gain beyond any individual pattern.370

If no interaction effect existed, we would expect371

PFT-Mix to fall between the strongest and weak-372

est variants—yet it surpasses both. This highlights373

the importance of cognitive diversity in enhancing374

model generalization.375

5.2 RQ2: Are Reasoning Patterns More376

Effective for Harder Tasks?377

We hypothesize that reasoning patterns are not378

only beneficial in general, but become increas-379

ingly essential as task complexity rises. On380

the MATH (Hendrycks et al., 2021b) benchmark,381

which contains more formal and symbolic prob-382

lems than GSM8K (Cobbe et al., 2021c), all PFT-383

trained models show improved performance com-384

pared to the base model, while vanilla SFT exhibits385

a decline. This suggests that structured reasoning386

patterns help models generalize beyond surface-387

level memorization, even when the task difficulty388

begins to increase. Notably, PFT-Rev, PFT-Retro,389

and PFT-Mix outperform both the base and SFT390

models by a clear margin (see in Figure 3).391

We further evaluate performance on BBH (Suz-392

gun et al., 2022), which features even more com-393

plex multi-hop reasoning and abstract inference.394

Here, the gap between SFT and PFT becomes even395

wider: PFT-Decomposition leads with a 10.08%396

absolute gain, while most other PFT variants im-397

prove by more than 5%(Figure 4).The growing398

performance gap across harder tasks provides em-399

Base SFT PFT-Rev PFT-RetroPFT-Decom PFT-Veri PFT-Mix55.0

60.0

65.0

70.0

64.78%
63.58%

67.30% 67.14% 66.80% 66.16%
67.24%

Acc%

MATH

Figure 3: Performance on MATH. As task complexity
increases, SFT begins to lag behind the base model, in-
dicating its limited generalization. In contrast, all PFT
variants exhibit consistent improvements, with PFT-Rev,
PFT-Retro, and PFT-Mix achieving the highest accu-
racies. This suggests that reasoning patterns are more
robust to out-of-domain even in moderately difficult set-
tings.

pirical support for our hypothesis: the utility of 400

reasoning patterns scales with task complexity. 401

Base SFT PFT-Rev PFT-RetroPFT-Decom PFT-Veri PFT-Mix50.0

55.0

60.0

65.0

70.0

57.10%
55.27% 55.14%

62.02%

67.18%

64.54% 64.70%

Acc%

BBH

Figure 4: Performance on BBH. On the even more
challenging BBH benchmark, the benefits of reason-
ing patterns become more pronounced: nearly all PFT
variants surpass the base by a wide margin, with PFT-
Decom leading by +10.08%. The gap between SFT
and PFT widens further, underscoring the increasing
value of pattern-driven reasoning as task difficulty and
required generalization grow.

5.3 RQ3: Are Reasoning Patterns 402

Transferable Across Tasks and 403

Languages? 404

To evaluate whether reasoning patterns support the 405

generalization and flexible application of knowl- 406

edge, we assess model performance on two un- 407

seen benchmarks: TheoremQA (Chen et al., 2023), 408

a multi-domain dataset containing formal scien- 409

tific questions grounded in expert-written theorems 410

across mathematics, physics, computer science, 411

and finance; and C-Eval (Huang et al., 2023), a 412
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Chinese benchmark spanning 52 disciplines. These413

benchmarks allow us to examine transferability414

both across task formats and linguistic boundaries.415

As shown in Figure 5, reasoning patterns signifi-416

cantly enhance model performance on TheoremQA.417

Since this benchmark requires integrating domain418

knowledge from multiple scientific disciplines to419

answer theorem-driven questions, improvements420

here signal that models are not merely fitting seen421

tasks, but have acquired reusable reasoning capa-422

bilities that generalize beyond the training distribu-423

tion. Notably, PFT-Rev and PFT-Decom achieve424

the strongest results, suggesting that step-reversal425

and problem decomposition are particularly effec-426

tive patterns for applying knowledge in novel prob-427

lem settings.

Base SFT PFT-Rev PFT-RetroPFT-Decom PFT-Veri PFT-Mix0.0
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9.88%

28.75%

36.88%

27.25%

35.50%

23.00%

33.38%

Acc%

TheoremQA

Figure 5: Performance on TheoremQA. All PFT vari-
ants outperform Base and vanilla SFT, with PFT-Rev
achieving the highest accuracy (36.88%). This indicates
that models trained with reasoning patterns are better
equipped to apply their learned knowledge in unfamiliar
scientific domains.

428

Base SFT PFT-Rev PFT-RetroPFT-Decom PFT-Veri PFT-Mix40.0
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Figure 6: Performance on CEval. Although trained
solely on English data, all PFT variants generalize to
Chinese QA. PFT-Veri achieves the best performance
(68.44%), demonstrating that reasoning pattern supervi-
sion transfers across languages.

Figure 6 further demonstrates the robustness of429

reasoning patterns in a cross-lingual setting. De-430

spite being trained exclusively on English data, all 431

PFT models significantly outperform the Base and 432

SFT baselines on the Chinese multi-subject C-Eval 433

benchmark. This suggests that the benefit of rea- 434

soning patterns is not language-specific, but instead 435

stems from their ability to guide problem-solving 436

in a generalizable way. Among the variants, PFT- 437

Veri—which emphasizes self-checking at each rea- 438

soning step—achieves the best results, underscor- 439

ing the utility of verification-based reasoning in 440

diverse linguistic and disciplinary contexts. 441

5.4 RQ4: Do Reasoning Patterns Improve 442

Reinforcement Learning? 443

Prior studies suggest that SFT improves instruction- 444

following ability, which in turn benefits reinforce- 445

ment learning (RL) (Chu et al., 2025). However, 446

we find that vanilla SFT fails to provide a strong 447

initialization for RL. As shown in Figure 7, PFT- 448

trained models, especially PFT-Mix, demonstrate 449

superior performance on IFEval both before and 450

after RL training. 451

Base SFT PFT-Rev PFT-RetroPFT-Decom PFT-Veri PFT-Mix10.0

15.0

20.0

25.0

30.0

35.0

28.65%

26.06%

22.00%

31.05% 30.68%
29.21%

33.27%
Acc%

IFEval

Figure 7: Performance on IFEval. A benchmark for
instruction following. Most PFT variants outperform
both the base and SFT models, with PFT-Mix achieving
the best result (33.27%). This confirms that reasoning
pattern supervision enhances instruction-following abil-
ity—an essential precursor for downstream reinforce-
ment learning.

To verify this, we compare three configurations: 452

base-RL, vanilla SFT-RL, and PFT-Mix-RL. The 453

PFT-Mix model achieves the highest in-distribution 454

accuracy after RL (35.37%), outperforming vanilla 455

SFT-RL (28.71%) and base-RL (21.90%). This 456

shows that reasoning pattern pretraining enables 457

models to better leverage reward signals during RL, 458

likely due to better-structured intermediate reason- 459

ing. 460
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5.5 RQ5: Can PFT-Trained Small Models461

Outperform Larger or Distilled Models?462

Beyond improving reinforcement learning, we fur-463

ther investigate whether our 7B model trained464

with reasoning patterns can outperform much465

larger or distilled models. As shown in Figure 8,466

PFT-Mix-RL (7B) achieves the highest accuracy467

(35.47%) on RP-CD, surpassing Qwen2.5-72B-468

Instruct (22.60%) and DeepSeek-R1-Distill-Qwen-469

32B (21.70%), despite their larger sizes and access470

to long COT supervision.471

Base Base-RL SFT SFT-RL DS-32B Qwen-72B PFT-Mix PFT-Mix-RL0.0

5.0

10.0

15.0

20.0

25.0

30.0

35.0

10.48%

21.90%

16.20%

28.71%

21.70% 22.60% 24.07%

35.47%
Acc%

RP-CD

Figure 8: Performance on RP-CD dataset. PFT-Mix-
RL achieves the highest accuracy (35.47%), outperform-
ing not only its own SFT counterpart (24.07%) but also
much larger models such as Qwen2.5-72B (22.60%)
and DeepSeek-R1-Distill-Qwen-32B (21.70%). No-
tably, Base, SFT, and PFT each gain 11% from RL,
highlighting consistent post-RL improvement. These
results support RQ4 (PFT boosts RL learning) and RQ5
(smaller models with PFT can surpass larger or distilled
models).

These results underscore the effectiveness of rea-472

soning patterns: even with sequences capped at473

512 tokens, our models outperform those trained474

on thousands of tokens. This suggests that perfor-475

mance gains stem not from scale or context length,476

but from the quality of reasoning supervision. Com-477

pact yet cognitively meaningful signals prove suffi-478

cient to drive strong generalization. Furthermore,479

we observe a consistent 11% accuracy boost from480

RL across Base, SFT, and PFT variants, confirming481

that PFT enhances a model’s ability to benefit from482

RL.483

Summary of Results. Our experimental results484

provide consistent evidence that incorporating485

human-inspired reasoning patterns into training486

substantially enhances model performance across487

tasks and domains. The benefits of PFT,particularly488

PFT-Mix,extend well beyond in-domain gains, en-489

abling stronger generalization to new domains, lan-490

guages, and out-of-domain reasoning challenges. 491

Notably, small models trained with reasoning pat- 492

terns can match or even outperform much larger or 493

distilled models on RP-CD. These findings under- 494

score the central role of reasoning patterns in model 495

training and suggest that incorporating reasoning 496

pattern offers an effective and accessible path to- 497

ward more robust and generalizable language mod- 498

els. 499

6 Conclusion 500

We present the first large-scale, systematic study of 501

how training large language models with human- 502

inspired reasoning patterns impacts learning and 503

generalization. By introducing the RP-CD dataset 504

and PFT approach, we show that equipping models 505

with diverse reasoning patterns leads to substan- 506

tial improvements in both in-domain and out-of- 507

domain settings, compared to Vanilla-SFT. 508

Concretely, our PFT trained Qwen2.5-7B- 509

Instruct (Base model) achieves 35.5% accuracy 510

on the in-domain RP-CD benchmark, outperform- 511

ing much larger models such as Qwen2.5-72B- 512

Instruct (22.6%) and DeepSeek-R1-Distill-Qwen- 513

32B (21.7%). On challenging out-of-domain tasks, 514

PFT brings absolute gains of +7.6% on BBH and 515

+27% on TheoremQA over standard baselines. 516

These results demonstrate that reasoning pattern 517

learning is a general and transferable mechanism 518

for improving model generalization. To enable 519

LLMs to perform real-world, multidisciplinary rea- 520

soning, learning human-inspired reasoning patterns 521

is essential. Our findings underscore the central 522

message of this work: Reasoning Pattern Mat- 523

ters. 524

Limitations 525

While our study demonstrates the effectiveness of 526

reasoning pattern supervision in enhancing both 527

in-domain performance and cross-domain general- 528

ization, several limitations remain. 529

First, our proposed RP-CD dataset provides ex- 530

plicit reasoning trajectories with a fixed maximum 531

length, and we do not systematically examine how 532

sequence length influences the quality or complex- 533

ity of reasoning. It is plausible that longer rea- 534

soning paths may enable models to express more 535

elaborate thought processes, but this remains an 536

open question for future exploration. 537

Second, the PFT-Mix training configuration in- 538

creases cognitive diversity by sampling different 539
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reasoning patterns across examples. However, each540

example in the dataset still follows a single reason-541

ing style. In reality, humans often switch between542

multiple reasoning patterns within a single prob-543

lem. Our work does not investigate such intra-544

instance hybrid reasoning, which could further en-545

hance model flexibility.546

Third, while our evaluation covers a diverse set547

of out-of-domain (OOD) tasks, we report perfor-548

mance primarily at the aggregate level. In-depth549

analyses—such as per-task breakdowns for BBH or550

per-discipline breakdowns for C-Eval may uncover551

more nuanced effects of each reasoning pattern.552

We leave this fine-grained analysis to future work.553

Finally, our study focuses on four reasoning pat-554

terns—verification, retrospection, decomposition,555

and reverse thinking—chosen for their cognitive556

plausibility and broad applicability. Yet we ac-557

knowledge that human reasoning is richer and more558

domain-specific. Disciplines such as law, medicine,559

or philosophy may involve distinct patterns (e.g.,560

analogical reasoning, diagnostic inference) that are561

not covered in our work. A comprehensive taxon-562

omy of reasoning patterns remains an important563

direction for extending this research.564
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A Prompt Templates for Data 927

Construction. 928

To explicitly teach models human-inspired reason- 929

ing strategies, we design structured prompt tem- 930

plates for four core reasoning patterns: Verifi- 931

cation, Reverse Thinking, Retrospect, and De- 932

composition. These patterns reflect cognitively 933

grounded problem-solving strategies and guide the 934

model to reason in interpretable and systematic 935

ways. Each prompt wraps intermediate reason- 936

ing in <think> tags and final answers in <answer> 937

tags, promoting consistency, traceability, and struc- 938

tured output generation. 939

• Verification (Figure 9): Encourages step-by- 940

step reasoning with explicit validation at each 941

stage, reducing logical errors and enhancing 942

reliability. 943

• Reverse Thinking (Figure 10): Starts from 944

the answer and defines backward subgoals 945

to reach the solution, fostering goal-driven 946

deduction. 947

• Retrospect (Figure 11): Uses backward chain- 948

ing to identify necessary preconditions, help- 949

ing the model explore alternative reasoning 950

paths. 951

• Decomposition (Figure 12): Breaks problems 952

into subcomponents and uses trial-and-error 953

to test and refine solution paths. 954

These templates are used throughout the con- 955

struction of the RP-CD dataset and during PFT, 956

enabling the model to internalize diverse and gen- 957

eralizable reasoning strategies across domains. 958

B Score Prompt 959

To automatically evaluate the correctness of model- 960

generated answers, we design Score Prompt as 961

show in Figure 13. This prompt compares the final 962

output of a model’s reasoning process against a 963

provided reference answer and produces a binary 964

decision: YES if the answers match, or NO otherwise. 965

To ensure consistency and prevent hallucinated jus- 966

tifications, the prompt explicitly restricts outputs 967
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Table 3: Hyperparameter for RL and SFT.

Hyperparameter RL SFT
train_batch_size 1024 128
ppo_mini_batch_size 256 –
ppo_micro_batch_size_per_gpu 16 –
n_samples_per_prompt 4 –
max_epochs 1 1
prompt_max_len 512 –
generate_max_len 1024 –
max_len – 4096
actor_learning_rate 1e-6 –
init_kl_coef 0.001 –

Table 4: PR-CD Dataset Analysis.

Avg. Med. Std.
Retrospection 247.5 224.0 81.48
Verification 360.3 357.0 97.0
Decomposition 248.1 233.0 80.2
Reverse Thinking 140.4 130.0 62.92
Mix 249.1 228.0 112.6
Base 5.6 4.0 5.17

to be only YES or NO, with no explanation. This968

evaluation mechanism supports automatic large-969

scale scoring of generated reasoning traces across970

multilingual and multi-domain datasets.971

C Training Details972

The training details, including key hyperparameters973

used during the PFT and reinforcement learning974

(RL) stages, are summarized in Table 3.975

D Benchmarks Description976

In-domain: RP-CD. The RP-CD (Reasoning Pat-977

terns – Cross Discipline) test set contains 6,000978

multi-disciplinary questions covering STEM, So-979

cial Sciences, Applied Sciences, Humanities, and980

Others. Each question is annotated with a refer-981

ence answer and four types of reasoning patterns,982

enabling a systematic evaluation of model general-983

ization within the training distribution.984

Out-of-domain:985

• GSM8K (Cobbe et al., 2021a): Consists of986

8,500 high-quality, grade-school level math987

word problems requiring multi-step arithmetic988

reasoning. Each question is paired with a de-989

tailed solution rationale and answer.990

• MATH (Hendrycks et al., 2021a): A large- 991

scale benchmark of 12,500 problems drawn 992

from high school and competition mathemat- 993

ics, spanning algebra, calculus, geometry, 994

probability, and more. Each problem is ac- 995

companied by a detailed step-by-step solution. 996

• C-Eval (Huang et al., 2023): A Chinese multi- 997

subject exam benchmark containing 13,948 998

multiple-choice questions across 52 disci- 999

plines, including STEM, social sciences, hu- 1000

manities, and others. C-Eval assesses factual 1001

knowledge and subject-specific reasoning in 1002

Chinese. 1003

• IFEval (Zhou et al., 2023): An instruction- 1004

following evaluation set with 500 open-ended 1005

prompts designed to test models’ ability to fol- 1006

low instructions and provide verifiable, con- 1007

trollable outputs. 1008

• BBH (Big-Bench Hard) (Suzgun et al., 2022): 1009

Comprises 23 challenging tasks with a total of 1010

4,435 questions covering diverse skills, such 1011

as logic, mathematics, code generation, causal 1012

reasoning, and abstract language understand- 1013

ing. Many tasks require multi-hop or compo- 1014

sitional reasoning. 1015

• TheoremQA (Chen et al., 2023): Contains 1016

800 theorem-driven question-answering prob- 1017

lems grounded in 350+ real-world theorems 1018

from mathematics, physics, chemistry, and 1019

other domains. Each question is constructed 1020

to require understanding and application of 1021

a specific theorem, testing both factual recall 1022

and deductive reasoning. 1023

E PR-CD Dataset Analysis 1024

Table 4 shows the statistics of token counts across 1025

different reasoning patterns on the PR-CD dataset. 1026

The table provides the average (Avg.), median 1027

(Med.), and standard deviation (Std.) of token 1028

counts for each model variant. 1029

Table 5 provides a demonstration of the PR-CD 1030

dataset with examples from different domains, such 1031

as Social Sciences, STEM, Humanities, and Ap- 1032

plied Sciences. Each entry includes the question 1033

type, the question itself, and the corresponding 1034

answer, offering a broad spectrum of academic dis- 1035

ciplines and reasoning challenges. 1036
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Table 5: PR-CD Dataset Demonstration.

Type question answer
Social Sciences The aesthetician who describes aes-

thetic experience as ’the activity of ap-
preciation’ is

Schopenhauer

STEM An industrial enterprise consumes 5 mil-
lion tons of fresh water annually, reuses
1.1 million tons of process water, recy-
cles 500,000 tons of cooling water, and
reuses 1 million tons of wastewater. The
process water intake is 1.5 million tons,
and the supplementary water for the in-
direct cooling water system is 700,000
tons. Therefore, the amount of indus-
trial water reused by the enterprise is
______.

2.6 million tons

Humanities The supervisors and other directly re-
sponsible personnel who are directly re-
sponsible for the illegal acts of forging
or altering accounting vouchers, in ad-
dition to administrative penalties, ( ).

if they are state personnel, should also
be given administrative sanctions

Applied Sciences The quality of food protein is mainly
determined by

Protein content, nitrogen balance, pro-
tein digestibility, biological value of
protein, net protein utilization

Table 6: Performance on Out-Domain C-EVAL Datasets by Model

Model CEval-Stem Social Humanities Other Hard Avg.

Qwen2.5-7B-Instruct (Base) 49.82 72.59 58.47 49.40 53.17 55.94
Vanilla-SFT 45.77 62.31 46.81 40.34 51.17 48.02
PFT-Rev 58.28 74.30 66.67 59.91 58.33 63.48
PFT-Veri 64.16 81.88 71.31 61.15 62.60 68.44
PFT-Decom 59.83 75.46 68.53 59.22 60.06 64.55
PFT-Retro 58.93 81.39 71.65 56.68 56.62 65.46
PFT-Mix 61.23 77.22 68.01 58.10 56.41 65.08
Base-RL 58.62 83.37 75.32 67.14 55.40 68.71
Vanilla-SFT-RL 59.03 65.73 59.96 55.54 55.47 59.78
PFT-Mix-RL 46.46 69.91 56.76 55.07 46.38 54.97
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Discipline Distribution in RP-CD Test Set. Fig-1037

ure 22 shows the distribution of academic disci-1038

plines in the RP-CD test set, which contains 6,0001039

instances sampled for evaluation purposes. While1040

this distribution does not reflect the full RP-CD1041

dataset, it covers a wide range of subject areas,1042

including Basic Medicine (9.91043

F Performance on Out-Domain CEval.1044

As shown in Table 6, the performance of various1045

models on the CEVL out-of-domain datasets is pre-1046

sented. Among the models, PFT-Veri achieves the1047

highest performance in several domains, including1048

CEval-Stem and Social with an average score of1049

68.44. PFT-Mix shows strong results across all do-1050

mains, with an average of 65.08. The PFT-Mix-RL1051

model, which combines reasoning patterns with1052

reinforcement learning, performs particularly well1053

in the Social domain, achieving 69.91%. These1054

results highlight the effectiveness of reasoning pat-1055

terns and RL in enhancing model generalization1056

across diverse domains.1057

G Performance of PFT-Mix-RL Using1058

Different Reasoning Patterns on1059

RP-CD Test Set1060

We present the performance of the PFT-Mix-RL1061

mqodel using different reasoning patterns on the1062

RP-CD test set. As shown in Figures 14, 15, 16,1063

and 17, the figures demonstrate the effectiveness1064

of each reasoning pattern (Verification, Decompo-1065

sition, Retrospection, Reverse Thinking).1066

H Performance of PFT-Mix Using1067

Different Reasoning Patterns on1068

RP-CD Test Set1069

These figures show the performance of the PFT-1070

Mix model. As shown in Figures 18, 19, 20, and 21,1071

the figures present the performance with each rea-1072

soning pattern.1073

I Ethical Considerations1074

Our study aims to understand whether human-1075

inspired reasoning patterns can help language mod-1076

els generalize more effectively across domains. Al-1077

though the work does not directly engage high-risk1078

applications or safety-critical systems, we believe1079

that it is important to reflect on the broader impli-1080

cations of releasing reasoning-augmented datasets1081

and models.1082

In building RP-CD, we chose to focus on four 1083

cognitive patterns—verification, retrospection, de- 1084

composition, and reverse thinking—that are fre- 1085

quently used in human problem-solving. These 1086

reasoning trajectories were not hand-annotated, but 1087

generated through prompt-based interactions with 1088

Qwen-72B-Instruct. This decision allowed us to 1089

scale data creation, but it also means that the ex- 1090

planations are synthetic in nature. We reviewed 1091

samples throughout the process to avoid egregious 1092

errors or inappropriate content, but the dataset in- 1093

evitably inherits some of the imperfections of the 1094

underlying model. Readers should be mindful that 1095

these trajectories—while structured and seemingly 1096

deliberate—do not reflect human reasoning in any 1097

rigorous cognitive sense. They are heuristics, not 1098

ground truth. 1099

One ethical tension we encountered is the appar- 1100

ent “validity” that these explanations might sug- 1101

gest. When a model presents its reasoning in clear, 1102

natural language, it becomes easier for users to 1103

overestimate the reliability or intentionality of its 1104

outputs. This is especially relevant when reasoning 1105

appears consistent but is actually flawed—a known 1106

issue in contemporary LLMs. We include struc- 1107

tured outputs not to imply correctness, but to study 1108

how training on such scaffolding may shape gen- 1109

eralization. The risk of misplaced trust, however, 1110

remains, especially if this work were to be adapted 1111

without appropriate caution. 1112

Another limitation arises from the linguistic and 1113

epistemic scope of our dataset. Although the un- 1114

derlying questions cover a wide range of academic 1115

disciplines, all the reasoning trajectories are in En- 1116

glish and generated by a single model family. This 1117

may introduce systemic biases, not only in linguis- 1118

tic style but also in the kinds of reasoning patterns 1119

the model tends to prefer. We have not yet explored 1120

fairness across disciplines or whether certain do- 1121

mains receive more coherent or credible reasoning 1122

support than others. These are meaningful open 1123

questions that we hope future work will address. 1124

We release RP-CD and the associated models to 1125

support research on interpretable and cognitively 1126

grounded NLP. However, we do not advocate direct 1127

deployment in real-world decision-making settings, 1128

particularly in domains like healthcare, law, or ed- 1129

ucation, without thorough safety evaluations and 1130

human oversight. Our goal is not to present a de- 1131

ployable system, but to offer a resource for better 1132

understanding how models can be taught to reason 1133

and what the limitations of that reasoning may be. 1134
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All resources will be released under a noncom-1135

mercial research license to support transparency1136

and further academic exploration. We emphasize1137

that the dataset and models are intended solely for1138

research purposes.1139
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Verification Prompt

You are a multi-domain expert assistant.

Your task is to generate a step-by-step reasoning trajectory that leads to the provided answer 

using the Verification reasoning pattern.

Instructions:
- You are given a question and its correct answer.

- Use Verification reasoning: at each step, explicitly verify whether your intermediate result 

satisfies the problem’s criteria.

- Ensure each <think> step is logically valid, independently verifiable, and builds toward the 

solution.

- Wrap each step in a <think> tag.

- Wrap the final answer in an <answer> tag.

Output Format:
<think> Step-by-step reasoning with explicit verification at each step. </think>

<answer> write answer here </answer>

Here is the problem, answer:

Question: {question}

Answer: {answer}

Figure 9: Demonstration for Verification Prompt

Reverse Thinking Prompt

You are a multi-domain expert assistant.

Your task is to generate a step-by-step reasoning trajectory that leads to the provided answer 

using the Subgoal Setting reasoning pattern.

Instructions:
- You are given a question and its correct answer.

- Use Subgoal reasoning: clearly define intermediate subgoals and solve them step-by-step to 

reach the final goal.

- Each <think> block must specify a subgoal and solve it explicitly.

- Wrap each step in a <think> tag.

- Wrap the final answer in an <answer> tag.

Output Format:
<think> Subgoal 1: define and solve the first meaningful subgoal. </think>

<think> Subgoal 2: define and solve the next subgoal. </think>

<answer> write answer here </answer>

Here is the problem, answer:

Question: {question}

Answer: {answer}

Figure 10: Demonstration for Reverse Thinking Prompt.
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Retrospect Prompt

You are a multi-domain expert assistant.

Your task is to generate a step-by-step reasoning trajectory that leads to the provided answer 

using the Backward Chaining reasoning pattern.

Instructions:
- You are given a question and its correct answer.

- Use Backward Chaining: start from the final goal (answer) and work backward, identifying and 

solving necessary preconditions.

- Each <think> step must state what condition must be true to reach the next step, moving 

backward toward known facts.

- Wrap each backward step in a <think> tag.

- Wrap the final answer in an <answer> tag.

Output Format:
<think> Goal: state the final answer. What must be true immediately before this step? </think>

<think> Step backward: identify the previous condition or value needed. </think>

<answer> write answer here

Here is the problem, answer:

Question: {question}

Answer: {answer}

Figure 11: Demonstration for Retrospect Prompt.

Decompostion Prompt

You are a multi-domain expert assistant.

Your task is to generate a step-by-step reasoning trajectory that leads to the provided answer 

using the Backtracking reasoning pattern.

Instructions:
- You are given a question and its correct answer.

- Use Backtracking reasoning: try plausible steps, and if they fail, explicitly discard them and try 

alternative paths.

- Clearly mark which paths are abandoned and why.

- Wrap each attempt in a <think> tag, including both successful and failed paths.

- Wrap the final answer in an <answer> tag.

Output Format:
<think> Attempt 1: try a plausible step. If it fails, explain and discard. </think>

<think> Attempt 2: try an alternative path. Justify why this works. </think>

<answer> write answer here </answer>

Here is the problem, answer:

Question: {question}

Answer: {answer}

Figure 12: Demonstration for Decomposition Prompt.
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Score Prompt

Given a problem, determine whether the final answer in the provided (incomplete) solution 

process matches the reference answer. The reference answer may be one single option character 

(e.g., A, B, C, D), a numerical value, an expression, or a list of answers if multiple questions are 

involved. The reference answer may be in Chinese or another language ,but your evaluation 

should be language-agnostic.

Your task:
- Compare the final output of the solution process with the reference answer.

- If they match exactly , output YES.

- If they do not match, output NO.

- If the solution process is unclear, incomplete, or ambiguous, assume it is incorrect and output 

NO.

  Your output must be strictly YES or NO, with no additional words, punctuation , or 

explanation.

Question: {question}

Solution Process (Final Step Only): {prediction}

Reference Answer: {answer}

Output:

Figure 13: Demonstration for Score Prompt.
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Question: The product process design activities carried out by machinery manufacturing enterprises 

belong to ______.

Think: To solve this using the Verification thinking method, we begin by forming a hypothesis about 

the category to which product process design activities belong, and then verify it against known 

definitions and classifications.

Step 1: Formulate the hypothesis

Product process design in machinery manufacturing likely falls under a broader category of production 

or manufacturing activities — but more specifically, it likely belongs to production preparation or 

technological preparation.

Step 2: Verify definition of product process design

Product process design refers to the planning and detailing of how a product will be manufactured, 

including:

Selection of equipment

Process steps

Tooling

Production flow

Quality control methods

This is typically done before mass production begins.

Step 3: Verify standard industrial classification

In manufacturing enterprises, these activities are generally classified under production technical 

preparation, also known as manufacturing process planning or engineering.

This category includes:

Process route design

Fixture and tooling planning

Work instruction preparation

All these are consistent with the role of product process design.

Step 4: Confirm

Therefore, based on standard manufacturing practices and definitions, we can verify that product 

process design activities belong to production technical preparation.

Answer: Production technology preparation

GT: Production technology preparation process

Verification GRPO thinking

Figure 14: The performance of PFT-Mix-RL using verification on the RP-CD test set.
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Question: In the introduction stage of the product life cycle, the strategy of launching new products 

with high prices and high promotional costs belongs to ( ).

Think: To solve this problem using Decomposition thinking, we break the problem into smaller, 

manageable parts:

Understand the Product Life Cycle (PLC):

The PLC includes four main stages:

Introduction

Growth

Maturity

Decline

Focus on the Introduction Stage:

In the introduction stage, the product is newly launched. Key features of this stage:

High costs (due to R&D, marketing, etc.)

Low sales volume

Need for heavy promotion to build awareness

Uncertain customer acceptance

Interpret the Strategy in Question:

The strategy involves:

High prices

High promotional costs

Identify Common Marketing Strategies in the Introduction Stage:

There are generally two major strategies:

Skimming Pricing Strategy: High price, high promotion — aimed at early adopters to recover 

development costs quickly.

Penetration Pricing Strategy: Low price, high promotion — aimed at gaining market share 

quickly.

Match the Description:

High prices and high promotional costs" matches the Skimming Pricing Strategy, not penetration.

Answer: Skimming Pricing Strategy

GT: Skimming Pricing Strategy

Decomposition GRPO thinking

Figure 15: The performance of PFT-Mix-RL using decomposition on the RP-CD test set.
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Question: An industrial enterprise consumes 5 million tons of fresh water annually, reuses 1.1 million 

tons of process water, recycles 500,000 tons of cooling water, and reuses 1 million tons of wastewater. 

The process water intake is 1.5 million tons, and the supplementary water for the indirect cooling water 

system is 700,000 tons. Therefore, the amount of industrial water reused by the enterprise is ______.

Think: To solve this problem using Retrospect thinking, we look backward from the goal — finding the 

amount of industrial water reused — and determine what contributes to that reuse. We consider all 

reused water sources and eliminate overlaps or misinterpretations.

Step 1: Understand the components

Fresh water consumed: 5 million tons/year

Process water reused: 1.1 million tons/year

Cooling water recycled: 0.5 million tons/year

Wastewater reused: 1 million tons/year

Process water intake: 1.5 million tons/year

Supplementary cooling water: 0.7 million tons/year

Step 2: Define "industrial water reused"

This term generally includes:

Reused process water

Recycled cooling water

Reused wastewater

These are all forms of water that have already been used once and are used again in the industrial 

process.

Step 3: Add up reused water sources

Reused process water: 1.1 million tons

Recycled cooling water: 0.5 million tons

Reused wastewater: 1.0 million tons

Step 4: Total industrial water reused

Total = 1.1 + 0.5 + 1.0 = 2.6 million tons

Answer: 2.6 million tons

GT: 2.6 million tons

Retrospect GRPO thinking

Figure 16: The performance of PFT-Mix-RL using retrospect on the RP-CD test set.
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Question: The regulation that only the answers and works of the five great jurists on legal issues have 

legal effect is______

Think: To apply Reverse Thinking, we consider the problem from the opposite perspective. Instead of 

directly identifying the name of the regulation that gives legal effect only to the works of five great 

jurists, we ask: 

What kind of legal system does not give legal effect to all jurists' opinions?

Under what circumstances would only a select few jurists' writings be considered legally binding?

Which legal tradition historically elevated the writings of a few jurists above others?

Thinking backwards:

If the writings of only five jurists are considered legally binding, then this implies a restrictive and 

authoritative selection within a legal framework.

This matches the concept in Roman Law, particularly during the time of Emperor Theodosius II and 

Valentinian III, who issued the Law of Citations in 426 AD. This law gave the writings of five 

jurists—Gaius, Papinian, Paulus, Ulpian, and Modestinus—legal authority in court.

Therefore, the regulation in question is the Law of Citations.

Answer: Law of Citations

GT: Citation Law

Reverse GRPO thinking

Figure 17: The performance of PFT-Mix-RL using reverse thinking on the RP-CD test set.

Question: What is regarded as the 'last frontier' for modern enterprises to reduce costs? ( )

Think: To solve this using the Verification thinking method, we begin by forming an initial hypothesis 

and then verify it through established knowledge in business management and cost control practices.

Step 1: Formulate Hypothesis

In modern enterprises, most traditional cost-reduction strategies—like material cost control, labor 

efficiency, and production optimization—have been extensively implemented. However, in recent years, 

logistics has gained attention as an area where significant cost savings are still possible.

Thus, a reasonable hypothesis is: logistics is considered the "last frontier" for cost reduction.

Step 2: Verify with Business Literature

Business and supply chain management literature often refers to logistics, particularly supply chain and 

logistics optimization, as having untapped potential for:

Reducing transportation and warehousing costs

Improving delivery efficiency

Minimizing inventory holding costs

Enhancing customer satisfaction and responsiveness

These benefits have a direct impact on overall enterprise cost structure.

Step 3: Confirm Wording

The phrase "last frontier" implies the final major area left for cost-cutting, after other avenues have 

been explored. Multiple business sources and industry experts indeed describe logistics as the last great 

opportunity for modern companies to reduce operational costs.

Step 4: Conclusion

Verification confirms that among all business operations, logistics is widely regarded as the "last 

frontier" for cost reduction in modern enterprises.

Answer: logistics

GT: logistics

Verification SFT thinking

Figure 18: The performance of PFT-Mix using verification on the RP-CD test set.
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Question: Male, 50 years old, complete edentulous, moderate alveolar ridge height, scattered bone 

spines in the maxilla, slightly enlarged maxillary tuberosity on the left side, normal interarch distance. 

The treatment to be done before restoration is ______

Think: To solve this problem using Decomposition thinking, we need to break the case down into 

smaller, manageable parts. Let's analyze each component of the case:

Patient Demographics:

Male, 50 years old – This tells us the age and gender but has limited direct impact on the pre-

prosthetic treatment unless systemic conditions are present.

Oral Condition:

Completely edentulous – Indicates the absence of all teeth, requiring a full-arch prosthesis (e.g., 

complete dentures or implant-supported prosthetics).

Moderate alveolar ridge height – This suggests there is enough bone for denture support but not 

ideal. The ridge may need preservation, reshaping, or enhancement for stability and retention.

Scattered bone spines in the maxilla – Bone spicules or sharp ridges can cause discomfort and 

may interfere with denture seating. These often require alveoloplasty (surgical smoothing).

Slightly enlarged maxillary tuberosity (left) – An enlarged tuberosity can interfere with denture 

placement and occlusion. If excessive, it may need tuberosity reduction.

Normal interarch distance – This is favorable for prosthesis fabrication; no need for vertical 

dimension correction.

Treatment Goal:

Treatment before restoration implies pre-prosthetic surgery, i.e., procedures to prepare the oral 

cavity for future prosthetic rehabilitation.

Now, let’s deduce the necessary pre-prosthetic treatments:

Alveoloplasty to smooth scattered bone spines in the maxilla.

Maxillary tuberosity reduction (left side) if the enlargement interferes with prosthesis fit.

Evaluation of ridge form – While moderate height is acceptable, ensure it's smooth and broad enough 

for denture support.

Answer: The treatment to be done before restoration includes:

Alveoloplasty to remove or smooth the scattered bone spines in the maxilla.

Surgical reduction of the left maxillary tuberosity if it impedes denture placement or occlusion.

General pre-prosthetic ridge contouring to optimize the foundation for a complete denture.

No intervention is needed for interarch space, but thorough evaluation and planning remain essential.

GT: Remove bone spines

Decomposition SFT thinking

Figure 19: The performance of PFT-Mix using decomposition on the RP-CD test set.

24



Question: The key to sickle cell anemia is the mutation of the gene, where the amino acid changes from 

glutamic acid to?

Think: To solve this problem using Retrospect thinking, we start from the known result—sickle cell 

anemia—and trace back to the specific molecular change that causes it.

Step 1: What is sickle cell anemia?

Sickle cell anemia is a genetic blood disorder caused by abnormal hemoglobin, specifically hemoglobin S.

Step 2: What causes hemoglobin S?

Hemoglobin S results from a point mutation in the gene that encodes the beta chain of hemoglobin.

Step 3: What is the specific mutation?

In sickle cell anemia, there is a single nucleotide substitution in the DNA:

The codon GAG (which codes for glutamic acid) is changed to GTG.

GTG codes for valine.

Step 4: Amino acid change

So, the amino acid in the sixth position of the beta-globin chain changes from glutamic acid (hydrophilic) 

to valine (hydrophobic), causing the hemoglobin molecules to stick together and distort red blood cells 

into a sickle shape.

Answer: valine

GT: valine

Retrospect SFT thinking

Figure 20: The performance of PFT-Mix using retrospect on the RP-CD test set.

Question: The layering degree of the mortar should be about cm.

Think: To apply Reverse Thinking, we start by flipping the problem: 

Instead of asking "What should the layering degree (thickness) of the mortar be?", we ask:

"What happens if the layering degree is not appropriate?"

If the mortar layer is too thin, it may not bond the bricks properly, leading to weak structural integrity.

If the mortar layer is too thick, it may shrink excessively while drying, leading to cracks and instability.

So now we ask:

"What is the range that avoids both extremes?"

By thinking from consequences backward, we aim to find the optimal balance. Standard construction 

guidelines suggest that a mortar joint (layering) is usually around 1 cm, as it provides both bonding 

strength and stability without excessive shrinkage.

Thus, by reverse thinking through the undesirable outcomes, we deduce the correct layering thickness.

Answer: 1 cm

GT: 1-2 cm

Reverse SFT thinking

Figure 21: The performance of PFT-Mix using reverse thinking on the RP-CD test set.
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Figure 22: Distribution of subject occurrences in the test set of RP-CD
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