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1 Introduction

The web hosts an abundance of textual information, with platforms like Wikipedia
indexing knowledge through article titles and hyperlinks. While text is a rich
source of information, extracting specific, structured, and aggregated insights
from it remains a challenge. Traditional keyword-based search and manual ex-
traction processes are time-consuming and lack the flexibility of structured queries.
On the other hand, structured data formats, such as knowledge graphs (KGs),
provide an efficient means of organizing and retrieving information, supporting
advanced query capabilities that enable complex and aggregated retrieval.

However, two main challenges often hinder the usability of knowledge graphs:

1. Construction – Extracting structured data from unstructured text requires
a scalable and automated approach.

2. Interaction – Querying structured databases typically requires knowledge
of SPARQL, a barrier for many domain experts unfamiliar with knowledge
graph query languages.

In this work, we present FashionDB, a domain-specific knowledge graph for
fashion, encompassing data on fashion designers, fashion houses, and fashion
collections. While information about fashion is widely available in sources like
Wikipedia, Vogue, and The Fashion Model Directory, it is underrepresented in
structured datasets. Building FashionDB required overcoming the two major
challenges of knowledge graph construction and interaction, which we addressed
by integrating large language models (LLMs) into both processes.

We describe a pipeline for automated KG construction and interaction, demon-
strating how LLMs can bridge the gap between unstructured textual data and
structured knowledge retrieval. We believe this framework can be generalized to
other domains where text alone is insufficient for complex and aggregated re-
trieval, and structured representations are essential for accurate and meaningful
insights.
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2 Constructing FashionDB

The fashion industry is inherently dynamic and temporally structured, with de-
signers moving across different fashion houses, collections evolving over time,
and trends influencing multiple creative directions. To model these aspects, we
develop a specialized ontology focusing on temporal relations, that extends Wiki-
data properties to represent fashion designer career trajectories, the evolution of
fashion houses and characteristics of fashion collections.

To automatically populate FashionDB, we leverage LLMs for knowledge ex-
traction, structuring unstructured textual data according to our ontology. Re-
cent advances in pre-trained language models have demonstrated state-of-the-
art performance in knowledge extraction [7]. In particular, in-context learning
and instruction-following capabilities in LLMs have improved performance on
ontology-guided extraction and temporal information retrieval [3, 4].

Inspired by these advancements, we use LLMs to extract structured facts
along with their temporal attributes, ensuring that FashionDB not only stores
factual information but also captures historical evolution and context.

3 Interacting with FashionDB

While FashionDB enables powerful SPARQL queries, formulating queries re-
mains a significant barrier for users unfamiliar with SPARQL or knowledge graph
structures. Recent research in text-to-SPARQL translation has explored ways to
bridge this gap by leveraging LLMs.

For instance, Auto-KGQAGPT [6] proposes a fragment selection mechanism,
where relevant subgraphs of the knowledge base are retrieved and provided to an
LLM to generate the corresponding SPARQL query. Similarly, SPARQLGEN [2]
introduces a multi-source prompting strategy, incorporating the user’s natural
language question, an RDF subgraph, and an example SPARQL query from a
different question to improve accuracy. However, these approaches rely on large,
closed-source LLMs, which pose challenges in terms of scalability, interpretabil-
ity, and accessibility. As suggested in [1], smaller, open-source models can offer
a more efficient and domain-adapted solution for text-to-SPARQL tasks.

Building on these insights, we propose a domain-specific text-to-SPARQL
pipeline based on Gemma 2 [5], an open-source model by Google. Instead of
relying on knowledge graph fragments in the prompt—an approach suited for
general-purpose knowledge bases—our method leverages the structured nature
of FashionDB’s ontology. By providing the model with a controlled vocabulary
of FashionDB properties (IDs and labels) and relevant classes, we ensure that
queries remain accurate and schema-compliant. To further refine the translation
process, we annotate a small dataset of natural language questions paired with
their corresponding SPARQL queries. When a user submits a new query, we
retrieve the most semantically similar question-query pairs using cosine similarity
over text embeddings, incorporating them into the prompt to improve translation
accuracy.
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