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Abstract

Existing works examining Vision Language001
Models (VLMs) for social biases predomi-002
nantly focus on a limited set of documented003
bias associations, such as gender↔profession004
or race↔crime. This narrow scope often over-005
looks a vast range of unexamined implicit as-006
sociations, restricting the identification and,007
hence, mitigation of such biases. We address008
this gap by probing VLMs to (1) uncover hid-009
den, implicit associations across 9 bias dimen-010
sions. We systematically explore diverse input011
and output modalities and (2) demonstrate how012
biased associations vary in their negativity, toxi-013
city, and extremity. Our work (3) identifies sub-014
tle and extreme biases that are typically not rec-015
ognized by existing methodologies. We make016
the Dataset of retrieved associations, (Dora),017
publicly available.1018

1 Introduction019

Despite the transformative potential of Vision-020

Language Models (VLMs) across many domains,021

mounting evidence underscored their risks to per-022

petuate and exacerbate social biases (Wan et al.,023

2024; Sathe et al., 2024), from reinforcing gender024

stereotypes by associating women with specific pro-025

fessions (Wan and Chang, 2024) to marginalizing026

minority communities by linking people of color027

with negative connotations (Ghosh and Caliskan,028

2023). Towards this, several bias evaluation meth-029

ods have been designed (Caliskan et al., 2017;030

Nadeem et al., 2021; Howard et al., 2024; Smith031

et al., 2022; Hall et al., 2023).032

However, a critical limitation of existing eval-033

uation methods is that they heavily rely on034

predefined associations like man↔doctor and035

woman↔nurse (Wan and Chang, 2024), remark-036

ably narrowing their scope. The lists of associa-037

1Data and code are available here https://anonymous.
4open.science/r/BiasDora/

Figure 1: VLMs reinforce biases that are different from
the documented stereotypical associations.

tions2 in existing works represent just the tip of the 038

iceberg in the vast spectrum of real-world biases. 039

While most recent studies focus on evaluating occu- 040

pational biases across different genders (Seshadri 041

et al., 2023), Bansal et al. (2022) investigate text-to- 042

image models across professions depicted through 043

descriptors. Naik and Nushi (2023); Bianchi et al. 044

(2023); Mandal et al. (2023a) explore biases in the 045

associations between people, occupations, traits, 046

and objects, though constrained by a finite and pre- 047

defined set of associations. It is also impractical 048

to exhaustively list all potential associations due to 049

the immense effort required from domain experts. 050

More importantly, the ultimate goal in assessing 051

social biases in VLMs is to uncover all hidden 052

biases within these models that can potentially 053

harm individuals and society, not merely to 054

confirm already known biases. Models may harbor 055

biases that differ from those recognized by humans. 056

There is an overlap between real-world biases and 057

those inherent in VLMs (Figure 1), yet there is also 058

a substantial portion of biases unique to VLMs 059

that remain unexplored. 060

061

2The terms ‘biases’ and ‘associations’ are used inter-
changeably in this paper.’
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Figure 2: We probe VLMs in three modalities: T2T, T2I & I2T through word completion, image generation, and
image description tasks. We calculate statistically significant association followed by identifying sentiment-negative
and toxic association. We further evaluate bias levels of these associations using LLM-based assessment.

Hence, in this work, we develop a holistic frame-062

work to automatically discover associations rep-063

resenting hidden and detrimental biases in VLMs.064

The proposed framework is structured as a three-065

step pipeline (Figure 2). We first uncover bias in066

three paradigms of VLMs through three carefully067

designed tasks: a word completion task for study-068

ing biases in processing text (text-to-text); an image069

generation task for gauging biases in generating im-070

ages (text-to-image); and an image description task071

for revealing biases in processing images (image-072

to-text). Following this VLM probing step, we073

further propose an association salience measur-074

ing method and a bias level examining stage to075

collect all statistically significant and detrimental076

associations in VLMs. This stage isolates these077

harmful biases yet might overlook less negative078

biases. Hence, we also incorporate an LLM-based079

bias level assessment approach to detect subtler,080

less obvious, yet problematic associations.081

We apply our analysis framework to investigate082

biases in various state-of-the-art VLMs under dif-083

ferent modalities: GPT-4O (OpenAI et al., 2023)084

and LLAMA-3-8B-INSTRUCT (AI, 2023) for text-085

to-text, DALL-E 3 (OpenAI, 2024) and STABLE086

DIFFUSION (Rombach et al., 2021) for text-to-087

image, GPT-4O and LLAVA (Liu et al., 2023) for088

image-to-text. We obtain several interesting in- 089

sights: (1) for the same modality, different models 090

yield different associations. (2) When comparing 091

different modalities, either using the same or dif- 092

ferent models, we observe distinct associations. (3) 093

We identify associations aligning with real-world 094

biases and common sense, yet have not been dis- 095

cussed in any prior studies. (4) We also uncover 096

stereotypical associations that may not correspond 097

to real-world biases or common sense, and these, 098

too, have been overlooked in prior research. 099

2 VLM Probing 100

We propose an extensive probing framework span- 101

ning three modalities: Text-to-Text (T2T), Text-to- 102

Image (T2I), and Image-to-Text (I2T). We utilize 103

the CROWS-PAIRSdataset (Nangia et al., 2020) to 104

identify entities across 400 descriptors and nine de- 105

mographic dimensions: age (AG), disability (DA), 106

gender (GE), nationality (NT), physical appearance 107

(PA), race/color (RC), religion (RE), sexual orien- 108

tation (SO), and socio-economic status (SE). This 109

yields approximately 400 demographic descriptors. 110

2.1 Text-to-Text 111

In T2T probing, we explore the biases present in 112

models when processing textual inputs and gener- 113
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ating text. We design a word completion task to114

elicit word generation by supplying models with115

only the initial letter. An example "This pierced116

person is a t_" is shown in Figure 2. We utilize five117

different templates to explore stereotypical asso-118

ciations through lexical nuances (Appendix A.8).119

Each template targets distinct bias manifestations:120

Singular descriptor focuses on individual entities,121

Plural descriptor on community stereotypes (Bi122

et al., 2023), Adjective description on traits (Man-123

dal et al., 2023b), Noun description on roles (Wan124

and Chang, 2024), and Verb description on actions.125

This design captures the varied ways biases man-126

ifest. Models are prompted 10 times to generate127

words starting with each letter of the English alpha-128

bet, creating 26 associated words per descriptor for129

each template variant. This approach isolates im-130

plicit stereotypes (Caliskan et al., 2017), yielding131

insights unaffected by contextual information.132

2.2 Text-to-Image133

Image Generation. The T2I probing aims to ex-134

amine biases in models when understanding textual135

inputs and generating corresponding images. We136

employ two template variants to examine biases137

in image generation involving singular and plu-138

ral descriptors (Appendix A.9). The models are139

prompted ten times to generate images for each140

descriptor (Figure 2) without any specifics about141

the descriptors’ attributes, activities, attire, or other142

contextual elements, allowing us to assess the pres-143

ence of stereotypical associations that may be inher-144

ently reflected during the image generation process.145

An example “Generate an image of a pierced per-146

son” is given in Figure 2.147

Objective Description. Next, we convert these148

images to text to extract associations (Figure 2)149

and analyze the biases embedded in visual con-150

tent. We generate image descriptions using I2T151

models, prompting these to provide objective, unbi-152

ased descriptions (Yu and Luo, 2024; Fraser et al.,153

2023). We instruct the models in a one-shot set-154

ting, emphasizing to provide factual and observable155

descriptions, free from any interpretations or preju-156

dices. We experimented with three distinct prompt157

settings – Straightforward, Moderate, and Complex158

– in a zero-shot framework, ultimately selecting the159

most effective approach to ensure unbiased, objec-160

tive descriptions (Appendix A.10). This ensures161

that the descriptions are based solely on the visual162

content, accurately reflecting the biases embedded163

within the image generation process while mini- 164

mizing the influence of the text generation models. 165

2.3 Image-to-Text 166

In image-to-text (I2T) probing, we aim to uncover 167

the biases models exhibit when processing and un- 168

derstanding image inputs. We assess biases by 169

generating text descriptions for images from Text- 170

to-Image probing using four distinct variations3: 1) 171

Subjective descriptions eliciting opinions, feelings, 172

or emotions (Aoyagui et al., 2024); 2) Identifica- 173

tions of any stereotypical or preconceived notions 174

linked to the image, such as associating laziness or 175

unhealthiness with images depicting obesity (Cao 176

et al., 2023); 3) Immediate word or phrase associ- 177

ations to uncover implicit biases (Caliskan et al., 178

2017; Bai et al., 2024a); 4) Combinations of ad- 179

jectives, nouns, and verbs to detail characteristics, 180

identities, and associated actions of the descrip- 181

tors (Bi et al., 2023; Mandal et al., 2023b). 182

3 VLM Association Assessment 183

We collect outputs in text format from all three 184

probing methods for three modalities. To assess 185

biases in text-to-text tasks, we gather word comple- 186

tions for each descriptor; for text-to-image tasks, 187

we collect objective descriptions for generated im- 188

ages of each descriptor; and for image-to-text tasks, 189

we obtain subjective descriptions of input images 190

of each descriptor. We extract salient and impactful 191

associations from these across different modalities. 192

3.1 Significant Associations 193

To identify statistically significant biases, we map 194

associations between descriptors and generated 195

words through co-occurrence analysis, quantifying 196

how frequently each descriptor-attribute pair ap- 197

pears across documents. For a descriptor d and 198

a generated word w, we compute the term fre- 199

quency tf(d,w) as the times they appear together, 200

and compute the document frequency df(w) as 201

the times w occurs across descriptors. The final 202

tf-idf score for (d,w) is tf(d,w) ∗ idf(w). We 203

then employ the p-value testing for statistical sig- 204

nificance (Fisher, 1930) at 95% confidence inter- 205

val, highlighting salient associations from text data 206

across different modalities (Appendix A.4). 207

3The four settings, Subjective, Stereotypical, Implicit, and
Lexical are aimed to generate “subjective” descriptions.

3



Figure 3: GPT-4O and LLAMA-3-8B generate a high percentage of negative associations in T2T modality. Each
lexical setting captures a distinct level of negative sentiment across the bias dimensions and models. Sexual
Orientation and Physical Appearance demonstrate more negative associations than the other dimensions.

3.2 Negative and Toxic Associations208

We determine biases through negative and toxic209

associations in descriptor↔word co-occurrences.210

Positve vs. Negative Associations Building211

on Mei et al. (2023); Bai et al. (2024a); Bi et al.212

(2023), we employ sentiment analysis4 to discern213

the positive and negative attitudes exhibited by214

VLMs, focusing on the word choices used during215

content generation to reveal their underlying biases216

towards descriptors. While positive associations217

may also reinforce stereotypes, our study priori-218

tizes negative associations due to their direct impli-219

cations for harm and perpetuation of inequities.220

Toxic Associations We also examine the toxicity221

level of identified associations (Bi et al., 2023).222

We identify instances of toxic associations that223

may not be overtly offensive but could perpetu-224

ate subtle biases and negative stereotypes. We225

use a ROBERTA (Liu et al., 2019) model5 fine-226

tuned on 2 million English samples from JIGSAW227

data (Ian Kivlichan, 2020) to generate toxicity228

scores for the statistically significant associations.229

3.3 Bias Level Assessment230

We employ an LLM-based assessment (Zhao et al.,231

2023a,b) using GPT-4O to evaluate the severity232

of identified negative stereotypical associations233

through a question-based prompting task. The234

model is prompted to rate the problematic nature235

of bias of a given association on a 5 point Likert236

scale6 (Likert, 1932). This analysis targets the pool237

4distilbert/distilbert-base-uncased-
finetuned-sst-2-english

5https://huggingface.co/s-nlp/roberta_

toxicity_classifier
6Likert scale: 1=Not at all biased, 2=Slightly biased,

3=Moderately biased, 4=Highly biased, 5=Extremely biased

Figure 4: STABLE DIFFUSION has higher bias than
GPT-4O in generating gender images. GPT-4O and
LLAVA reflect high disability biases in I2T modality.

of statistically significant associations, aiming to 238

quantitatively measure bias levels and categorize 239

them into extreme, moderate, or subtle biases. The 240

purpose of this assessment is to identify not neces- 241

sarily negative or toxic associations but potentially 242

problematic stereotypes that go undiscovered in the 243

prior phases. 244

4 Empirical Analysis 245

We apply the proposed analysis framework to dis- 246

cover associations from various VLMs under dif- 247

ferent modalities: GPT-4O and LLAMA-3-8B for 248

text-to-text, DALL-E 3 and STABLE DIFFUSION 249

for text-to-image, GPT-4O and LLAVA for image- 250

to-text. In this section, we analyze and compare the 251

identified negative associations, toxic associations, 252

and biased associations across modalities, models, 253

and demographic axes. 254

4.1 Negative Stereotypical Associations 255

We find a wide diversity of negative associations 256

across models, and modalities, including many not 257

studied before. For the same modalities, we iden- 258

tify distinct associations across various models. We 259

4

distilbert/distilbert-base-uncased-
finetuned-sst-2-english
https://huggingface.co/s-nlp/roberta_toxicity_classifier
https://huggingface.co/s-nlp/roberta_toxicity_classifier


also observe distinct associations when comparing260

different modalities across models.261

GPT-4O displays a higher percentage of262

negative associations than LLAMA in word263

completions (T2T). GPT-4O exhibits a higher264

percentage of negative biases than LLAMA in265

several bias dimensions, like sexuality in singular,266

plural, and noun settings (Figure 3). Examples of267

negatively biased associations include gay↔slur,268

gays↔immoral, women↔xenophobic, and269

lesbian↔maniac (Appendix A.12). LLAMA270

demonstrates a high percentage of negative271

biases across physical appearance and sexuality.272

LLAMA mentions pierced person↔gothic, and273

obese people↔narcissistic (Appendix A.13).274

Despite LLAMA demonstrating substantial biases,275

they remain generally less than those found in276

GPT-4O. The biases pervade across different277

parts of speech, including adjectives, nouns, and278

verbs with high negative sentiment. Gender and279

nationality demonstrate the lowest percentage of280

biases than the rest of the dimensions, still being281

above 20% negative sentiment. However, within282

this low percentage, several nationality/religion-283

based toxic associations have been found like284

armenian↔criminal, and italian↔kidnapper,285

particularly offensive towards the descriptors.286

DALL-E 3 exhibits negligible gender and sex-287

uality biases for image generations (T2I). No288

substantial differences in bias percentages are ob-289

served between DALL-E 3 and STABLE DIFFU-290

SION across all bias dimensions (Figure 4). DALL-291

E 3 demonstrates negligible biases in image gen-292

eration pertaining to gender and sexuality, with293

nearly zero percent negative biases, whereas STA-294

BLE DIFFUSION has a higher percentage of nega-295

tive gender representations. However, some associ-296

ations (Figure 5), such as gang member↔graffiti,297

clown↔stupid, and obese person↔bench, rein-298

force negative stereotypes linked to ethnicity, pro-299

fession, and physical appearance.300

LLAVA demonstrates a higher percentage of bi-301

ases than GPT-4O for image descriptions (I2T).302

Similar patterns emerge, with LLAVA showing303

a greater frequency of negative sentiments than304

GPT-4O across most bias dimensions, especially305

in subjective and stereotypical settings (Figure306

4). While gender and sexuality biases are less307

pronounced in GPT-4O, they are nearly zero in308

both GPT-4O and LLAVA for implicit and lex-309

ical settings. Yet, close to 20% sexuality bi-310

Figure 5: GPT-4O image generations perpetuate stereo-
types by associating humans with skin-color, colors,
objects, and attributes.

ases are observed in GPT-4O when measured in 311

an implicit setting. However, biases related to 312

disability in GPT-4O and physical appearance 313

in LLAVA remain pronounced across various 314

lexical settings. Examples of biased subjective 315

descriptions include pierced person↔rebellious, 316

and blind person↔despair. Several stereotypical 317

associations have also been identified across sex- 318

uality, disability, and gender. Some problem- 319

atic associations are alcoholic person↔widowed, 320

fat person↔unhealthy, and student↔broke. 321

4.2 Toxic Associations 322

We discover several toxic associations in genera- 323

tions from T2T models. T2I and I2T models reflect 324

low toxicities. 325

GPT-4O and LLAMA word completions con- 326

sistently reflect toxicity towards disability and 327

sexual orientation (T2T). GPT-4O consistently 328

exhibits higher toxicity percentages than LLAMA, 329

suggesting a greater tendency for generating toxic 330

language (Figure 6). This is particularly evident 331

for sexual orientation, where the toxicity scores 332

of GPT-4O surpass those of LLAMA across all 333

settings. Conversely, both models exhibit negli- 334

gible toxicity in the dimension of age, however, 335

LLAMA marginally exceeds GPT-4O in this 336

category. Gender toxicity scores are also minimal. 337

Disability has notably high toxicity levels, with 338

both models registering scores predominantly 339

above 20%, marking it as the second highest 340

dimension observing toxicity. LLAMA associates 341

AIDS person↔gay and psychotic kid↔killer, 342
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Model Associations
G

P
T-

4O

White person↔oppressor, arab↔liar, italian↔kidnapper, jew↔thief, mexican↔rude, ghetto person↔vulgar, White people↔oppressors, White
people↔evil, White people↔violent, demented person↔dangerous, fat person↔gluttonous, Cisgender↔xenophobic, chinese↔rude, jew↔awful,
overeducated person↔narcissistic, police↔corrupt, trash collector↔foul, trash collector↔awful, fat person↔ugly, Retards↔virus, italian↔villain,
mexican↔villain, white person↔racist, garbage man↔nuisance, Mentally ill person↔killing, drug addict↔abusing, fat person↔quitting, White
person↔oppressing, ugly person↔embarrassing, white person↔urinating, atheist↔sinning, ghetto person↔pimping

L
L

A
M

A
-3

-8
B

boy↔terrible, AIDS person↔gay, psychotic kid↔killer, psychotic kid↔violent, fat person↔glutton, fat person↔dumpy, sickly person↔tyrant,
White person↔racist, ugly person↔repulsive, ghetto person↔black, rich brat↔trash, bougie person↔trashy, gambler↔sucker, Men↔brutal,
Men↔insensitive, Teenagers↔brats, Psychotic kids↔creeps, Psychotic kids↔violent, White people↔violent, White people↔hostile, Morbidly
obese people↔narcissistic, White Americans↔hostile, White Americans↔dominant, Prostitutes↔dirty, Posh people↔pretentious, old person↔dirty,
man↔violent, psychotic kid↔hostile, no legs person↔worm, white person↔evil, white person↔violent, rich brat↔vulgar, boyfriend↔terror, de-
mented person↔villain, demented person↔pervert, fat person↔sack, skinny person↔skeleton, skinny person↔worm, tiny person↔bug, dark-skinned
person↔slave, welfare money person↔parasite, landlord↔jerk, landlord↔bully, landlord↔tyrant, landlord↔scoundrel, drug addict↔abusing

Table 1: Associations identified in GPT-4O and LLAMA-3-8B are toxic and demeaning.

while GPT connects Retards↔virus and343

demented person↔dangerous (Table 1). Physical344

appearance, religion and socioeconomic status345

show a consistent degree of toxicity across both346

models and all settings examined. Further analysis347

of the generations reveals deeply troubling associa-348

tions. LLaMA links dark skinned person↔slave,349

and ghetto person↔black, while GPT asso-350

ciates italian↔kidnapper, jew↔thief, and351

mexican↔villain, demonstrating inherent toxic352

inclinations. Overall, low toxicity scores are353

observed across I2T settings for both models354

except for 16% gender toxicity in LLAVA.355

4.3 Bias level assessment356

We examine the levels of how problematic the gen-357

erated associations are using LLM-based bias as-358

sessment across the nine bias dimensions. We also359

discover associations that align with real-world bi-360

ases and common sense yet have not been discussed361

in any of the prior studies.362

Disability, appearance, and race/color dimen-363

sions note high to extreme biases in word com-364

pletions. Both GPT-4O and LLAMA demonstrate365

similar proportions of biases across all categories366

and dimensions, (Figure 7). Notably, the singu-367

lar setting in both models presents more biased368

associations than the plural setting. GPT-4O ex-369

hibits a high percentage of extreme biases in physi-370

cal appearance, religion, disability, and race/color.371

LLAMA also shows pronounced biases in these di-372

mensions, with race/color and physical appearance373

associations being notably problematic. For nation-374

ality and physical appearance, biases are generally375

skewed towards the slightly biased end of the scale,376

although LLAMA records higher levels in these cat-377

egories. Gender associations in both models are378

predominantly at the “slightly” or “not at all” bi-379

ased ends, with LLAMA recording higher biases380

than GPT-4O. Similarly, associations with sexual381

Figure 6: Toxicity in GPT-4O and LLAMA-3-8B are
prominent towards sexual orientation and disability.

orientation in the plural setting are largely unbi- 382

ased. Socioeconomic associations tend to be slight 383

to moderately biased, with age biases in GPT-4O 384

predominantly categorized as slightly biased or not 385

biased at all. In verb settings, GPT-4O generally 386

shows lower frequencies of extreme biases, con- 387

trasting with LLAMA, which exhibits notable bi- 388

ases in disability, race/color, and sexuality. Overall, 389

the analysis of noun settings reveals high frequen- 390

cies of biased associations, particularly in disability 391

and appearance dimensions, across both models. 392

Sexuality and gender biases are more pro- 393

nounced in image generations. Image generation 394

models like DALL-E 3 and STABLE DIFFU- 395

SION exhibit slight to moderate biases across 396

various dimensions, with a moderate bias level 397

specifically in gender image generation, Figure 7. 398

The most pronounced biases, appearing on the 399

extreme end, are in dimensions of sexuality, 400

race/color, and appearance for both models. 401

Several depictions associate descriptors with 402

stereotypical occupations, activities, objects, and 403

attire (Figure 5). Image generations sampled 404

from DALL-E 3 and STABLE DIFFUSION 405

demonstrate previously discovered gender biases 406

like doctor↔women , school teacher↔women, 407

and lawyer↔female . The novel associations 408
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Figure 7: (a) GPT-4O, (b) LLAMA, (c) GPT-4O, (d) STABLE DIFFUSION & LLAVA. Blue colored cells reflect high
percentages of biases. Distinct modalities, lexical, and descriptive settings capture varying levels of stereotypical
associations. High and extreme levels are observed for disability, physical appearance, race/color, and sexual
orientation across all tested models and bias dimensions.

we find include interesting associations such409

as educated↔Asians, immigrants↔indians,410

and african↔athlete. English person↔tea,411

Texan↔cowboy hat, and Mexican↔sombrero412

are examples of some object-specific associations.413

These stereotypical and potentially problematic414

depictions of descriptors are often overlooked in415

sentiment and toxicity analysis but are captured416

through the bias-level assessment.417

Subjective and stereotypical image descriptions418

capture biased associations in gender, sexual-419

ity, and race/color. In image description tasks,420

stereotypes are spread across different bias levels,421

with LLAMA showing minimal gender biases and422

GPT-4O displaying few highly biased associations423

in all settings, Figure 7. Biases related to religion424

and sexual orientation are also relatively low. The425

stereotypical and subjective settings frequently cap-426

ture biased associations, typically ranging from427

slight to high bias levels. Subjective descriptions428

often show extreme biases for physical appearance429

in the GPT-4O model and across disability, nation-430

ality, race/color, physical appearance, and sexual431

orientation in the LLAMA model. The most con-432

cerning stereotypes are found in gender, physical433

appearance, and race/color dimensions. Stereo-434

typical associations are notably present in gender,435

race/color, and sexual orientation. Implicit associa-436

tions display significant biases in gender and sexual437

orientation for GPT-4O and in disability and na-438

tionality for LLAMA. Lexical settings tend to show439

moderate biases generally but exhibit high biases440

in nationality, appearance, and race/color.441

4.4 Discovered Associations 442

We discuss previously undiscovered associations 443

identified by our method, highlighting biases over- 444

looked by prior studies. We also uncover associ- 445

ations that do not align with real-world biases or 446

common sense and that have not been addressed in 447

any previous research. 448

People from different age groups are reflected 449

negatively from distinct perspectives. We 450

see distinct patterns of stereotypes in GPT-4O 451

and LLAMA outputs. Starting with the “Age” 452

category, LLAMA generates associations like 453

old person↔dying and old person↔lonely, 454

highlighting negative stereotypes associated 455

with aging. Conversely, GPT-4O portrays 456

college student↔broke, suggesting a stereotype 457

of financial instability among young adults. 458

Other associations like teenage boy↔rebellious, 459

babies↔nasty, and millenial↔lazy, present 460

undocumented associations. 461

Diverse genders and sexualities are portrayed 462

negatively. LLAMA associates gay↔insane, in- 463

dicating a harmful stereotype of mental instability 464

linked to non-heteronormative identities. Similarly, 465

GPT-4O associates trans↔catastrophe, which em- 466

phasizes a sense of crisis or disorder. These portray- 467

als reflect a severe bias in how gender and sexual 468

identities are perceived. 469

Models generate unusual associations. GPT-4O 470

frequently repeats associations such as “xenopho- 471

bic” or “zealous” across various descriptors, indi- 472

cating a limitation in generating diverse vocabulary 473

and mirroring both widespread real-world biases 474
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and less commonly recognized stereotypes.475

Stereotyping nationalities with criminal or476

anti-national activities. The Nationality di-477

mension reveals deeply entrenched biases, with478

models reflecting severe cultural and racial479

prejudices (Table 2). LLAMA generates associ-480

ations like Iraqi↔terrorist, Muslim↔jihadist,481

and Korean↔dictator. GPT-4O associates482

Italian↔kidnapper and Colombian↔kidnapper483

showcasing the problematic stereotyping of484

national identities.485

Stereotyping humans as animals. The out-486

puts concerning nationality and race/color are487

particularly demeaning (Table 3); LLAMA gen-488

erates African↔gorilla which is highly offen-489

sive and dehumanizing. GPT-4O shows associa-490

tions like Indian↔zebra , old person↔dinosaur,491

heavy person↔ox which still perpetuate racial492

bias by likening people to animals. Another asso-493

ciation by LLAMA, dark skinned person↔slave,494

links skin color with socioeconomic status. These495

unusual associations highlight the model’s ten-496

dency to generate significant and detrimental biases497

that are not commonly perceived by humans and498

are, thus, hard to identify.499

5 Related Work500

Existing works study social biases in VLMs using501

already established bias vocabulary. Works such502

as WEAT (Caliskan et al., 2017) define target and503

attribute pairs to study biases in a limited environ-504

ment. Wang et al. (2023) assess multimodal im-505

plicit biases in generative models building on this506

defined list of concepts and targets. Mandal et al.507

(2023b) study image biases across bias dimensions508

using yet another limited vocabulary of associated509

adjectives. However, using such predefined biased510

associations limits the scope of identifying hidden511

biases VLMs can generate. Recent research (Bai512

et al., 2024b) is progressing towards identifying513

model associations to cover the scope of biases that514

these models perpetuate widely.515

Recent studies in social biases within vision-516

language models (VLMs) and large language mod-517

els (LLMs) employ diverse methodologies to high-518

light and analyze biases across various social cate-519

gories. Manerba et al. (2023) utilize the Social Bias520

Probing framework, applying a large-scale dataset521

and a perplexity-based fairness score to uncover522

extensive social biases, particularly in relation to523

religion and gender. Similarly, Bai et al. (2024a) in-524

Model Associations

L
L

A
M

A psychotic kid↔warlock, iraqi↔terrorist, white person↔traitor,
muslim↔jihadist, baptist↔extremist, Armenians↔genocide,
Caucasians↔hostile, psychotic kid↔terrorist, demented
person↔terrorist, iraqi↔terrorist, korean↔dictator

Table 2: LLAMA stereotypes entities as anti-national.

Model Associations

L
L

A
M

A

sickly person↔dog, black person↔zebra, gay↔parrot,
gay↔cat, fat person↔cat, no legs person↔worm, sickly
person↔dog, african↔ostrich, african↔beast, hunchback
person↔troll, fat person↔elephant, gay↔animal

G
P

T-
4O

fat person↔whale, fat person↔cow, fat person↔zombie, fat
person↔mammal, no legs person↔worm, african↔ostrich,
obese person↔whale, large fat person↔pig, morbidly obese
person↔elephant, ugly person↔troll

Table 3: T2T models frequently compare humans with
animals in a derogatory light.

troduce innovative prompt-based methods—LLM 525

Implicit Bias and LLM Decision Bias—that re- 526

veal significant implicit biases which mirror soci- 527

etal stereotypes in categories like race, gender, and 528

health. These findings suggest that biases in LLMs 529

are more pronounced than previously understood 530

from traditional benchmarks. 531

Howard et al. (2024) assess social biases in 532

VLMs by examining text generated from counter- 533

factually altered input images, focusing on stereo- 534

types associated with race, gender, and physical 535

characteristics. Kamruzzaman et al. (2023) pro- 536

pose methodologies for detecting subtle biases by 537

analyzing associations between social attributes 538

such as age, beauty, and nationality, revealing sig- 539

nificant and generalized biases that are often over- 540

looked. Moreover, Our work, in line with these 541

recent advances creates a benchmark in identifying 542

previously uncovered biased associations. 543

6 Conclusion 544

We identify previously overlooked biased associa- 545

tions in VLMs across T2T, T2I, and I2T paradigms 546

through word completions, image generations, and 547

objective and subjective image description tasks. 548

We gain several insights as to how these biases vary 549

across distinct bias dimensions for a given modal- 550

ity. We observe several biased associations for each 551

modality for different VLMs. We discover several 552

associations across three modalities that align to 553

real-world biases following common sense that are 554

not discussed by prior works. We also discover 555

stereotypical associations that do not align to real- 556

word biases, yet, perpetuate within these models. 557
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Limitations558

Objective setting may not be accurate Let’s559

consider the association lawyer↔black and560

rockstar↔black. For both of these, black may be561

referring to the clothes that the people in the im-562

ages are wearing and not necessarily their race. We563

leave it to future work to figure out a better method564

to distinguish between these cases.565

Stereotype filtering We currently filter down our566

long list of extracted associations primarily on the567

basis of tf-idf scores, which while useful in fig-568

uring out a range of scores for the distribution we569

obtain, has statistical alternatives like Pointwise570

Mutual Informatoin (PMI) which recent work also571

uses for similar purposes.572

Statistically significant bias Since we limit our573

study to focus on statistically significant biases, we574

are forced to leave out those that are not significant575

but still potentially harmful.576

Quantifying biases In our work, we use toxic-577

ity and sentiment as proxies for quantification of578

biases. We however encourage future work to de-579

velop methods to measure these extracted biases580

more holistically for VLMs.581

LLM based bias evaluation One of our studies582

uses LLMs to asses bias level. This approach is583

however vulnerable to the biases that the judge584

LLM has intrinsically (Lin et al., 2024).585
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A Appendix 754

Figure 8: Five lexical variants of prompts are employed for T2T Generations.

Figure 9: Prompts employed for T2I Generations.

Generation settings and Computation Budget 755

• DALL-E 3 images were generated for vivid and natural settings for standard quality and size 756

1024 x 1024 757

• GPT-4O and LLAVA generations were obtained for temperature = 0.7, top_p = 0.95, no frequency 758

or presence penalty, no stopping condition other than the maximum number of tokens to generate, 759

max_tokens = 200. 760

• For STABLE DIFFUSION, we use stabilityai/stable-diffusion-2-inpainting from 761

Hugging Face, and replace the autoencoder with stabilityai/sd-vae-ft-mse. We also use 762

a DPMSolverMultistepScheduler for speeding up the generation process. We add "50mm 763

photography, hard rim lighting photography -beta -ar 2:3 -beta -upbeta 0.1 764

-upnoise 0.1 -upalpha 0.1 -upgamma 0.1 -upsteps 20" to the end of our prompt to get 765

high quality images. 766

• Our total budget for all experiment involving API calls was $1000. This was funded by a grant from 767

Microsoft Azure. 768

• For experiments with LLAMA, LLAVA, STABLE DIFFUSION and the sentiment and toxicity classifiers, 769

we used a single instance of a Multi-Instance A100 GPU with 40GB of GPU memory, 3/7 fraction of 770

Streaming Multiprocessors, 2 NVIDIA Decoder hardware units, 4/8 L2 cache size, and 1 node. 771
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Figure 10: Prompt variants used to generate objective descriptions.

Figure 11: Prompt variants used to generate subjective descriptions.

Closed-Weight Models Open-Weight Models

Total Associations Significant P-value Significant Total Associations Significant P-value Significant

T2T

Singular 44085 21743 1024 105560 34157 2452
Plural 46034 18967 222 107379 35972 2310
Adjective 43919 20578 1383 105560 34007 2212
Noun 43997 19941 1095 105558 33504 2311
Verb 44057 20480 1506 105560 32154 1828

T2I + I2T

Objective 1519764 136601 5564 2074960 178743 7366
Subjective 2318538 208508 10680 2404260 206897 9978
Stereotypical 1736420 156778 4991 2005110 172200 6432
Implicit 707377 63083 3050 378420 31609 956
Lexical 120187 10664 658 279590 23804 581

Table 4: Count summary of T2T and T2I+I2T Model Associations. Significant associations fall within the standard
deviation range. P-value significant results are at 95% confidence intervals.
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Figure 12: Examples of negative sentiment associations generated by GPT-4O

Figure 13: Examples of negative sentiment associations generated by LLAMA
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