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ABSTRACT

We present a multi-objective binder design paradigm based on instruction fine-
tuning and direct preference optimization (DPO) of autoregressive protein lan-
guage models (pLMs). Multiple design objectives are encoded in the language
model through direct optimization on expert curated preference sequence datasets
comprising preferred and dispreferred distributions. We show the proposed align-
ment strategy enables ProtGPT?2 to effectively design binders conditioned on spec-
ified receptors and a drug developability criterion. Generated binder samples
demonstrate median isoelectric point (pI) improvements by 17% — 60%.

1 INTRODUCTION

Peptides are an important class of biomolecules comprised of short strands of up to 50 amino acids.
Designing peptide binders to specific protein targets with desirable therapeutic properties is a central
problem in drug discovery (Fosgerau & Hoffmann, [2015). Beyond optimizing for binding affin-
ity, peptide drug development processes require satisfying numerous other constraints imposed by
physicochemical properties, their formulation characteristics, and pharmacodynamic influences on
human subjects, among others. Recent progress in generative artificial intelligence has inspired
novel strategies for designing protein binders, rooted in either structure-based or sequence-based
protein representations. Filtering for designs that satisfy other objectives is performed post facto.
A computational approach for generating peptides likely to satisfy multiple property constraints di-
rectly inferred from positive and negative examples is lacking; this work attempts to fill that lacuna.

Extending large language models (LLMs) for natural language processing (NLP) to biological se-
quences, protein language models (pLMs) are pre-trained on large scale evolutionary sequence data.
Prominent foundation models include ESM2 (Lin et al., |2022) that is a BERT-style encoder trans-
former model, ProtGPT2 (Ferruz et al.,|2022)) and ProGen2 (Nijkamp et al.,[2023) that are GPT-style
decoder transformer models, and ProtT5 (Elnaggar et al., 2021) that is an encoder-decoder trans-
former model. These have been adapted for binder design models by fine-tuning these foundation
models with different strategies. Examples of binder design models include PepMLM (Chen et al.,
2023)), DiffPALM (Lupo et al] [2023)), IgL.M (Shuai et al., [2023), and pAbTS (Chu & Weil [2023).
These binder design models can be categorized by their formulation of the binder design problem
as different NLP tasks. Three NLP tasks can be identified, (i) text infilling with masked language
modeling such as PepMLM that is an encoder transformer based on fine-tuning ESM2 to reconstruct
the fully masked binder region in a protein-peptide conjugated chain, (ii) fext generation task with
causal language models such as IgLM and ProtGPT?2 that are decoder transformers based on GPT-
2 (Radford et al., 2019), and (iii) machine translation task using sequence-to-sequence language
modeling such as pAbT5 that generates the heavy/light chain given their chain pairing partner in
antibody sequences by fine-tuning the decoder stage in ProtT5.

On the other hand, structure-based models attempt to reason about binding and other properties by
carefully constructing in three dimensions bound poses of the protein-peptide complex (Chang et al.,
2024). Despite being hindered by limited availability of solved protein-peptide complex structures

*Corresponding author.



Published at the GEM workshop, ICLR 2024

and the computational cost of molecular dynamics simulations, good progress has been made in
structure-informed peptide design(Kosugi & Ohuel 2022; [gou, 2023; |[Bryant & Elofssonl [2023).
More recently, diffusion models in the structure space (Anand & Achiml 2022; Watson et al., [2023))
as well as the sequence space (Alamdari et al., |2023; |Gruver et al), [2023) are being adapted for
peptide design (Xie et al., 2023 Wang et al., [2024).

Drug discovery and development is a multi-objective optimization process. Beyond binding affin-
ity, numerous other factors need to be considered for therapeutic development such as expressibil-
ity, synthesizability, stability, immunogenicity, solubility and bioavailability. Our goal is to de-
velop a framework for binder design beyond binding affinity, where downstream properties and
experimental heuristics from human experts can be readily incorporated in a multi-objective opti-
mization framework. Interestingly, techniques such as Reinforcement Learning from Human Feed-
back (RLHF) (Christiano et al [2017; Bai et al., 2022)) and Direct Preference Optimization (DPO)
(Rafailov et al., 2023) can instill desired behaviors in the responses generated by large language
models; e.g., see (Park et al.| 2023) for unconditional small molecule generation. In this study,
we optimize autoregressive pLMs to capture diverse preferred and undesired protein sequence dis-
tributions, while conditioned on target receptor sequences. This approach enables development of
computational frameworks for multi-objective drug design. We use positive and negative data distri-
butions for protein-peptide binding affinity as well as peptide isoelectric points (pI) to show that the
model can learn to generate novel sequences that simultaneously respect these different objectives.

2  METHODS

We propose an alignment method to transform pre-trained unconditional protein sequence models
(p(s)), that autoregressively sample sequences (s) from underlying data distribution (D), to con-
ditional probability models (p(s|r;c)) that given a target receptor (r) sample binders that satisfy
constraints (c) encoded by preference datasets compiled from experiments and domain experts.
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Figure 1: Alignment method for multi-objective optimization of favorable binders

We perform a two step instruction fine-tuning, as in (Ouyang et al. 2022), see figure [} (i) we
instill receptor-binder chat-templates given in table [T] through supervised fine-tuning (SFT), and
(ii) we optimize the fine-tuned model to promote preferred binders over dispreferred ones. In this
work, we curate preference datasets to induce high specificity binders with favorable isoelectric point
values (i.e., pH at which the peptide is electrically neutral). Specifically, for ease of illustration, we
demonstrate how to nudge the model to generate peptides with a higher pl.

2.1 SUPERVISED FINE-TUNING (SFT) FOR PROTEIN-PEPTIDE BINDERS

We fine-tuned ProtGPT2 for instruction tasks following the OpenAl chatML template (OpenAll
2023), see table[I] We fine-tuned all linear layers (including embedding layers, attention blocks and
MLPs) with QLoRA optimization (Dettmers et all, 2023) for 24 epochs; see appendix [A] for more
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Table 1: OpenAl ChatML template for receptor-binder instruction fine-tuning

Message template Message segments
<|im_start|>user\n | |
receptor_sequence<|im_end|>\n | —=> (generation prompt) |
<|im_start|>assistant\n | | => (SFT message)
binder_sequence<|im_end|>\n -> (completion) |

details. The model learns to generate binders when prompted by the generation template for a given
receptor. The sequences follow FASTA convention of inserting next-line special character ‘\n’ after
every 60 residues. Note that ProtGPT2 uses the Byte Pair Encoding (BPE) tokenizer (Sennrich
et al., |2015) with 50,257 vocabulary size (recall we added two extra tokens) that contains higher
order oligomers up to 9 residues long. This is in contrast to common pLMs such as ESM2 with only
33 vocabulary size. Supporting more tokens primes the foundation model for more complex design
tasks such as Al design agents from textual descriptions.

Fine-tuning is performed using a causal language modeling objective. Each receptor-binder se-
quence pair is represented in the format of table [I| then tokenized into a set of symbols s =
(t1, -+ ,t,). Assuming probability of next token depends on preceding tokens, the total probability
of a sequence pair, s(*), is p(s(k)) = I, p(t;|t1,- -+ ,t;—1). Therefore, we estimate a pLM to
predict conditional probabilities, p ~ 7y (¢;|t<;), by minimizing the model negative log-likelihoods:

Lsrr(mg) = Eessmm) | — logmo(tilt<;)]
2.2 DIRECT PREFERENCE OPTIMIZATION (DPQO) FOR MULTI-OBJECTIVE DESIGN

Let my be the pre-trained protein language model. In the first phase, the model is subjected to
supervised fine-tuning (SFT) for the instruction task using a high quality receptor-binder dataset
(z,y), to obtain a reference model 7 = 75T In the second phase, the reference model is
prompted with target proteins, x, to sample binder pairs, y.,, y; ~ Tref(-|z), where y,, is preferred
and y; is dispreferred by some criteria. In practice, we use carefully curated offline preference

datasets D = {x(i), yfif), y,m}fvzl The preferences are assumed to be sampled from the Bradley-
Terry (BT) (Bradley & Terry, |1952) reward model 7*(y, x):

P (1 = yalz) = o (r* (z,y1) — 7" (x,2)) (1
In RLHF, a parameterized reward model r4(y, ) is used to provide feedback for optimizing the

language model. The reward model is explicitly estimated using the negative log-likelihood loss
E(xy, .y)~p[— 1080 (r4(2, yuw) — r¢(z,31))] on the preference data, which is then used to optimize

the optimal policy 7* = arg max Eyep yer, [1o(2, y)] — BDk L (7o (y|)||7res (y|2)). This is com-
T
monly achieved using the PPO algorithm (Schulman et al.;,|2017). In DPO, the reward function is

explicitly expressed in terms of its optimal policy r*(z,y) = 8 log ™ (ylz) + Blog Z(z). Thus,
T

ref(y‘x)

the optimal model can be expressed only in terms of the optimal policy and the reference policy,
bypassing the need for estimating the reward model. Therefore, the DPO loss is directly minimizing
the negative log-likelihood of the preference model in equation

7o (Yuw| ) ~ Blog o (yi|2) )} )
’/Tref(ywm’) ’/Tref(ylkv)
where [ determines information retention from the reference model.

Lppro (71-9; 7rref) = IE(x?yw,yl)N’D |: - IOgO' (ﬁ log

2.3 PREFERENCE DATASETS: SPECIFICITY & ISOELECTRIC POINTS

For each target protein we can provide several preference datasets. The preference datasets fol-
low the format given in table 2] Rejection criteria model unfavorable properties (e.g., unfavorable
physicochemical properties). Rejected samples are a strong lever for instilling expert heuristics
or information about downstream properties in drug development into the protein language model.
In this work, we define two types of dispreferred sequences (1) to enhance target specificity (i.e.,
binders are specific to their cognate receptors and not to other target receptors from the sample),
and (2) to avoid undesirably low pl, characterized by an excessive number of negatively charged
residues.
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Table 2: Format of preference data for DPO

Prompt Chosen Rejected Criteria
<|im_start|>user\n . .
LRGLSEDTLEOLYALGENO. . .<|im_end|>\n TGVALTPPS<|im_end|>\n CRGCX<|im_end|>\n afﬁmty/spemﬁc]ty

<im_start>assistant\n

<|im_start|>user\n
LRGLSEDTLEQLYALGFNQ. ..<|im_end|>\n TGVALTPPS<|im_end|>\n TGVDLTEPS<|im_end|>\n
<im_start>assistant\n

isoelectric point

Receptor-binder dataset We followed (Chen et al., 2023) to com-
pile protein-peptide pairs from PepNN (Abdin et al.,2022)) and Pro- .
pedia (Martins et al., |2023) datasets. We filtered protein-peptide o
pairs with cutoff lengths of 500 and 50, respectively. We applied a .
homology filter with 80% threshold to remove redundancies. This  _,
process led to 9,439 pairs, involving 6,570 unique proteins and ;
7,557 unique peptides. .

Specificity preference dataset We clustered the proteins and pep-
tides separately using Mmseqs (Steinegger & Sodingl 2017)), us- ————

ing a minimum sequence identity of 0.8 and artificially constructed pata
dispreferred protein-peptide pairs by matching ones from distant

groups. A true binder peptide was assigned as a decoy dispreferred ~Figure 2: Statistics of isoelec-
peptide to a new protein that was in a different protein-cluster. Fur- tric points in validation data
ther, to the extent possible, it was ensured that this reassigned pep-

tide was not in the same peptide-cluster as the true binder peptides

of the protein it was getting paired with.

Isoelectric point preference dataset Charges on a peptide contribute to its pI (more negative
charges lower its pI). We construct a dispreferred peptide from a true binding peptide by mutat-
ing 20% of the residue positions to a negatively charged amino acid; the positions and the specific
acid (glutamic or aspartic) are chosen randomly. Thus, for each true binder we added a decoy binder
with lower pl, see figure[2]

For each protein, each true binder peptide was paired with every dispreferred decoy peptide (be
it a true binder of a distant protein or a mutated form of another true binder of the same protein)
to construct one training example for the DPO phase of training. This enrichment with preference
datasets led to 66, 898 triplets of proteins, binders, and decoys. We held out 3, 345 triplets for testing.

3 RESULTS

Training metrics The SFT stage instills receptor-binder completions into ProtGPT2 by training on
the preferred binders, reaching a local minimum. At this state the model has maximal log probabili-
ties for the chosen samples, and any further optimization during DPO for discriminating the rejected
samples will inevitably degrade the log probability of the chosen data, note this is an expected
outcome for any multi-objective optimization. The DPO optimization objective is maximizing the
preference reward (subject to KL divergence from the fine-tuned model), but the SFT objective is to
maximize the chosen log probabilities. Figure [3(a)]illustrates that both losses decrease to the local
minimum, and figure 3(b)| shows reward metrics improve during DPO where both chosen and re-
jected reward log-probabilities decrease while the rejected reward decreases much faster, leading to
improving margin and accuracy. Detailed definition of these metrics is given in appendix [B] Overall,
after 24 epochs of SFT and, subsequently, 1 epoch of DPO we achieved an accuracy of 97.5% and a
reward margin of 17.7. On a held-out test data accuracy and margin are 97% and 15.3, respectively.
Binder perplexity Perplexity (Jelinek et al.||1977) is commonly used for evaluating autoregressive
models. Sequence perplexity (PPL) is the exponentiated average of model negative log-likelihoods
for tokens in the sequence conditioned on their previous tokens. We used beam search, top-k, and
greedy sampling to generate up to 3 binders for each receptor in our test data, see appendix[C| Figure
[4(a)|compares PPLs of both SFT and DPO models and shows 50% of binders exhibit a PPL less than
~ 1.5 and 90% are below 40. Moreover, we observe DPO does not significantly deteriorate PPLs.
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Figure 3: Training metrics for SFT and DPO. See appendix [B] for definition of these metrics.
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Figure 4: Generated binders by both SFT and DPO have low perplexities (left). DPO significantly
improves pl (middle) and alignment scores (right)

Binder pI Figure f(b)] shows DPO enhances the median pl values by a factor of 1.2, 1.3, or 1.5
over SFT generations using beam-search, top-K, or greedy samplers, respectively. Interestingly, we
observe after DPO 50% of binders undergo pl improvements by a factor of 2.

Binder alignment score To examine similarity of generated binders with distributions of ground
truth binders in the validation data, for each generated binder we computed the best alignment
score to all positive true binders of receptors in the same cluster as its cognate protein. Figure
illustrates alignment score enhancements by DPO over the baseline SFT designs. Overall, all
pl and score improvements are strong and in the expected direction in all three sampling strategies.

4 CONCLUSIONS

To the best of our knowledge, this is the first incorporation of DPO in protein language models
for generating peptides with desirable physicochemical properties that bind to a given target protein.
While the work describes adapting DPO into pLMs for peptide design, the approach is equally appli-
cable to protein or small molecule design. Rather than having a down-stream classifier or regressor
for property prediction and acceptance / rejection of a designed molecule, the framework proposed
in this work affords a streamlined way to incorporate preferences ahead of time. Importantly, it
opens the way to utilizing the vast amount of negative data that would have previously been deemed
irrelevant during pre-training or fine-tuning. Additionally, the model can be shown dispreferred ex-
amples labeled unacceptable for reasons that may not be quantifiable by a numerical threshold on a
single property (e.g., expert opinion, expression failure, synthetic feasibility), expanding the breadth
of considerations. We anticipate that this approach will be integrated into peptide, protein and small
molecule design projects in different settings, leading to an increase in efficiency of the drug discov-
ery process by increasing the likelihood of hit molecules being translated into therapeutically viable
lead molecules.
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A TRAINING PARAMETERS

ProtGPT?2 is trained with one special token < | endoftext | >, however to accommodate for the in-
struction tuning task we introduced two extra special tokens < |im_start |>and <|im_end|>to
signify begin and end of prompts and responses. We repurposed < | endoftext | > as the padding
token. These changes require retraining the embedding layers at the input of the network and at the
model head due to enlarged embedding dimensions. Our model has 774 million parameters.

We list the hyper-parameters used for training and model architecture in table [3]

Table 3: Hyper-parameters for training and model architecture.

Model Architecture | Decoder transformer with 36 attention blocks and 774 million parameters.
(ProtGPT2 model has 738 million parameters, our model is larger due to
added tokens).

Embedding dimensionality is 1, 280; input/output space is 57, 259 tokens.

Dataset Synthesized from 9, 439 unique protein-peptide pairs from
the Propedia and PepNN databases.

Compiled 66, 898 sequence triplets of “protein-peptide-decoy” for DPO.

Hyperparameters Train/eval batch size per device 2/8.

501 warm-up steps; linear scheduler with learning rate 5 x 107%;
AdamW optimizer.
QLoRA with a = 16, rank r = 16, dropout is 0.05.

Training Duration
Hardware
Training Time

Trained for 20, 000 SFT steps, 4,000 DPO steps.

2 NVIDIA RTX A6000 GPUs.

~ 7.5 hours (24.36 epochs) for instruction fine-tuning, and
~ 1.3 hour for DPO (1 epoch).

Initialization

Initialized with pre-trained weights from ProtGPT?2 trained on 50 million
sequences from UniProt database.

B DPO METRICS

Below are definitions for the reported reward metrics for DPO:

* chosen reward = E(y y)~p [5 log

7o (Y )

7} , quantifying the mean difference be-
Tref (Yuw| )

tween the log probabilities of the policy model and the reference model on the chosen

responses.

* rejected reward = By o yop[Blog

mo(y1|7)

]: quantifying the mean difference be-
Tref (yl |£L’)

tween the log probabilities of the policy model and the reference model on the rejected

responses.

* accuracy: mean frequency of chosen rewards being greater than the rejected rewards.

* margin: the mean difference between the chosen and rejected rewards.

C SAMPLING STRATEGIES

Different sampling strategies generate sequences with varying levels of model uncertainty. Here we
experimented influences of different sampling strategies on induced sequence perplexities. A higher
perplexity implies higher model uncertainty. We experimented with different sampling strategies
including top-k (Fan et al., |2018)) (with top-p), greedy, and beam search. Beam-search generated
lowest binder perplexities when conditioned on receptor sequences; see figures [5]
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(a) Top-K sampling with top 3
sequences per each prompt, with
top_k = 950 and top_p = 0.85
and temperature = 0.7. Median
perplexities are SF'T = 1.67 and
DPO = 1.77.
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(b) Beam-search sampling with
top 3 sequences out of 20 beams
per each prompt. Median perplex-
ities are SFT = 1.67 and DPO =
1.50.
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(c) Greedy sampling. Median per-
plexities are SFT = 1.67 and
DPO = 1.90.

Figure 5: Probability (and cumulative) distribution functions for perplexities computed with differ-
ent sampling strategies. Receptors from a held-out validation set were used to prompt the models

for binder designs.



	Introduction
	Methods
	Supervised fine-tuning (SFT) for protein-peptide binders
	Direct preference optimization (DPO) for multi-objective design
	Preference datasets: specificity & isoelectric points

	Results
	Conclusions
	Training parameters
	DPO metrics
	Sampling strategies

