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ABSTRACT

Federated learning has become increasingly important for modern machine learn-
ing, especially for data privacy-sensitive scenarios. Existing federated learning
mostly adopts the central server-based architecture or centralized architecture.
However, in many social network scenarios, centralized federated learning is not
applicable (e.g., a central agent or server connecting all users may not exist, or
the communication cost to the central server is not affordable). In this paper, we
consider a generic setting: 1) the central server may not exist, and 2) the social
network is unidirectional or of single-sided trust (i.e., user A trusts user B but user
B may not trust user A). We propose a central server free federated learning al-
gorithm, named Online Push-Sum (OPS) method, to handle this challenging but
generic scenario. A rigorous regret analysis is also provided, which shows inter-
esting results on how users can benefit from communication with trusted users in
the federated learning scenario. This work builds upon the fundamental algorithm
framework and theoretical guarantees for federated learning in the generic social
network scenario.

1 INTRODUCTION

Federated learning has been well recognized as a framework able to protect data privacy Konecny
et al.[ (2016)); Smith et al.| (2017a); |Yang et al| (2019). State-of-the-art federated learning adopts
the centralized network architecture where a centralized node collects the gradients sent from child
agents to update the global model. Despite its simplicity, the centralized method suffers from com-
munication and computational bottlenecks in the central node, especially for federated learning,
where a large number of clients are usually involved. Moreover, to prevent reverse engineering of
the user’s identity, a certain amount of noise must be added to the gradient to protect user privacy,
which partially sacrifices the efficiency and the accuracy [Shokri and Shmatikov| (2015)).

To further protect the data privacy and avoid the communication bottleneck, the decentralized ar-
chitecture has been recently proposed Vanhaesebrouck et al.[(2017); Bellet et al.| (2018), where the
centralized node has been removed, and each node only communicates with its neighbors (with
mutual trust) by exchanging their local models. Exchanging local models is usually favored to the
data privacy protection over sending private gradients because the local model is the aggregation
or mixture of quite a large amount of data while the local gradient directly reflects only one or a
batch of private data samples. Although advantages of decentralized architecture have been well
recognized over the state-of-the-art method (its centralized counterpart), it usually can only be run
on the network with mutual trusts. That is, two nodes (or users) can exchange their local models
only if they trust each other reciprocally (e.g., node A may trust node B, but if node B does not trust
node A, they cannot communicate). Given a social network, one can only use the edges with mutual
trust to run decentralized federated learning algorithms. Two immediate drawbacks will be: (1) If
all mutual trust edges do not form a connected network, the federated learning does not apply; (2)
Removing all single-sided edges from the communication network could significantly reduce the
efficiency of communication. These drawbacks lead to the question: How do we effectively utilize
the single-sided trust edges under decentralized federated learning framework?

In this paper, we consider the social network scenario, where the centralized network is unavailable
(e.g., there does not exist a central node that can build up the connection with all users, or the
centralized communication cost is not affordable). We make a minimal assumption on the social
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Figure 1: Different types of architectures.

network: The data may come in a streaming fashion on each user node as the federated learning
algorithm runs; the trust between users may be single-sided, where user A trusts user B, but user B
may not trust user A (“trust” means “would like to send information to”).

For the setting mentioned above, we develop a decentralized learning algorithm called online push-
sum (OPS) which possesses the following features:

e Only models rather than local gradients are exchanged among clients in our algorithm. This
scheme can reduce the risk of exposing clients’ data privacy |Aono et al.| (2017).

e Our algorithm removes some constraints imposed by typical decentralized methods, which
makes it more flexible in allowing arbitrary network topology. Each node only needs to
know its out neighbors instead of the global topology.

e We provide the rigorous regret analysis for the proposed algorithm and specifically dis-
tinguish two components in the online loss function: the adversary component and the
stochastic component, which can model clients’ private data and internal connections be-
tween clients, respectively.

Notation We adopt the following notation in this paper:
e For random variable £t(i) subject to distribution Dt(i), we use =, 7 and D,, 7 to denote the
set of random variables and distributions, respectively:

= _ [¢() _ (%)
=n,T = {5,5 }1§i§n,1§t§T’ Dynr = {Dt }1gi§n,1§t§T'

Notation E,, 7 ~ D,, p implies 5,@ ~ Dgi) forany i € [n] and ¢t € [T7.

e For a decentralized network with n nodes, we use W € R"*" to present the confusion
matrix, where W;; > 0 is the weight that node ¢ sends to node j (4,5 € [n]). N = {j €
[n] : Wi > 0} and NI* = {k € [n] : W}; > 0} are also used for denoting the sets of in
neighbors of and out neighbors of node ¢ respectively.

e Norm || - || denotes the ¢ norm || - ||2 by default.

2 RELATED WORK

The concept of federated learning was first proposed in McMahan et al.| (2016)), which advocates a
novel learning setting that learns a shared model by aggregating locally-computed gradient updates
without centralizing distributed data on devices. Early examples of research into federated learning
also include Konecny et al.|(2015;2016), and a widespread blog article posted by Google Al McMa-
han and Ramagel(2017). To address both statistical and system challenges, Smith et al.[|(2017b) and
Caldas et al.|(2018)) propose a multi-task learning framework for federated learning and its related
optimization algorithm, which extends early works SDCA [Shalev-Shwartz and Zhang| (2013));|Yang
(2013); [Yang et al.[(2013)) and COCOA Jaggi et al.|(2014); Ma et al.| (2015); |Smith et al.| (2016) to
the federated learning setting. Among these optimization methods, Federated Averaging (FedAvg),
proposed by McMahan et al.[ (2016), beats conventional synchronized mini-batch SGD regarding
communication rounds as well as converges on non-IID and unbalanced data. Recent rigorous the-
oretical analysis Stich| (2018)); |[Wang and Joshi| (2018); |Yu et al.|(2018)); [Lin et al.|(2018)) shows that
FedAvg is a special case of averaging periodic SGD (also called “local SGD”’) which allows nodes
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to perform local updates and infrequent synchronization between them to communicate less while
converging quickly. However, they cannot be applied to the single-sided trust network (asymmetric
topology matrix).

Decentralized learning is a typical parallel strategy where each worker is only required to commu-
nicate with its neighbors, which means the communication bottleneck (in the parameter server) is
removed. It has already been proved that decentralized learning can outperform the traditional cen-
tralized learning when the worker number is comparably large under a poor network condition Lian
et al.[(2017). There are two main types of decentralized learning algorithms: fixed network topology
He et al.|(2018)), and time-varying [Nedi¢ and Olshevsky| (2015); |Lian et al.| (2018) during training.
Wu et al.| (2017); Shen et al.| (2018) shows that the decentralized SGD would converge with a com-
parable convergence rate to the centralized algorithm with less communication to make large-scale
model training feasible. |Li et al.|(2018)) provides a systematic analysis of the decentralized learning
pipeline.

Online learning has been studied for decades. It is well known that the lower bounds of online
optimization methods are O(v/T) and O(log T for convex and strongly convex loss functions re-
spectively [Hazan et al.| (2016); Shalev-Shwartz et al.|(2012). In recent years, due to the increasing
volume of data, distributed online learning, especially decentralized methods, has attracted much
attention. Examples of these works include Kamp et al.|(2014)); |Shahrampour and Jadbabaie| (2017));
Lee et al. (2016). Notably, Zhao et al.| (2019) shares a similar problem definition and theoretical
result as our paper. However, single-sided communication is not allowed in their setting, restricting
their results.

3 PROBLEM SETTING

In this paper, we consider federated learning with n clients (a.k.a., nodes). Each client can be either
an edge server or some other kind of computing device such as smart phone, which has local private
data and the local machine learning model x; stored on it. We assume the topological structure of
the network of these n nodes can be represented by a directed graph G = (nodes : [n], edges : E)
with vertex set [n] = {1,2,...,n} and edge set E C [n] x [n]. If there exist an edge (u,v) € E, it
means node » and node v have network connection and u can directly send messages to v.

Let X,Ei) denote the local model on the i-th node at iteration ¢. In each iteration, node ¢ receives a

new sample and computes a prediction for this new sample according to the current model xt (e g,
it may recommend some items to the user in the online recommendation system). After that, a loss
function, f;+(-) associated with that new sample is received by node . The typical goal of online
learning is to minimize the regret, which is defined as the difference between the summation of the
losses incurred by the nodes’ prediction and the corresponding loss of the global optimal model x*:

;E(ﬁt — fia(x )),

where x* = arg min, Zthl S, fir(x) is the optimal solution.

However, here we consider a more general online setting: the loss function of the ¢-th node at
iteration ¢ is f; (+;&;+), which is additionally parametrized by a random variable &; ;. This &; ;
is drawn from the distribution D; ;, and is mutually independent in terms of ¢ and ¢, and we call
this part as the stochastic component of loss function f; +(-;&; ;). The stochastic component can
be utilized to characterize the internal randomness of nodes’ data, and the potential connection
among different nodes. For example, music preference may be impacted by popular trends on the
Internet, which can be formulated by our model by letting D, ; = D, for all i € [n] with some
time-varying distribution D;. On the other hand, function f; ;(-;-) is the adversarial component of
the loss, which may include, for example, user’s profile, location, etc. Therefore, the objective regret
naturally becomes the expectation of all the past losses:

Ry = En, T~Dn T {ZZ (f1 ({7 E7) = fia(x; gi)))} v

t=1 i=1

with x* = arg Ininx EEn,TNDn,T Z?:l Z?:l f't}t (X; St(l))
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One benefit of the above formulation is that it partially resolves the non-L.L.D. issue in federated
learning. A fundamental assumption in many traditional distributed machine learning methods is
that the data samples stored on all nodes are I.I.D., which fails to hold for federated learning since
the data on each user’s device is highly correlated to that user’s preferences and habits. However,
our formulation does not require the I.I.D. assumption to hold for the adversarial component at all.
Even though the random samples for the stochastic component still need to be independent, they are
allowed to be drawn from different distributions.

Finally, one should note that online optimization also includes stochastic optimization (i.e., data
samples are drawn from a fixed distribution) and offline optimization (i.e., data are already collected
before optimization begins) as its typical cases [Shalev-Shwartz et al.| (2012). Hence, our setting
covers a wide range of applications.

4  ONLINE PUSH-SUM ALGORITHM

In this section, we define the construction of the confusion matrix and introduce the proposed algo-
rithm.

4.1 CONSTRUCTION OF CONFUSION MATRIX

One important parameter of the algorithm is the confusion matrix W. W is a matrix depending
on the network topology G, which means W;; = 0 if there is no directed edge (4, j) in G. If the
value of Wj;; is large, the node ¢ will have a stronger impact on node j. However, W still allows
flexibility where users can specify their weights associated with existing edges, meaning that even
if there is a physical connection between two nodes, the nodes can decide against using the channel.
For example, even if (¢, j) € E, user still can set W;; = 0 if user ¢ thinks node j is not trustworthy
and therefore chooses to exclude the channel from i to j.

Of course, there are still some constraints over W. W must be a row stochastic matrix (i.e., each
entry in W is non-negative, and the summation of each row is 1). This assumption is different from
the one in classical decentralized distributed optimization, which typically assumes W is symmetric
and doubly stochastic (e.g., Duchi et al.| (2011))) (i.e., the summations of both rows and columns are
all 1). Such a requirement is quite restrictive, because not all networks admit a doubly stochastic
matrix (Gharesifard and Cortés| (2010)), and relinquishing double stochasticity can introduce bias
in optimization Ram et al.| (2010); [Tsianos and Rabbat| (2012). As a comparison, our assumption
that W is row stochastic will avoid such concerns since any non-negative matrix with at least one
positive entry on each row (which is already implied by the connectivity of the graph) can be easily
normalized into row stochastic. The relaxation of this assumption is crucial for federated learning,
considering that the federated learning system usually involves complex network topology due to
its large number of clients. Moreover, since each node only needs to make sure the summation
of its out-weights is 1, there is no need for it to be aware of the global network topology, which
significantly benefits the implementation of the federated learning system. Meanwhile, requiring
W to be symmetric rules out the possibility of using asymmetric network topology and adopting
sing-sided trust, while our method does not have such restriction.

4.2 ALGORITHM DESCRIPTION

The proposed online push-sum algorithm is presented in Algorithm[I} The algorithm design mainly
follows the pattern of push-sum algorithm |Tsianos et al.| (2012)), but here we further generalize it
into the online setting.

The algorithm mainly consists of three steps:

1. Local update: each client 7 applies the current local model xgi) to obtain the loss function,

(i)l is computed;

based on which an intermediate local model z i
2

2. Push: the weighted variable V[/ijzﬁzl is sent to j for all its out neighbors j;
2

3. Sum: all the received sz'zii) 1 is summed and normalized to obtain the new model Xg?r
2

4
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Algorithm 1 Online Push-Sum (OPS) Algorithm

Require: Learning rate , number of iterations  ¢: Send (Wi‘z(i) Wz‘jwii)) toal j €

T', and the confusion matrix W. Afout ey
1: Initialize ng) = zéz) =0, w((f) = 1forall . "° Update

i€ [n]
2: fort=0,1,...., 7T —1do O Wiz
3: // For all users (say the i-th node i € s kEZNm My

() '

; i k

4: Apply local model xgz) and suffer loss Wt(_g1 = Z chiwt( )

fielx”: &) kenry
5: Locally computes the intermedia vari- ) Q)

able X£21 = t(j)l

Wit

) 8: end for

Zg; =2~V fis (Xgi); i 9: return x to node i
2

(4)
t+
are used in the algorithm to clarify the description but may be easily removed in the practical im-

plementation. Besides, another variable wgl is also introduced, which is the normalizing factor of

ZEQl. w§21 plays an important role in the push-sum algorithm, since W is not doubly stochastic in
our setting, and it is possible that the total weight ¢ receives does not equal to 1. The introduction
of the normalizing factor wﬁi) helps the algorithm avoid issues brought by that W is not doubly
stochastic. Furthermore, when W becomes doubly stochastic, it can be easily verified that wgi) =1
and xl(f) = zgi) for any ¢ and ¢, then Algorithmreduces to the distributed online gradient method

proposed by [Zhao et al.|(2019).

It should be noted an auxiliary variables z,’, and Z,(:zl are used in the algorithm. Actually, they
2

In the algorithm, the local data, which is encoded in the gradient f; ; (xgi); &) [Shokri and Shmatikov
(2015), is only utilized in updating local model. What neighboring nodes exchanges are only limited
to the local models.

4.3 REGRET ANALYSIS

In this subsection, we provide regret bound analysis of OPS algorithm. Due to the limitation of
space, the detail proof is deferred to the appendix. For convenience, we first denote

Fi(x) = . [NED‘ t fie(x:&it)-

To carry out the analysis, the following assumptions are required:

Assumption 1. We make the following assumptions throughout this paper: (1) The topological
graph G is strongly connected; W is row stochastic; (2) For any i € [n] and t € [T), the loss
Sfunction f; 1(x;&;+) is convex in x; (3) The problem domain is bounded such that for any two
vectors x and y we always have ||x — y||?> < R; (4) The norm of the expected gradient V F; +(-) is
bounded, i.e., there exist constant G > 0 such that ||V F; ;(x)||* < G? for any i, t and x; (5) The
gradient variance is also bounded by o2, namely,

& LI?D ”vf?,t()(7 éi,t) _ VF7,71‘(X)H2 S 0-2.

Here constant G provides an upper bound for the adversarial component. On the other hand, o
measures the magnitude of stochasticity brought by the stochastic component. When o = 0, the
problem setting simply reduces back to normal distributed online learning. The strong connectivity
assumption is necessary to ensure that the information can be exchanged between any two nodes.
As for the convexity and the domain boundedness assumptions, they are quite common in online
learning literature, such as|Hazan et al.[(2016)).

Equipped with these assumptions, now we are ready to present the convergence result:
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Theorem 2. [f we set
B VvnR
= oI+ nCs + GVnCiT’
the regret of OPS can be bounded by:

Ry < O (nGRVT + R (14 \/nC3) VT ). 3)

where Cy and Cy are two constants defined in the appendix.

2

Note that when n = 1 and 0 = 0, where the problem setting just reduces to normal online optimiza-
tion, the implied regret bound O(GRv/T) exactly matches the lower bound of online optimization
Hazan et al.| (2016). Moreover, our result also matches the convergence rate of centralized online
learning where ¢ = 0 for fully connected networks. Hence, we can conclude that the OPS algorithm
has optimal dependence on T'.

This bound has a linear dependence on the number of nodes n, but it is easy to understand. First, we
have defined the regret to be the summation of the losses on all the nodes. Increasing n makes the
regret naturally larger. Second, our federated learning setting is different from the typical distributed
learning in that I.I.D. assumption does not hold here. Each node contains distinct local data that
may be drawn from totally different distributions. Therefore, adding more nodes is not helpful for
decreasing the regret of existing clients.

Moreover, we also prove that the difference of the model ng) on each worker could be bounded

using the following theorem:
Theorem 3. If we set v as (@), the difference of the model xgi) on each worker admits a faster
convergence rate than regret:

n T
1 i _ 2 nGR + nRo
ESS - o ().
i t=0
Hence, the models on all clients’ devices will finally converge to the same one with rate O(1/7).

4.4 PRIVACY PROTECTION

Our proposed algorithm has several advantages concerning privacy protection.

First, as we have mentioned, OPS runs in a decentralized way and exchanges models instead of
gradients or training samples, which is already proven effective for reducing the risk of privacy
leakage Bellet et al|(2017). Second, OPS runs in a decentralized and asymmetric fashion. These
properties create difficulties for many attacking methods such asNasr et al. (2018])). In order to infer
the data of other clients, the attacker needs to know the reactions of other nodes after the attack is
injected, which is impossible when the connections are single-sided. Even though the attack will
spread among the whole network and finally return to the attacker, it is still hard for the attacker to
distinguish whether the information he receives from its neighbors is already affected by the attack
or not, since he is unaware of the global topology.

5 EXPERIMENTS
We compare the performance of our proposed Online Push-Sum (OPS) method with that of Decen-

tralized Online Gradient method (DOL) and Centralized Online Gradient method (COL), and then
evaluate the effectiveness of OPS in different network size and network topology density settings.

5.1 IMPLEMENTATION AND SETTINGS

We consider online logistic regression with squared ¢, norm regularization:

A
fir (x:&i¢) = log (1 + exp (_Yi7tA;,rtX)) + §||X||27
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Figure 2: Comparison among OPS, DOL (Decentralized Online Learning) and COL (Centralized
Online Learning)

where regularization coefficient ) is set to 10—, &, 1 is the stochastic component of the function f; ;
introduced in Section § which is encoded in the random data sample (A, ;,y; ). We evaluate the
learning performance by measuring the average loss

1 n T
B D D i (igi i)

i=1 t=1

instead of using the dynamic regret (1)) directly, since the optimal reference point z* is the same for
all the methods. The learning rate -y in Algorithm [I]is tuned to be optimal for each dataset separately.
The experiment implementation is based on Python 3.7.0, PyTorch 1.2.0, NetworkX 2.3, and scikit-
learn 0.20.3. The source code along with other information concerning the experiment such as the
setting of the hyper-parameters is provided in the supplementary materials.

Dataset Experiments were run on two real-world public datasets: SUS Yﬂ and Room-Occupancﬂ
SUSY and Room-Occupancy are both large-scale binary classification datasets, containing
5,000,000 and 20,566 samples, respectively. Each dataset is split into two subsets: the stochas-
tic data and the adversarial data. The stochastic data is generated by allocating a fraction of samples
(e.g., 50% of the whole dataset) to nodes randomly and uniformly. The adversarial data is gener-
ated by conducting on the remaining dataset to produce n clusters and then allocating every cluster
to a node. As we analyzed previously, only the scattered stochastic data can boost the model per-
formance by intra-node communication. For each node, this pre-acquired data is transformed into
streaming data to simulate online learning.

5.2 COMPARISON WITH DOL AND COL

To compare OPS with DOL and COL, a network size with 128 nodes and 20 nodes are selected
for SUSY and Room-Occupancy, respectively. For COL, its confusion matrix W is fully-connected
(doubly stochastic matrix). For DOL and OPS, they are run with the same network topology and
the same row stochastic matrix (asymmetric confusion matrix) to maintain a fair comparison. Such
asymmetric confusion is constructed by setting each node’s number of neighbors as a random value
which is smaller than a fixed upper bound and also ensures the strong connectivity of the whole
network (this upper-bound neighbor number is set to 32 for the SUSY dataset, while 10 is set for
the Room-Occupancy dataset). Since DOL typically requires the network to be the symmetric and
doubly stochastic confusion matrix, DOL is run in two settings for comparison. In the first set-
ting, in order to meet the assumption of the symmetry and doubly stochasticity, all unidirectional
connections are removed in the confusion matrix so that the row stochastic confusion matrix degen-
erates into a doubly stochastic matrix. This setting is labeled as DOL-Symm in Figure 2] In another
setting, DOL is forced to run on the asymmetric network where each node naively aggregates its
received models without considering whether its sending weights are equal to its receiving weights.
DOL-Asymim is used to label this setting in Figure 2]

As illustrated in Figure 2] in both two datasets, OPS outperforms DOL-Symm in the row stochastic
confusion matrix. This demonstrates that incorporating unidirectional communication can help to
boost the model performance. In other words, OPS gains better performance in the single-sided

'"https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html#
SUSY
“https://archive.ics.uci.edu/ml/datasets/Occupancy+Detection+
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Figure 3: Evaluation on different network sizes and densities

trust network under the setting of federated learning. OPS also works better than DOL-Asymm.
Although DOL-Asymm utilizes additional unidirectional connections, in some cases its performance
is even worse than DOL-Symm (e.g., Figure 2a). This phenomenon is most likely attributed to its
simple aggregation pattern, which causes decreased performance in DOL-Asymm when removing
the doubly stochastic matrix assumption. These two observations confirm the effectiveness of OPS
in a row stochastic confusion matrix, which is consistent with our theoretical analysis.

Comparing Figure 2cJand Figure[2d] we also observe that when increasing the ratio of the stochastic
component, the average loss (regret) becomes smaller. It is reasonable that OPS achieves slightly
worse performance than COL because OPS works in a sparsely connected network where informa-
tion exchanging is much less than COL. We use the COL as the baseline in all experiments.

Only the number of iterations instead of the actual running time is considered in the experiment. It
is redundant to present the actual running time. Because the centralized method requires more time
for each iteration due to the network congestion in the central node, OPS usually outperforms COL
in terms of running time.

5.3 EVALUATION ON DIFFERENT NETWORK SIZES

Figure 33 and [3b|summarizes the evaluation of OPS in different network sizes (in the SUSY dataset,
128, 256, 512, 1024 are set). The upper-bound neighbor number is aligned to the same value among
different network sizes to isolate its impact. As we can see, in every dataset, the average loss (regret)
curve in different network sizes is close on a small scale. These observations demonstrate OPS is
robust to the network size. Furthermore, the average loss (regret) is smaller in larger network size
(i.e., the curve of the n = 1024 network size is lower than others), which also demonstrates that
more stochastic samples provided by more nodes can naturally accelerate the convergence. Due to
limitation of space, the results on the other dataset is deferred to the appendix.

5.4 EVALUATION ON NETWORK DENSITY

We also evaluate the performance of OPS in different network densities. We fix the network size to
512 for SUSY dataset. Network density is defined as the ratio of the upper-bound random neighbor
number per node to the size of the network (e.g., if the ratio is 0.5 in SUSY, it means 256 is set as
the upper-bound neighbor number for each node). We can see from Figure [3c| and [3d] that as the
network density increased, the average loss (regret) decreased. This observation also proves that our
proposed OPS algorithm can work well in different network densities, and can gain more benefits
from a denser row stochastic matrix. This benefit can also be understood intuitively: in a federated
learning network, a user’s model performance will improve if it communicates with more users. The
results of Room Occupancy are also deferred to the appendix.

6 CONCLUSIONS

Decentralized federated learning with single-sided trust is a promising framework for solving a wide
range of problems. In this paper, the online push-sum algorithm is developed for this setting, which
is able to handle complex network topology and is proven to have an optimal convergence rate. The
regret-based online problem formulation also extends its applications. We tested the proposed OPS
algorithm in various experiments, which have empirically justified its efficiency.
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A PROOFS
Notations: Below we use the following notation in our proof
[ VFt(Xt) = |:VF1,,5 (X§1)> o ’VFn,t (Xgn)):|

o X, = [x§1)7x§2)7...,xgn)}

o Gy = [Vfi(xh&l), ., Vi (xP€0)]

Here we first present the proof Theorem [2] then we will present some key lemmas along with the
proof of Theorem 3} The following theorem is the key to prove Theorem

Theorem 4. For the online push-sum algorithm with step size v > 0, it holds that

nR?

Ry < G*TnyCy + o?Tv(1 + nCy) + o 4)
where
8Cq 2Cq
e e—— 1 = —_—
Cl 6min(1 - Q) * ’ 02 6min(1 - Q)7

and C, q and 0., are some constants defined in later lemmas.

11



Under review as a conference paper at ICLR 2021

Proof. Since the loss function f; ;(-) is assumed to be convex, which leads to

]Ethz (Xt P & ) —nF(x")
—Etz (fZ ‘ (x75 & ) — fit (x*;ﬁil)))
<E Zn: (Vhir (x:67) 7 =)

=1
£ (Vhia (x:67) %) ~2,) + B, S (Vo (x:67) 70— %)
i=1 1=1

=14 =1y

For I5;, we have

Etz<vfzt(xt ; tl))7it—X*>
:E <7§:VfZ (xt i€ ),zt—x*>
n 2

Z fzt(xt ) t))

2
n

-5 + 7 — x| -

3\~2

Z; — X —*vazt(xt ) t-)

2

3\~2

+ 12 — x| = |21 — x7|?

i fzt Xt ] t))

(QG%++wz—xu umﬂ—xwﬁ

Notice that for COL, we have [ 1t = 0 because x( Q- = z;. So for DOL, in order to bound I;, we
(using Lemma.

need to bound the difference H Xy — Zy

Etz <szt (Xt ; 15)) ’Xgi) _Zt>

:Et Z <VFi7t (Xgl)), ng) — Et>

i=1

6.3 (ofm () + |

12

2
~7 ).
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Summing up the inequality above fromt = 1tot =T, we get
T n )
ZEtz <Vf17 (Xt &l )) " —Zt>
<VFi’t (Xg”) ,Xgl) — Zt>

(coria () + 2 -2

«

v

E

o~
Il
-
-
I
—

E,

-
M:

)

~
Il
—

i=1

M=

1
(cB 19 REOIE + 2B 1%, - 71

t=1

T ) 47202 2 T

<o EIVE XI5+ g s 2 B Gl
=1 mln t=1
T ) 47202 2 T

<a RNV X+ o 3 (B VA +n0?).
t=1 mm t=1

Choosing o = 5 2799 __ we have

min(1—q)°

T n

2 2
E Vit @.eM) O _z,) < 8nyCTqG N 2nyCqo?T
15:21 t Z< t (Xt ¢ ) Xy Zf>

o 6min(1 - Q) 5min(1 - q)

=1

So we have

ZEZL ¢ (zf & ) —nF(x*)
<§mfffij + ;znc((i"_q Z i( 262 4 L0 B, g — x| — By 21 — %7 )
<G2Tny <5mj(clq_) ) + 02Ty (1 + j“lcf q)) + ;é (o170 — x> = By 741 — ")
ot (g ) e (i)
—CnG2Ty + (1 + nCy)o® T + = 27
Notice that Theoremcan be easily verified by setting v = Jacs )‘gf oo [

Next, we will present two lemmas for our proof of Lemma|[8] The proofs of following two lemmas
can be found in existing literature Nedi¢ and Olshevsky| (2014} 2016); |Assran and Rabbat| (2018));
Assran et al.| (2018)).

Lemma 5. Under the Assumption |l| there exists a constant dyin > 0 such that for any t, the
following holds

WOTWT WO > b > —, Vi (5)
J

nn
j=1

where W' is a row stochastic matrix.
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Lemma 6. Under the Assumption Sor any t, there always exists a stochastic vector 1¥(t) and two
constants C = 4 and ¢ =1 —n~" < 1 such that for any s satisfying s < t, the following inequality
holds

HWtTWtT Ws+1TWsT] 'l/)z( )| < OqtiS,Vi,j

where W' is a row stochastic matrix, and 1)(t) is a vector with 1);(t) being its i-th entry.
Lemma 7. Given two non-negative sequences {a; }32, and {b;}5°, that satisfying

t
= Zpt_sbs, (6)
s=1

with p € [0, 1), we have
2
Dy —Zat— (e zzb

Proof. From the definition, we have

k t k Kk k k—s k
Sk= > =D % =) 0
t=1 s=1 s=1 t=s s=1t=0 s=1
Dk_zzpt sb Zpt rb
t=1 s=1
:ZZZP%_S_%SM
t=1 s=1r=1
AP b2 + b2
< 2t—s—r s T
k t t
:Zzzp%—s—rbg
t=1 s=1r=1
1 k
t—s72
1 B2
“(1-p)? ; *
O

Based on the above three lemmas, we can obtain the following lemma.

Lemma 8. Under the Assumption[l| the updating rule of Algorithm [I| leads to the following in-
equality

2 _ e
Xt+1 Zt+1H SWZHG 1%,

i
where 7y is the step size, and C = 4,6min > n~",q = 1 — n~" are constants. G is the matrix for
the stochastic gradient at time s (e.g., the i-th column is the stochastic gradient vector on node 1 at
time s).

Proof. The updating rule of OPS can be formulated as
Zt+1 = (Zt — ’YGt) W
W41 = Wth

X1 = Zysr[diag(wir)] ™"
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where W is a row stochastic matrix. X; = [xgl), x§2)7 vy x%")] is a matrix whose each column is
xgz). G is the matrix of gradient, whose each column is the stochastic gradient at zgl) on node 3.
Z, = [z, ...,z{"] is the matrix whose each column is z." .

Assuming Xy = O and wy = 1, then we have

t
Zijr=(Zi —1G) W = .= —y ) G W', (8)
s=0
t
Tyl =% — Y& = = — Y78 ©)
s=0
Wi41 = ‘7\71"—~_1—r(,u)()7 (10)

where X; = X1 is the average of all variables on the n nodes, and g, = G1 is the averaged
gradient. We have W1 = 1 since W is a row stochastic matrix.

For wy 1, according to Lemmal6] we decompose it as follows
wip1 =W Twg = (W — ()1 T Jwo + (1)1 Twe = [WITT — ()17 4+ nap(t), (11)

since wg = 1.
On the other hand, according to Lemma@ we also have
Wiy = W1 Te; = YW > ndin, (12)
j=1
where e; is a vector with only the i-th entry being 1 and 0 for others.

We need to further bound the following term

0 Zgl
3 —_ —
’ Xif1 — 241 H =7 @ Zi41
t+1
t
G Wi—stlg, G,1
= Z( 1S—|—WH_1 i s >
=0 €e; n
L nG,Wi—stle, — G,11TWitle,
s=0 Wy

where the second equality is by (8), (9), and (T0). We turn to bound the following term

:

where the first inequality is accordng to (T2)). Therefore, combining the results above, we can have

i nG,Wit—stle, — G,11TWttle,

(1)
s=0 Wy

(nGSWt_SHei — GsllTWHlei)
s=0

o Tl2 5min

2

2 n t

n . 2
= g —s T
Z ’ Xgﬂl — Zt+1H2 < W Z (’fleWt +1ei — Ggll WtJrlei)
i=1 min ;=1 ||s=0 5
2 t 2
< I (nG Wit - G 11T Wi
n4d= .
min || g—0 F

where the second inequality is due to Y-, ||Ae;[|3 = || A[%.
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It remains to bound the following term

M~

(nG W't — G,11TW'H!)

@
Il
=)

F

o~

— (NG W T — GI[IT (W — ()1 T) T +nyp() 7))

s=0 F
t 2
— (NG Wt — 19(4) 1] — G, 11T [WT — 19(1) T])
s=0 F
t t 2
: ( G (Wt —1p(t) T+ 3 (|G 11T W — w<t>THIF>
s=0 5=0

< <nz Gl W= = 19) )|+ D Gl 11T 2 [[WH! — 1w(t)T]I|F>

s=0 s=0

<n? (Z |Gl W = 10 T+ S |Gl [WHT — w(thF>

s=0 s=0

t t 2
<n? (Z nCq" " Gylr + Zant“HGsHF)

s=0 s=0

. 2
<uicrst (S a-elr)
s=0
where the third inequality is due to |11 " ||z = n and the fourth inequality is by Lemma E] and the
fact that ||A||r < n-max, ;|A4;;|if A € R™*"™.
Therefore, if we combining all the above inequalities together, we can obtain

3 ’
i=1

t

2
. B 2 47202q2 e
xgﬁl - Zt+1H < 5 th GsllF | -

2 min

s=0
Using Lemma([7] we have
T [t 2 1 T
S (S ales) <t Y lGs,
t=0 \s=0 (1=4) t=0

which leads to

T = 4 2 2022 L
(2) — 2 q 2
S| = En |, < s D G,
t=0 i=1 2 6min(1 q) =0
which completes the proof. O

Actually, Theorem [3]is a corollary of Lemma[§]by setting  as the appropriate value.

B EXTRA EXPERIMENT RESULTS

B.1 EVALUATION ON Room Occupancy DATASET

Due to the limitation of space, we only present the experiment results on SUSY dataset in Section
[5.3]and[5.4] Related presents on Room Occupancy is shown in Figure ] and Figure 3]

In Figure [d we vary the number of clients in the network, from 6 to 20. In Figure [} the network
density is varied. All the results are consistent with the ones on SUSY.
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Figure 4: Evaluation on the Network Sizes
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Figure 5: Evaluation on the Network Density

B.2 COMPARISON WITH LOCAL ONLINE GRADIENT DESCENT

To justify the necessity of communication, we also compare OPS with the local online gradient
descent (local OGD), where every node trains a local model without communicating with others.
‘We run experiments in different ratios of the adversary and stochastic components based on settings
in Figure 2. As we can see in Figure[6] we empirically prove that communication does have benefits
in reducing regret. Moreover, as the ratio of the stochastic components increased, the regret of OPS
decreases further. This also empirically proves that the stochastic component can benefit from the
communication while the adversarial component does not.
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Figure 6: Comparison between OPS and Local OGD.
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