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Abstract

The recent integration of deep learning and
pairwise similarity annotation-based constrained
clustering—i.e., deep constrained clustering
(DCC)—has proven effective for incorporating
weak supervision into massive data clustering:
Less than 1% of pair similarity annotations can of-
ten substantially enhance the clustering accuracy.
However, beyond empirical successes, there is a
lack of understanding of DCC. In addition, many
DCC paradigms are sensitive to annotation noise,
but performance-guaranteed noisy DCC methods
have been largely elusive. This work first takes
a deep look into a recently emerged logistic loss
function of DCC, and characterizes its theoreti-
cal properties. Our result shows that the logistic
DCC loss ensures the identifiability of data mem-
bership under reasonable conditions, which may
shed light on its effectiveness in practice. Build-
ing upon this understanding, a new loss function
based on geometric factor analysis is proposed to
fend against noisy annotations. It is shown that
even under unknown annotation confusions, the
data membership can still be provably identified
under our proposed learning criterion. The pro-
posed approach is tested over multiple datasets to
validate our claims.

1. Introduction

Clustering is one of the most prominent unsupervised
learning tasks (Jain & Dubes, 1988). Classic clustering
paradigms, e.g., K-means and spectral clustering, are de-
signed to work without any label information. In practice,
it was observed that limited supervision may significantly
boost the clustering performance. The so-called constrained
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clustering (CC) method (Wagstaff & Cardie, 2000) is one
of such weak (or semi-)supervised approaches. The CC
paradigm has many variants (see (Basu et al., 2008; Schultz
& Joachims, 2003; Yeung & Yeo, 1996; Davidson et al.,
2010; Zhang et al., 2019; 2021)). The arguably most widely
used paradigm annotates the similarity (using binary codes)
of data pairs and restrains the clustering outcomes to respect
these pairwise constraints; see, e.g., (Basu et al., 2004a;
Segal et al., 2003; Wagstaff et al., 2001; Givoni & Frey,
2009; Hsu & Kira, 2015; Manduchi et al., 2021). Note that
annotating similarity is considerably easier than annotating
the exact class labels of data, yet it was observed that such
“simple” annotations could boost the performance of data
categorization. These findings may assist designing econom-
ical annotation mechanisms in the era of data explosion.

Early CC approaches are often combined with existing clus-
tering modules like K-means (Basu et al., 2004a; Wagstaff
et al., 2001; Bilenko et al., 2004; Li et al., 2009; Kamvar
et al., 2003; Wang et al., 2014; Cucuringu et al., 2016). The
pairwise annotations are used to construct regularization
terms that are similar to graph-Laplacian based regular-
ization. Variants using Bayesian perspectives were also
proposed (Basu et al., 2004b; Law et al., 2005). These meth-
ods were observed to largely outperform their unsupervised
counterparts, e.g., K-means and spectral clustering, even
only as few as 1% of the pairs are annotated.

In recent years, clustering modules and deep neural network-
based feature extractors are proposed to be learned jointly—
leading to the so-called end-to-end deep clustering ap-
proaches; see, e.g., (Yang et al., 2017; Caron et al., 2018).
These methods use clustering structures in the latent space
to regularize the neural networks, and the neural networks
offers enhanced transformation power to find latent spaces
where the data can be well clustered. The CC methods
also benefited from similar ideas. The so-called deep con-
strained clustering (DCC) approaches were proposed in
(Zhang et al., 2019; 2021; Manduchi et al., 2021), and sub-
stantial performance enhancement relative to classic CC
methods was observed.

Although the DCC methods have enjoyed empirical suc-
cesses, some notable challenges remain. First, there is a gen-
eral lack of understanding to the effectiveness of DCC. It is
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unclear under what conditions the loss functions constructed
for DCC could succeed or fail in finding the ground-truth
cluster membership of the data entities. However, under-
standing the identifiability of the membership is critical for
designing principled and robust DCC systems. The inter-
play of key aspects, e.g., neural network complexity and
the generalization ability of the learned feature extractor,
in the context of DCC is also of great interest—yet no per-
tinent study exists. Second, most of the existing (D)CC
methods (implicitly) assumed that annotations are accurate;
see, e.g., (Basu et al., 2004a; Wagstaff et al., 2001; Li et al.,
2009; Zhang et al., 2019; Ren et al., 2019; Hsu et al., 2018).
Hence, many of these methods may not be robust to annota-
tion noise. This is particularly detrimental to DCC methods
as large over-parameterized neural models easily overfit (Du
et al., 2019). Some works took noisy annotations into con-
sideration (e.g., (Luo et al., 2018; Manduchi et al., 2021)),
but no guarantees of recovering the cluster membership.

Contributions. In this work, we take a deeper look at the
DCC problem from a membership-identifiability analysis
viewpoint. Our contribution is twofold:

First, we re-examine a recently emerged effective loss func-
tion of DCC, namely, the logistic loss-based DCC criterion,
which was proposed by (Hsu et al., 2018; Zhang et al., 2021).
We show that, if the pairwise annotations are generated fol-
lowing a model that is reminiscent of the mixed-membership
stochastic blockmodel (MMSB) (Airoldi et al., 2008; Huang
& Fu, 2019), then, the logistic loss can provably recover
(i) the data entities’ cluster membership and (ii) the nonlin-
ear function that maps the data features to the membership
indicator for both seen and unseen data—and thus general-
ization of the learned neural network is guaranteed.

Second, using our understanding, we propose a noisy
annotation-robust version of logistic loss for DCC. We ex-
plicitly model the annotators’ confusion as a probability
transition matrix, which is inspired by classic noisy label
analysis such as the Dawid-Skene model (Dawid & Skene,
1979; Ghosh et al., 2011; Zhang et al., 2014). We propose
a geometric factor analysis (Fu et al., 2018; 2019) based
learning criterion to provably ensure the identifiability of
the ground-truth cluster membership, in the presence of
annotation confusion.

We test our method over a series of DCC tasks and ob-
serve that the proposed approach significantly improves
the performance over existing paradigms, especially when
annotation noise exists. Our finding shows the signifi-
cance of identifiability in DCC, echoing observations made
in similar semi-supervised/unsupervised problems, e.g.,
(Arora et al., 2013; Kumar et al., 2013; Anandkumar et al.,
2014; Zhang et al., 2014). We also evaluate the algo-
rithms using real data collected through the Amazon Me-

chanical Turk (AMT) platform. The code is published at
github.com/ductri/VolMaxDCC.

Notation. We use x, x and X to denote scalar, vector and
matrix, respectively; both [x]y, z, refer to the kth element
of vector x; X;; (and [X]; ;) is the element in the ith row
and jth column of X'; I denotes the identity matrix of size
K; 0 and 1 are all-zero and all-one matrices with proper
sizes; (x,y) and (X,Y") denote dot products between two
vectors and two matrices, respectively; ||| denotes the
¢5-norm; || X || and || X||,, denote the Frobenius norm and
spectral norm of X, respectively; omax (X ), omin (X)), and
0;(X) represent the largest, the smallest, and the ith sin-
gular value of matrix X, respectively; [N] is the set of
natural numbers from 1 to N, ie., [N] = {1,...,N};
[N] x [ IN] denotes the set of all possible pairs of (4, j) where
i € [N],j € [N]; cone(X) to denote conic hull of the col-
umn vectors of X, i.e., cone(X) = {y |y = X6,0 > 0}.

2. Background

Problem Setting. We consider the CC setting as follows:
There are N data samples x1,...,xy. Each sample be-
longs to one or multiple clusters of in total K clusters. The
association of a,, with the clusters is represented by a vector
m,, € RE. The element [m,,];, represents the probability
that data n belongs to cluster k. Note that in hard clustering,
[my,]k € {0, 1} for all k € [K], which means the clusters
have no overlaps. In more general cases, we have

1'm, =1, m, > 0. (D

A collection of M pairwise annotations are available, which
are denoted by (i1, j1,y1),-- -, (iar, jar, yar ). Here,

1, = ,x;, are “similar”, o)

otherwise,

where the similarity of the membership of x; , and x;,, is
often deemed by an annotator. Note that there are in total
N(N — 1)/2 such data pairs, and we often have

M < N(N -1)/2;

that is, only a small portion of the data pairs are annotated.
The objective of pairwise annotation-based CC is to find the
cluster membership vector m,, of each x,, using the data
and the M annotations.

Early CC Methods. The task of clustering with the pair-
wise constraints can be dated back to the early 2000s, where
(Wagstaff & Cardie, 2000; Wagstaff et al., 2001) used the
pairwise annotations to impose extra constraints of the clas-
sic K-means iterations. The work (Basu et al., 2004a) con-
sidered using pairwise annotation-induced “soft” constraints
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(or, regularization terms) to modify K-means; see similar
ideas in (Bilenko et al., 2004). Instead of modifying K-
means, another line of approaches proposed to work with
pairwise constraints under the spectral clustering framework.
The idea is to incorporate the pairwise annotation-based con-
straints into the construction of the graph affinity matrix;
see, e.g., (Kulis et al., 2005; Lu & Carreira-Perpinan, 2008;
Li et al., 2009; Cucuringu et al., 2016).

DCC Developments. In recent years, deep neural
network-based feature extractors were proposed to com-
bine with CC—Ileading to the deep constrained clustering
(DCC) paradigms, e.g., (Manduchi et al., 2021; Luo et al.,
2018; Zhang et al., 2019; 2021). In DCC, a deep neural
network (DNN) fg(-) is used to link the data vector x,, with
its membership, i.e.,

my, = .f@(wn)

The use of DNN helps nonlinearly transform the data to
spaces that are “friendly” to clustering (Yang et al., 2017).
Learning fy(-) also allows the neural network to generalize
to unseen data. By (1),

m—irmmjm € [0’ 1]

can be considered as the probability that «; , and x;, be-
long to the same cluster, i.e., ¥, ~ Bernoulli(m] m; ).
From this perspective, recent works have proposed an ex-
tension of logistic regression to incorporate pairwise anno-

tations (Hsu et al., 2018; Zhang et al., 2019; 2021):

M

1 1
Loss..(8) = i mZ:l (ym log Fo(z: ) fol(x;, ) + 3
1
(1 = ym)log 1_ fg(acim)Tfe(mjm)).

In the literature, the Loss.. term is sometimes used with
other loss functions; e.g., (Zhang et al., 2019; 2021) used
an overall loss function consisting of two terms:

minimize LosS;ccon + ALOSScc, (@)

where A > 0 and the reconstruction 1oss LosS;econ Was
realized using an autoencoder. Such combination is advo-
cated for practical reasons, e.g., utilizing all available data.
Nonetheless, as we will show, Loss,.. itself suffices to offer
strong guarantees under reasonable conditions.

Challenges. Although there have been abundant empirical
evidence demonstrating the effectiveness of CC and DCC,
theoretical understanding has been largely behind. This is
particularly obvious for the DCC case, where aspects such
as the identifiability of m,, and the generalization ability of
the learned fg(-) are of great interest—yet no theoretical
support exists, to our best knowledge.

Another challenge lies in noise robustness. Although it
has been widely observed that noisy annotations could
greatly impact the performance of CC and DCC (Liu et al.,
2017; Covoes et al., 2013; Pelleg & Baras, 2007; Man-
duchi et al., 2021; Luo et al., 2018; Chang et al., 2017b;
Zhang et al., 2021; Zhu et al., 2015), effective solutions—
especially performance-guaranteed ones—for handling this
problem have been largely lacking. Many works did test
their algorithms with noisy labels (see, e.g., (Cucuringu
et al., 2016; Wang et al., 2014)), but no special care was
taken to alleviate the impact of such noisy labels. Some
heuristics—such as pre-processing the data (Yi et al., 2012),
modeling annotation uncertainties (Manduchi et al., 2021),
and introducing concepts reflecting human behaviors (Luo
et al., 2018; Chang et al., 2017b) and annotators’ accuracy
(Luo et al., 2018; Chang et al., 2017b)—were also proposed
in the literature. However, performance guarantees have
been elusive.

3. DCC Loss Revisited: Identifiability and
Generalization

In this section, we take a deeper look into the DCC loss in
(3) and understand its theoretical properties. Such under-
standing will allow us to design a performance-guaranteed
new DCC loss in the presence of noisy pairwise annotations.

3.1. A Generative Model of Annotations

To better present the results, in this section, we use the
superscript “f” to denote all the ground-truth terms; e.g.,
F%(-) denotes the ground-truth nonlinear mapping from data
to membership and m?, = f%(x,,) denotes the ground-truth
membership vector of sample n. We propose to employ the

following generative model of y,,: Given x1,...,xy ~
Py, x, € X,
i, j are sampled over [N] x [N] ; (5a)
m] = f(z;) and m® = f%(x;); (5b)
Yij ~ Bernoulli((m?,mi)). (5¢)

Note that the logistic loss in (3) is the maximum likelihood
estimator (MLE) of the parameters in the generative model.
The model is reminiscent of the classic generative models
of logistic regression and network analysis, particularly,
MMSB (Airoldi et al., 2008). In MMSB, the nonlinear
mapping from the data features to the membership vectors
were not considered. Incorporating the nonlinear mapping
f? follows the ideas from supervised learning, where the
relationship between the data features and the data class
is often modeled as the following conditional probability
represented by f? (Shalev-Shwartz & Ben-David, 2014):

[mé )k = Pr(y = klzn) = [f*(@n)]k-
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Once f b is learned, it can be used as a multi-class classifier.
This perspective was also mentioned in (Hsu et al., 2018;
Zhang et al., 2019; 2021)—for algorithm design purpose.
However, membership identifiability was not addressed.

In this section, we will show that the logistic loss (3) en-
sures identifying the membership vectors m,, under the
generative model in (5). It also ensures that fo ~ f?, under
reasonable conditions. These findings may shed some light
onto the effectiveness and good generalization performance
of DCC using (3) in the literature.

3.2. Performance Analysis

Finite-Sample Identifiability and Generalization. We
first show that Loss.. is a sound criterion for identifying
mf and f?(-) by itself. Specifically, let us denote

0 = arg mein Loss..(0) (6)

and f* = fg-. Here, fg is represented by a deep neural
network. To be more specific, we consider fg belonging to
a function class F defined by

F £ {softmax(net(x;0)) |Vx € X},

where net (-; 0) is a neural network that maps « to R¥, and
[softmax(x)]; = exp(xk)/ 221 exp(xy) is imposed
onto the output layer of the neural network, which is used
to reflect the constraints in (1).

We will show that f* ~ f% and m} = f*(x,) = mEL un-
der reasonable conditions. To proceed, let us invoke the
following assumptions:

Assumption 3.1 (Anchor Sample Condition (ASC)). Let
mi = fi(x,), M? = [mi, e ,m?\,] M satisfies ASC
if there exists a set KC of K indices such that M9[:, K] = I.
Accordingly, define V& & M4[:, K], K¢ £ [N]\ K.
Assumption 3.2. (Function Class) There exist0 < v <1
and f € F such that

|F(@) - fi@)| < vvme . )

In addition, o < f(x)' f(y) < 1—a, Va,y € X,Vf € F,
for some 0 < o < 1. The complexity measure of the neural
network net (x; 0) is Rygr.

The ASC means that there exist samples that solely belong
to a single cluster, which are called the anchor samples. This
assumption is reminiscent of the anchor point assumption in
the community detection literature (Panov et al., 2017; Mao
et al., 2017). Condition (7) takes the approximation error
of the employed neural network class F into consideration.
The assumption on « is a regularity condition that prevents
pathological unbounded cases of the logistic loss from hap-
pening. The constant Rygr is proportional to the upper

bound of the so-called spectral complexity in (Bartlett et al.,
2017). A formal definition of Rygr is given in Lemma A.10.
The parameters v and Ryzr present a tradeoff: Roughly
speaking, if one has a deeper and wider neural network,
then v is smaller—but Ryt is bigger.

Define P € RV*¥ gsuch that Pihj = (fi(x:), F(x))),
P* € RY*N such that P = (f*(;), f*(;)), and
Sx = [®i,,®jy,..., Tiy, Ty ). We first show that the
matrix P? is approximately recoverable via minimizing (3):
Lemma 3.3. Let S = {(ilujlayl)v DRI (iJ\IajM7yM)}’
where (i1,71),- .-, (in, jar) are drawn independently and
uniformly at random from [N] x [N]. Suppose that
Ym | Gy Jm) ~ Bernoulli(meyjm) following the genera-
tive model in (5) and that F satisfies Assumption 3.2. Then,
with probability at least 1 — §, we have

1 * 2 2
where €(M, 8)? is defined as follows:

64log(1/a)  96v/2log M
Qé g( / )+ g ||SXHF /RNET

M
€(M,9) M aM log 2
2log(4/6)  16v
4log(1 —_— 4 —
+ 6log(1 /) 2800, 10

(®)

The proof of Lemma 3.3 is relegated to Appendix A. It is
not surprising that P? can be recovered from minimizing
the logistic loss, as the problem of recovering P’ can be
regarded as a generalized 1-bit matrix completion (MC)
problem. Unlike the conventional 1-bit MC frameworks that
leveraged the low-rank structure of the complete data (see,
e.g., (Davenport et al., 2014)), here we exploit the neural
generative model in (5), which is also a low-dimensional
model, as long as Rygr is sufficiently small (compared to
M and N).

Before proceeding to showing recovery of M?¥, let us ob-
serve the following fact based on Lemma 3.3: It can be
seen in (8) that ¢(M, M ~%)? is decreasing with a rate of

O(+/(log M) /M), hence there exists M, € N independent
to N such that VM > M,

1
6/(M)2 é M0'25€(M7 M—O.5)2 + M—0.25 S 8K2 . (9)
Using the above fact, we show that

Theorem 3.4. Under the same assumptions as in
Lemma 3.3, further assume that Assumption 3.1 is satisfied.
Let M* = [f*(x1),..., f*(xN)], and consider M > My,
then there exists a permutation matrix I1* such that

1 2 4N
— — M il 2
~ge [TUM* = M| < —=e(M, 0)

2K
+ W(l + SUfllax(Vh))el(M)a
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holds with probability at least 1 — § — K2 /M5, where
€' (M) is defined in (9).

The proof of Theorem 3.4 is in Appendix B. We should
mention that the sample complexity in Theorem 3.4 is based
on a worst-case analysis, and thus the bound tends to be
pessimistic—it starts to make sense when

N < O(KVM),

as reflected in the first term on the right hand side. In
practice, Loss.. can work fairly well using a much smaller
M . Nonetheless, Theorem 3.4 for the first time shows the
soundness of using Loss. in (3), in terms of being able to
guarantee the identifiability of M?.

With Theorem 3.4, it is readily to show the following:

Theorem 3.5 (Generalization). Under the same condi-
tions as in Theorem 3.4, with probability at least 1 — § —
K2 /M4,

4N
E |l re - fal] < oy

+ %(1 + 802, (V) (M)

N 4 12V/2Rypr || X || log N 21log(4/0)
NK NK log2 NK?

See the proof in Appendix C. Theorem 3.5 confirms that the
learned f* via minimizing Loss.. can generalize to classify
unseen data, which was observed in the literature (Hsu et al.,
2018; Zhang et al., 2019; 2021) but never formally shown.

Enhanced Identifiability with Large Sample. In The-
orem 3.4, the identifiability of M’ was established under
finite samples. The proof relies on the ASC. One may argue
that the anchor samples may not exist in some cases, as
some data naturally exhibit mixed membership, e.g., social
network users (Airoldi et al., 2008) and multi-topic docu-
ments (Blei et al., 2003). Here, we relax the finite sample
assumption to show that at the limit of large M, the logistic
loss enjoys enhanced membership identifiability that does
not hinge on the ASC.

To see this, let us introduce the following condition:
Assumption 3.6 (Sufficiently Scattered Condition (SSC)).
Let mf = fi(x,), M® = [mf,...,mk]. M" satisfies
SSC if there exists a subset S € [IV] such that

C C cone(M"[;,S)),
where ¢ = {xeRf|VK-1|z| <1z}, and

cone(M?[:,S]) C cone(Q) does not hold for any orthogo-
nal @ except for the permutation matrices.

............. Membership mEL s

Figure 1: An example of M? satisfying SSC when K = 3.

The SSC is illustrated in Fig. 1 with a K = 3 case. The
triangle represents the nonnegative orthant and the green
circle the second-order cone C. SSC means that the conic
hull of a subset of the m/,’s (the blue region) covers the
green region as a subset. This means that the columns
of M" are sufficiently different. The SSC is widely used
in the nonnegative matrix factorization literature; see (Fu
et al., 2018; 2015b). Note that ME satisfying the SSC is
much more relaxed compared to the ASC, which means that
cone(M?) = R¥, i.e., the blue region in Fig. 1 covers the
entire triangle. In the context of membership learning, an
SSC-satisfying M means that the membership of the data
should contain enough diversity, but an ASC-satisfying M
means that some single-membership data samples need to
exist—which is more stringent.

Using the SSC, we show that the following holds:

Theorem 3.7. (Enhanced Ildentifiability) Under the same
assumptions as in Lemma 3.3, suppose that M" satisfies
SSC (Assumption 3.6) and that f% € F. Then, at the limit
of max (log(1/a),log(M)v/Rysr/ct) /M — 0, the fol-

lowing statements hold:

(i) There exists a permutation matrix I1* such that
Im*M* = M".

(ii) The learned neural network f* satisfies

g |5 Im @ - ff] < et

x~Px
12/ 2RNET||X||F10gN 2log(4/9)
NKlog?2 NK?

with probability at least 1 — 0.

The proof of Theorem 3.7 is in Appendix D. Theorem 3.7
has plausible implications in practice: When the sample size
M is large and F is expressive, even no anchor samples
exist, identifying M? and finding a generalizable f* are
still possible.
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4. DCC with Noisy Labels: Geometric
Regularization

Incorporating Annotation Confusion. We should men-
tion that the generative model in (5) can already model
annotation noise to a certain extent: The Bernoulli sampling
process can encode some 0-1 flipping probability of observ-
ing y,,,. Nonetheless, this level of noise consideration is
not enough, as annotations could be grossly inaccurate. To
take more severe annotation errors into consideration, we
modify the generative model as follows. We assume that
the annotator confuses class ¢ with class j with probability
Pr(jli). Let A; ; = Pr(i]j), we have a “confusion matrix”
A € REXK where [A]; ; = A, ;. Hence, the annotator’s
“confused membership vector” is modeled as

confused
n

= Am} = Afi(x,). (10)

Then, the annotator’s output is sampled from the following:

Ym ~ Bernoulli((Af (i, ), Af*(x;,))). (11)
Note that using a confusion matrix to model noisy labels’
generating process is widely seen in noisy label learning—
but mostly under the supervised learning setting; see, e.g.,
(Dawid & Skene, 1979; Liu et al., 2012; Zhang et al., 2014;
Chu et al., 2021). We argue that this confusion model is
also suitable for pairwise annotation. The rationale is that
the error happened in comparison is mainly caused by the
annotator’s confusion on the membership of x;,, or that of
x;, —which is exactly reflected in (11).

Volume Maximization DCC. To proceed, we propose the
following modified logistic loss:

i i ( lo ! +
M Ym gfe(wim)TBfe(fBjm)

Loss..(8, B) =

(1~ ) 1 )
— Ym ) 10g )
1~ fo(xi, ) Bfo(z;,)
where B € RE*K gatisfies 0 < B < 1, as it is induced
by B = ATA. Note that we will use @ and B as our
optimization variables (instead of A) as it simplifies the loss
function. In addition, as our ultimate goal is to learn M b
and f b, the intermediate variable A does not need to be
explicitly estimated.

We show that minimizing Loss. (0, B) provably recovers
the data membership and finds a generalizable f*, with
an additional volume requirement satisfied by the solution.
Specifically, we have the following theorem:

Theorem 4.1 (Identifiability of Noisy Case). Assume that
the assumptions in Lemma 3.3 hold, except that the genera-
tive model is replaced by (11). Suppose that M" satisfies

SSC (Assumption 3.6) and that f® € F. Also assume that
rank(ATAM?) = K. Denote

(0*, B*) = argmin Loss,.(6, B) (12)

and f* = for and m}, = f*(x,). In addition, as-
sume that Loss,, is minimized with a solution M*, B*
such that logdet(M*(M*)") is maximized among all
possible optimal solutions. Then, at the limit of

max (log(1/a), log(M)v/Rysr/c) /M — 0, the follow-

ing statements hold:

(i) There exists a permutation matrix I1* such that
IT*M* = M*.

(ii) The learned neural network f* satisfies

g |5lmre - fel| < gg
x~Px
122 Ryer | X || log N 2log(4/9)
NKlog?2 NK?

with probability at least 1 — 4.

The proof of Theorem 4.1 is in Appendix E. The take-home
point is that, when one has large samples and an expressive
neural network, the membership identifiability and general-
ization performance of using Loss,,. can be as good as that
of using Loss..—as if there is no annotation confusion.

Of course, there are more requirements to satisfy under The-
orem 4.1. Particularly, the maximal log det(M™*(M*)")
requirement is nontrivial. In practice, the optimization crite-
rion in Theorem 4.1 can be approximated via a regularized
version of Loss., as follows:

minimize Loss,. + Lossyol, (13)

6,0<B<1

where Loss,,] = —Alogdet(M M) and m,, = fo(x,).
Note that log det(M M) is proportional to the volume
of the Gram matrix M M" (Boyd et al., 2004). Hence,
the term can be regarded as a geometry-driven regular-
ization. We name our method using (13) as the Volume
Maximization-Regularized Deep Constrained Clustering
(VolMaxDCC). An overall architecture is shown in Fig. 2.

5. Related Work

Recovering the underlying unseen matrix from incomplete
and binary measurement is related to 1-bit low-rank matrix
completion (Davenport et al., 2014), which was often stud-
ied in the context of recommender systems. The generative
model in (5) is reminiscent of the MMSB (Airoldi et al.,
2008; Huang & Fu, 2019) that has been a workhorse in
overlapped community detection. The MMSB model with
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All the weights 0 are shared

ﬁ
I
I

l

softmax

/
Loss,. +

Loss,ol

Figure 2: The architecture of the Vo1MaxDCC approach.

missing links was also used for clustering-related tasks, e.g.,
crowdclustering (Gomes et al., 2011). The ASC and SSC
are commonly seen conditions in identifiability analysis of
nonnegative matrix factorization (Fu et al., 2018; 2015a;
2019; 2016; Huang et al., 2014; Donoho & Stodden, 2003;
Gillis, 2014; Gillis & Vavasis, 2014; Gillis & Luce, 2014;
Gillis, 2020; Nguyen et al., 2022). Using volume maximiza-
tion/minimization to enhance NMF identifiability appeared
as early as 1994 (Craig, 1994) in the context of a blind
source separation (BSS) problem in spectral image analysis.
The volume-based geometric regularization was connected
to ASC- and SSC-like conditions (e.g., the so-called “pure
pixel condition” and “local dominance condition”) in (Chan
et al., 2009) and (Fu et al., 2015b; 2016; Lin et al., 2015), re-
spectively, to attain uniqueness of matrix factorization mod-
els, again, in the context of BSS. All these models do not
involve nonlinear function learning or deep neural networks.
In addition, the classic geometric factorization models were
developed with continuous low-rank matrix data—instead
of binary data generated from models involving complex
unknown nonlinear function. Confusion matrices are often
used in supervised noisy label learning and crowdsourcing
(Dawid & Skene, 1979; Zhang et al., 2014; Rodrigues &
Pereira, 2018), to model probabilistic label transition in the
annotating process. The ASC and SSC were also used to
establish identifiability in supervised (crowdsourced) noisy
label learning (Xia et al., 2019; Li et al., 2021a; Ibrahim
et al., 2019; Ibrahim & Fu, 2021; Ibrahim et al., 2023). In-
corporating the idea of confusion matrix-based modeling
in similarity annotation was not seen before. The proposed
generative model connects label confusion matrices, volume
maximization (more generally, ASC/SSC-based identifiable
factor analysis), and DCC for the first time, to our best

knowledge.

6. Experiments

Datasets. We use STL-10 (Coates et al., 2011), ImageNet-
10 (Chang et al., 2017a), and CIFAR-10 (Krizhevsky et al.,
2009). For three datasets, we use N = 10000 samples as
the seen data, and set aside 2000, 2000 and 45000 unseen
data, respectively, for testing the generalization performance.
In all experiments, M = 10,000 pairwise constraints are
uniformly and randomly drawn from [N] x [N]. There are
no more than 0.02% of the total number of pairs annotated
for all three datasets.

Baselines. We compare our method with several baselines,
including the classic CC methods, i.e., PCKMeans (Basu
et al., 2004a), COP-KMeans (Wagstaff et al., 2001), and the
DCC methods, namely, DC-GMM (Manduchi et al., 2021)
and C-IDEC (Zhang et al., 2019; 2021). We also include the
plain-vanilla K-means as a reference. We use a validation
set for the baselines whenever proper for parameter tuning
and algorithm stopping. The sizes of the validation sets are
Nyanida = 1000 for STL-10 and ImageNet-10 and Nya11q =
5000 for CIFAR-10. For C-IDEC, the regularization param-
eters is chosen from {0, le—1,1le—2, 1le—3,le—4,le—5}.
For DC-GMM, we use their heuristic to set the constraint
violation penalty with the true (oracle) label flipping rate.
For the proposed VolMaxDCC, we also choose A among
A€ {0,le—1,1e—2,1e—3,1e—4, le—5}. We also include
the result of using the simple logistic loss Loss.. in (3),
which is referred to as VanillaDCC.

Neural Network Settings. For all the DCC methods,
we employ the unsupervised pre-training method by (Li
et al.,, 2021b) to convert the images to feature vectors
{x1,...,2x}C R%12 (Lietal, 2021b). The feature vectors
are then fed to a two-hidden-layer fully connected neural
network fg(-), where each hidden layer has 512 ReLU ac-
tivation functions. The output layer of fg(-) has K = 10
dimensions with the softmax constraints. The classic
methods also work with the pre-trained feature vectors.

Algorithm Implementation. To tackle the proposed cri-
terion in (13), we first parameterize B such that each el-
ement B;; = 1/(1 + exp(—Bj;)), where Bj; € Ris a
trainable parameter. By doing so, (13) becomes an uncon-
strained optimization problem. We then employ the com-
monly used stochastic gradient-based solvers to tackle the
re-parameterized problem. In our implementation, we use
stochastic gradient descent with a batch size of 128. We
set the learning rate for B’ and 0 to be 0.1 and 0.5, respec-
tively. The initialization of @ is chosen randomly following
uniform distributions with parameters depending on output
dimension of each layer. To initialize B’, we make the
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Table 1: Clustering performance of (seen data, unseen data)
on STL10; Nunseen = 2000.

Table 3: Clustering performance of (seen data, unseen data)
on ImageNet10; Nynseen = 2000.

Methods Methods
Noise Kmeans | COP-Kmeans | PCKmeans | DC-GMM | C-IDEC |VanillaDCC|VolMaxDCC Noise Kmeans | COP-Kmeans | PCKmeans | DC-GMM | C-IDEC |VanillaDCC|VolMaxDCC
level level
ACC 0.71, —[ 0.66, — 0.70, — [0.88,0.87[0.89,0.88] 0.93,0.91 0.91,0.89 ACC 0.85,—[ 0.79,— 0.70, — [0.97,0.96[0.97,0.96] 0.97, 0.96 0.97, 0.96
0.0% NMI 0.75,—| 0.67,— 0.72, — [0.82,0.80 (0.81,0.80| 0.84,0.81 0.82,0.80 0.0% NMI 0.80, — 0.75,— [0.93,0.91(0.93,0.92| 0.94,0.91 0.94,0.91
ARI 0.54, —| 0.52, — 0.55,— |0.80,0.780.79,0.77| 0.85, 0.83 0.84,0.82 ARI 0.68, — 0.55, — 0.94,0.9210.94,0.92| 0.93,0.91 0.93,0.91
ACC — 0.70, — 0.70, — [0.75,0.76 [0.77,0.79]  0.78, 0.80 0.80, 0.81 ACC — 0.66, — [0.93,0.92]0.93,0.93] 0.92,0.91 0.94,0.94
8.3% NMI — 0.64, — 0.71, — | 0.67,0.69 |0.67,0.69| 0.59, 0.62 0.64, 0.65 3.4% NMI — 0.73,— |0.86,0.85|0.87,0.86| 0.83,0.82 0.88, 0.87
ARI — 0.51, — 0.56, — |0.57,0.59|0.59,0.61| 0.69,0.71 0.73,0.74 ARI — 0.52, — |0.84,0.83|0.86,0.85| 0.84,0.84 0.89, 0.88
ACC — 0.62, — 0.69, — [0.70,0.720.70, 0.71 0.79,0.81 ACC — 0.72, — [0.84,0.84|0.88,0.88] 0.84,0.84 0.92,0.91
10.3% NMI — 0.59, — 0.73, — | 0.62, 0.64 |0.60, 0.62 0.68, 0.70 6.9% NMI — 0.76, — |0.79,0.79 |0.82,0.82| 0.70,0.70 0.84,0.83
ARI — 0.44, — 0.55,— |0.51,0.520.50, 0.52 0.77,0.78 ARI — 0.59, — |0.71,0.71|0.77,0.77| 0.77,0.77 0.88, 0.87
ACC — 0.62, — 0.64, — [0.60,0.610.57,0.57 0.79, 0.81 ACC — 0.62, — [0.71,0.72]0.80, 0.81| 0.65, 0.66 0.91, 0.90
15.0% NMI — 0.54, — 0.72, — |0.54,0.55|0.50,0.50| 0.33,0.35 0.68, 0.69 11.2% NMI — 0.73, — |0.68,0.70 |0.74,0.76| 0.49, 0.52 0.83,0.82
ARI — 041, — 0.52, — ]0.38,0.39|0.38,0.39| 0.50,0.51 0.76, 0.77 ARI — 0.51, — |0.56,0.58 |0.66, 0.68] 0.62, 0.63 0.87, 0.86

Table 2: Clustering performance of (seen data, unseen data)
on CIFAR10; Nunseen = 45000.

Methods
Noise Kmeans | COP-Kmeans | PCKmeans | DC-GMM | C-IDEC |VanillaDCC|VolMaxDCC
level
ACC 0.78, —| 0.67, — 0.67,— [0.91,0.8910.90, 0.89] 0.92, 0.90 0.91, 0.90
0.0% NMI 0.71,—| 0.66, — 0.71,— |0.83,0.81(0.83,0.81| 0.84,0.80 0.83,0.80
ARI 0.62,—| 054, — 0.55,— [0.82,0.79]0.81,0.79| 0.85,0.81 0.84,0.82
ACC — 0.75, — 0.70, — [0.86, 0.86 [0.86, 0.86| 0.86, 0.86 0.86, 0.86
4.9% NMI — 0.69, — 0.69, — {0.77,0.77 |0.77,0.77|  0.73,0.73 0.73,0.74
ARI — 0.60, — 0.57,— ]0.73,0.74|0.73,0.74| 0.77,0.77 0.77,0.77
ACC — 0.64, — 0.72,— [0.76,0.76 [0.76, 0.76 |  0.76, 0.77 0.83,0.83
8.7% NMI — 0.63, — 0.69, — [0.71,0.71 |0.70,0.70| 0.58, 0.59 0.70, 0.70
ARI — 0.49, — 0.59,— [0.58,0.59|0.59,0.60| 0.70,0.70 0.75,0.75
ACC — 0.68, — 0.70, — [0.74,0.74]0.73,0.73|  0.68,0.69 0.82,0.82
10.9% NMI — 0.61, — 0.68, — |0.67,0.68 |0.65,0.66| 0.48,0.49 0.68, 0.68
ARI — 0.50, — 0.57, — ]0.55,0.55]0.56,0.57| 0.62,0.63 0.74,0.74

diagonal elements to be 1 and the other elements —1. The
baselines are handled by their respective author-provided
code for optimization.

6.1. Noisy Machine Annotations.

Noisy Annotation Settings. We first conduct experiments
under noise-controlled settings. To be specific, we divide
the experiments into two cases, where the annotations are
accurate and noisy, respectively. In the former case, the
annotations are set to 1 if the pair of data are from the same
class, and set to 0 otherwise. In the latter case, to generate
noisy pairwise constraints, several supervised machine an-
notators (i.e., classifiers) are trained using different number
of training samples. By doing this, the trained classifiers
have different prediction errors. The pairs are then anno-
tated based on the class predictions made by these imperfect
classifiers. If the pair of samples share the same predicted
membership by the machine annotator, the annotation is set
to be 1 (and O otherwise). The annotations are noisy as the
machine annotators are far from perfect. The annotation
noise level can be controlled by tuning the prediction er-
ror of the classifiers, via using various amounts of training
samples. The statistics of the annotation errors are provided
with our experiment results (see the “noise level” column in
the tables).

Results. We report average performance on the seen set
{x1,...,xN} and the unseen data over 5 random trials in
Tables 1, 2, and 3—which correspond to STL10, CIFAR10,
and ImageNet10, respectively. For K-means, COP-Kmeans,
and PCKMeans, we only report results on the seen set since

Table 4: Clustering performance of (seen data, unseen data)
on ImageNet10 with pairwise annotations acquired from the
AMT platform; Nynseen = 2000, noise level: 23.09%.

Metrios Methods | ¢ cans | COP-Kmeans | PCKmeans | DC-GMM | C-IDEC |vo1maxpec

ACC 0.84,—| 0.68, — 0.84, — [0.87,0.85[0.91,0.90| 0.95, 0.94
NMI 0.79,—| 049, — 0.79, — |0.88,0.86 |0.86,0.85| 0.89, 0.87
ARI 0.67, —| 042, — 0.67, — 10.82,0.790.83,0.82| 0.89, 0.88

these methods do not have the notion of generalization. The
performance is measured by three commonly seen metrics,
namely, clustering accuracy (ACC) (Cai et al., 2010), nor-
malized mutual information (NMI) (Cai et al., 2010), and
adjusted rank index (ARI) (Yeung & Ruzzo, 2001). For all
metrics, a higher score indicates a better performance.

In case where accurate pairwise constraints are used (i.e.,
the rows in all the tables corresponding to “Noise Level =
0%”’), most methods work reasonably well. As expected,
all the DCC methods exhibit tangible edges over the CC
methods that do not use deep neural networks. This is
consistent with the observations made from previous DCC
works (Manduchi et al., 2021; Zhang et al., 2019; 2021).
The good performance of Vanil1laDCC on both training
and testing set are also as expected, per our identifiability
analysis.

The rows in the tables associated with nonzero noise lev-
els show that the performance of DC-GMM, C-IDEC, and
VanillaDCC drops quickly. For example, in Table 2, the
ACC of DC-GMM drops from (0.91,0.89) to (0.74,0.74)
when the noise level changes from 0% to 10.9%. Simi-
lar performance degradation is observed for C-IDEC and
VanillaDCC, which are both DCC methods that do not
explicit consider annotation noise. Nonetheless, the pro-
posed Vo1lMaxDCC’s performance decline is much more
graceful on all three datasets. In particular, Table 3 shows
that the ACC of VolMaxDCC is still at (0.91,0.90) when
the noise level reaches 11.2%, while the baselines have a
best ACC of (0.80,0.81). The results show the usefulness
of our confusion model, as well as the effectiveness of our
identifiability-driven loss function design. More experiment
results can be seen in Appendix F.
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6.2. Noisy AMT Annotations.

Data Acquisition. In addition to using machine classifier-
annotated data, we also conduct experiments using pairwise
annotations that are obtained from the AMT platform. We
uploaded 8994 data pairs to AMT, where the samples are
from the ImageNet10 dataset. The annotators were asked
to provide their judgement on the similarity of the pairs.
Recall that there are N = 10000 samples in the ImageNet10
dataset, which means that 0.018% of all the pairs were
annotated. We manually checked the error rate, which was
found to be 23.09%. The annotated pairs are also released
with the code.

Results. Table 4 shows the results on this AMT dataset.
As before, we use the available pairs to learn the member-
ship of training data and observe the testing accuracy over
Nuynseen = 2,000 samples. One can see that the proposed
VolMaxDCC exhibits the highest clustering accuracy over
the seen and unseen data. The clustering accuracy of the
second best baseline is 4% lower than that of Vo1MaxDCC
over both seen and unseen data. The margins of the pro-
posed method over the baselines in terms of NMI and ARI
are also obvious. The performance on the noisy AMT data
speaks for the usefulness and effectiveness of the proposed
method in real-world scenarios.

7. Conclusion

We revisited the pairwise annotation-based DCC problem
from a membership identifiability viewpoint. We showed
that a recently emerged logistic DCC loss is a sound cri-
terion in terms of model identification—if the annotations
are generated following a model that is reminiscent of the
MMSB and deep learning based classifier learning. Based
our understanding to the vanilla logistic loss, we moved
forward to consider the noisy annotation case and proposed
a confusion-matrix based generative model. We proposed
a modified logistic loss with a geometric regularization for
provable membership identification—whose identifiability
guarantee is the first of the kind under noisy annotations-
based DCC, to our best knowledge. We tested our new
design over various datasets under multiple noisy levels. We
observed tangible improvements over all cases, showing our
confusion-based modeling and identifiability-driven design
are promising.

Limitations. The proposed approach has a couple of no-
table limitations. First, the model used for annotator noise
relies on a confusion matrix model, assuming uniform con-
fusion across all data samples, which may not always hold
true in practical scenarios. Developing a framework that
takes into account more realistic confusion models could
lead to further improvements in performance. Second, the

establishment of membership identifiability under the SSC
assumption lacks finite sample analysis (cf. Theorem 3.7
and Theorem 4.1). The assumption that M reaches infinity
can never be met in practice. It is of great interest to show
how the performance of the volume-based criterion scales
with different sample sizes.
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A. Proof of Lemma 3.3
Denote (I, J) and Y as two random variables (RVs) such that Pr (I, J,Y) = Pr ((1, J)) Pr(Y|(Z, J)) and

I, J ~U([N] x [N]),
Y|(I,J) ~ Bernoulli(P%,),

where (i1, 71,91), - -, (inr, Jar, yar) are M i.i.d realizations of (I, J,Y"). Denote Dpy as the joint distribution of (I, J,Y),
ie, (I,J,Y) ~ Dpy. We first note the following relationship, which was also used in 1-bit matrix completion literature
(Davenport et al., 2014; Cai & Zhou, 2016):

Du(P* | P*) = Z du(P;; || Pj;)  (by definition in (28))
(l J)E[NT?
= B |da(Pi | Pm]
@, y~u b

Pl
= E |P'lo
I, J)~uU 7 gPI*J

1- P}
(1—P?)log ——LJ
W) Ty,
Py, 1- P}
Ylog =L 4 (1 - Y)log ——LL

(by definition in (29))

E

E
(LI)~U | Y|(1,0)~Bem(P} ;) Pr; 1- Py,

= E [Y log P!, + (1 Y)log Pﬁ(,} — E  [YlgP +(1-Y)log P}
(1,J,Y)~Dpy (I,J,Y)~Dpy

= Lp,,(P*) = Lp,, (P"), (14)

where we define Lp , (P) for any matrix 0 < P < 1 as
L’Dpu (P) £ E(I,J,Y)NDPh [Z(P7 (Iv J> Y))] ) where
UP,(1,1,Y)) £ =Y log Pr; — (1= Y)log(1 = Ppry). (15)

Recall S = {(i1,j1,91),-- -, (inr, jar, yar) ). Define Lg(P) = (1/M) Zﬁl L(P, (imy Jms Ym)). By this definition, P*
is an optimal solution of the following problem

minimize Lg(P),

PePr x
where Pr x is a set of matrices defined by the function class F and the data set X = [x1,...,xx]. Specifically, it is
defined as
Pr x S {PERNXN | Pij = dot(f'(zi,x;))}, (16a)
dot ([u; v]) £ u'w, (16b)
fllay) =[f);fy), ferF (16¢)

Define P € RVN*N such that ]Bij = f(x:)"f () where f is defined in Assumption 7, i.e., the “best approximation” for
F¥ by the class F. Using (14) and the above notations, we have

Du(P* || P*) = Lp,, (P*) — Lp,, (P%)
= (Lp,,(P*) — Ls(P*)) + (Ls(P*) — Ls(ﬁ)) (Ls(P) - Lp,,(P)) + (Lp,,(P) — Lp,, (P*))
< (Lp,, (P*) — Ls(P*)) + (Ls( P) - Lp,,(P)) + (Lp,, (P) - Lp,, (P)

P) -

<2 swp |Lp,,(P)-L |+‘LD h Lp,, (P9,
PcPr x

17)

where the first inequality holds because Lg(P*) < LS(15) which holds by the definition of P*, and the second inequality
holds as both P*, P € Pr x.
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Bound the first term in (17). Notice that Lp , (P) and Ls(P) are the expected loss and the empirical loss, respectively.
Hence, the difference between these two quantities can be bounded using generalization analysis via concentration
inequalities.

To this end, we first determine an upper bound on the loss function ¢(P, (4,,y)). Under the assumption stated in
Assumption 3.2,

a<Pj<l—a V(7)) €[N]x[N],
which leads to

1
+log

. 1
E(P,(z,],y))zylog P 17P
(%] ?

< log

1 1
+(1—y)log <2log—,  V(i,j) € [N],y € {0,1}, (18)
ij

1
P, 1- P,

As U(P, (i, j,y)) is bounded, the sample set S contains M samples of (i, jm, Ym)’s, where each sample (¢, jm, Ym)
is generated independently with the same distribution Dpy, one can readily apply the following generalization bound
(Shalev-Shwartz & Ben-David, 2014, Theorem 26.5):

P 2log(4/0
i |LDP“( ) — Ls(P)| <2R(£ o Pr x o S) + 8log(1/c) 2log(4/9)
Perrx M
8log(1/a) = 12v/2log M 2Tog(4)9)
< 2log(4/9)
- M + aM log?2 HSXHF Ryer +810g(1/a> (19)

holds with probability at least 1 — §, where we have applied Lemma A.3 to reach the final bound.

Bound the second term in (17). We have

Lp,,(P)~ Lp,, (P“)’ -

E {z(ﬁ, (I,J,Y)) — 6(P%, (I, J, Y))] ‘
(I,J,Y)~D p

E [Y (1og P!, —log ﬁu) +(1-Y) (log(l — P)) —log(1 — ﬁu))} ‘

(I,J,Y)~Dpy
< B[ (g, ~tog Pry) + (1= ) (log(1 — Pf,) — log(1 ~ Pry))|
(I,J,Y)~Dpy L
p 1_ pt
< E Y |log =LL| + (1 = Y) |log _LJ
(1JY)~Dp; | Pry 1— Pry
| Pt 1- pf
< E log =L | + |log J (since Y € {0,1})
(L JY)~Dpt | 1 1— Py
<@ E PIhJN_ Pry| | | Prs _NPIhJ
(Ivva)NDPt PI.] ]- - PIJ
1 ~
< — E HPIHJ - PIJH ; (20)
« (IaJ7Y)NDPU

where () holds by applying inequality log(z + 1) < x, Vo > —1.
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In order to bound (20), consider arbitrary z,y € X,

#(@)F () - F@) fly)|

=| (@) - Flw) + F@)) (£ - Flo) + Fw) - Fla) Few)

-|(£r@) - F@) (£~ ) + (£@) - Fl@) T+ Tl (£ - F)

<||fi@) - F@)| | Fw) - Fw)| + | @) - f@)| | Fw)| + | F@) | |[#0) - Fo)
<v?*+2v (byEq. (7))

< 4v, (since v < /2 due to the fact that all f () are in the probability simplex ) 21

where we have used || f(x)||2 < ||f(z)||1 = 1 in the second inequality, as the neural network uses a softmax output layer.

Substituting (21) into (20), we have

~ 4
Ls(P) - Ls(P") < . (22)
o
Putting together. Combining (17), (19), (22) gives
16log(1/a)  24+/2log M 2log(4/0) 4v
Dy(P% || P*) < Sx|lp VR 161og(1 e —
By Lemma A.4, we can upper bound our quantity of interest by the following:
||P*_PHH§§41\72Dk|(Ph | P*). (23)

That is,

64log(1/a)  96v/2log M

21og(4/0) L l6v
M aM log 2

2
PP < s(4/0) | 16

|Sx||p v/ Ryer + 641og(1/c)

el
N2
hold with probability at least 1 — ¢ over S = {(i1,j1,91) - -, (inss Gns, Yar) }-
A.1. Supporting lemmas for the proof of Theorem 3.3
A.1.1. RADEMACHER COMPLEXITY BOUND FOR Pr x
Definition A.1 (Rademacher complexity). Let A C R™ be a set of vectors. We define Rademacher complexity of A as

m
sup Z O'ﬂl;| s

acA i—1

R(A) 2 1

m o

where 01, ...,0, € {—1,1} are i.i.d. distributed according to Pr (¢; = 1) = Pr(0; = —1) = 0.5.

Definition A.2 (Covering number). Let A C R™ be a set of vectors. We say that A is r-covered by a set A’, with respect to
metric d if for all @ € A, there exists a’ € A’ with d(a,a’) < r. We define by N(r, A, d) the cardinality of the smallest A’
that r-covers A.

Lemma A.3 (Rademacher complexity bound). Consider function class F satisfying Assumptions 3.2 , and that o <
f@®) fy) <1—a, Ve,y € X,Vf € F. Then, we have

4log(1/a)  6v/21log M
R(loPrxoS)< i + ol log 2 1Sx |lg v/ Ruer,

where £ o Pr x o S £ {[((P, (i1, j1,%1)),- .-, (P, (in, jar, yumr))] € RM | P € Pr x }, R(A) denotes Rademacher
complexity of set A C RM, Px x was defined in (16), S = {(i1, j1,y1),-- -, (ine, jar, yar) ), and the loss function ¢ was
defined in (15).
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Proof. We start with deriving the covering number of an e-net of the set { o Px o S:

N(e,loPx o8, ||) =N(e,Lodot o f' oS, |I])
g/\/(e/Le,dot of oS, || H) (24)
<N(e/(2Le), £ 0 S| p) (25)
<N (e/(Lev2 fos;%n I )N (e/(Lev2), £ 0 8%, Il ) (26)
= N(e/(L ,softmax onet o Sf,?, [[[1 )NV (6/(Lg\/§), softmax onet o S§)7 e )
sN<e/<L netosx -lle )V (e/(Lev2),net oSG |- |1g )
F Ruer + ‘SX HF R (By Lemma A.10)
2/ 2L2 NET 62/(2[/?) NET .
2
- ( ‘sﬂ n H5(2>H ) QRN:;LQ 27

Eq. (24) holds by applying Lemma A.7 and the fact that function ¢, (Py) £ —ylog(Pw) — (1 — y)log(1 — Py) is
Ly-Lipschitz continuous. Specifically, L, = (1/«) since for o < p1,ps < 1 — a,

D1 1—p1
|y (P1) — ¢y (p2)| = |~y log — —(1—y)10g17
P2 — D2
< [log 2 +‘1 b1
D2 1—po
< b= b2 + b2 — 1 (by log(l+z) <x)
P2 1—po

IN

1
— |p1 — p2| = Le¢|p1 — pol -
(07

Similarly, Eq. (25) holds by Lemma A.7 and the fact that for Vu,v € { | > 0,17z = 1}, function dot ([u; v]) defined
in (16b) is 2-Lipschitz continuous. To see this, consider the following:

| dot ([us v])]| = \

Eq. (26) holds as a consequence of applying Lemma A.9 to the set f’ o S which is

f/OS: {[Zl,ZQ] € RMXQK | Z € fosg),ZQ S fosgg)}v
S‘(;p = [mwiaww%w"vww}w] GRDXM’
Sg) = [mw%,xwg,...,ww%{] ERDXM.

Now we can proceed to bound R (£ o Px o S) with the help of Dudley’s entropy integral.

16



Deep Clustering With Incomplete Noisy Pairwise Annotations

Apply Lemma A.6 onto the set £ o Px o S with ¢ = 2log(1/a)v M (by (18)), for any integer 7" > 0,

T T
R(LoPxoS) < c2 + % Z 27 /log(N(c2=t, A)) (By Lemma A.6)
t=1

VM

2T 6e & N o112\ 2Rygr L2

< Tt (ISR + 5% ) Tt ey
—m+M; \/<SX HISK L) Eema BYERD)
2T 6T

<

o ar (IS8 + [s%]) 2uerrt
Vi Vi X ||p X ||p NeT Ly

2”T 62T
= \/M + M ||SXHF L¢+/ Rygr

62T
=2log(1/a)27 7 + % |Sx /g Ley/ Rysr  (substitute ¢).

Lastly, choosing T' = |log, M | and substituting L, = 1/« concludes the proof,
6v2|logy M
R({oPrx 08) < 2log(1/a)2 o2 M) % 1Sx |lp Ley/Rusr

4log(1/a)  6v/21log M
< \ .
- M + aM log2 1S [ v/ Fver

This concludes the proof. O
A.1.2. SOME OTHERS LEMMAS
Lemma A4. For0 < P,Q < 1 with the same size N x N,

IP - Q|} < AN’D}(P,Q) < AN*Du(Q||P),

where

A 1
DL(P.Q) %55 Y. di(PuQu),

wE[N]X[N]

DUPIQ) 2 5 Y da(RQu), @8)

WE[N]X[N]
and dg (p, q), di(p, q) are typical Hellinger distance and KL divergence for 0 < p,q < 1, resp, i.e.,
2 2
di(p.q) = (VP —va) + (V1I-p—V1-q),

1—
di(p, q) = plog (];) + (1 —p)log (1_5) . (29)

Proof. For the first inequality, we use the following result.

Lemma A.5 (Lemma 2, scalar version, (Davenport et al., 2014)). Let f : R — R be any differential function, and s,t are
two real numbers satisfying |s|, |t| < a. Then

E(f() f1) > inf L (2
lz|<a 8f(x)(1 — f(z))

As aresult, for f(z) =2,0<p,g <1,
1
d> > inf —— (p—a)2 = Z(p— q)2.
H(pv‘I)_l;IllSle(l_m)(p 9)"=1p—q
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Summing across all elements of P, Q) leads to,
IP - Qf <4N*D%(P,Q).
The second inequality is simply derived from Jensen’s inequality and the fact that 1 — x < —logz,Vz > 0. O

Lemma A.6 (Dudley entropy integral). ((Shalev-Shwartz & Ben-David, 2014, Lemma 27.4)) Let A C R™, ¢ =
Mingerm MaxgeA ||@ — al|. Then, for any integer T' > 0,

_ T
R(A) < 0\2/% + % > 27F log(N(c27F, A)).
k=1

Lemma A.7. For eachi € [m), let ¢; : R — R be a p-Lipschitz function; namely, for all z,y € R% we have
llpi(x) — Pi(y)|| < pllx — y|. For A € RA*™ [et (A) denote the matrix [¢1(ay), ..., pm(an)]. For A C RIrxm,
let ®o A= {®(A)| Aec A} CR¥=X" Then,

N(pr, @ o A [l-l[g) < N(r, A, [|]]g)- (30)

Remark A.8. Firstly, the choice of Frobenius norm in (30) is tied to {5-norm defining the p-Lipschitz function. Secondly,
Lemma A.7 is a natural generalization of (Shalev-Shwartz & Ben-David, 2014, Lemma 27.3).

Proof. Define A’ as one of the smallest r-cover of A, i.e., for all A € A there exists A’ € A’ such that ||[A — A'||; <.
By definition, |A'| = N (r, A, ||-||). Since

2 2w~ 2 2
12(A) = 2(A)|lp = D llpi(ai) = dilad)|” <Y~ p* llai — ajl|” = p* || A = Al < p*r?,
i=1 i=1
® o A’ is a pr-cover of ® o A. That implies N (pr, @ 0 A, ||-|z) < [ o A'| = |A| =N (1, A, |||p)- O
Lemma A.9. Given two sets Ay, Ay C R™*%. Define Az = {[Al, Ayl e R™*24 | A € Ay, Ay € Ag}, then

N(e/V2, A3, 1) < N (€ A )N (e, Az, [|-llg)-

Proof. Let A;, Ay be minimum e-cover sets of Ay, As, resp. By definition, for all A; € Ay, Ay € As,
Hzl S Zl; HAl —ZlH; < 62, and
HZQEZQ, ||A27ZQ||12: §62

= [|[A1, 4] — [A1, Ao < 2¢%

Therefore, set A3 £ {[A1, Ay] € R™*% | A} € Ay, Ay € Ay} is a (€/v/2)-cover set of A3, which leads to our conclu-
sion,

N(E/\/iv A3a H”F) < |Z3| = |X1’ |j2| :N(67A17 |H|F)N(€a-’427 ||||F)
L]

Lemma A.10. Covering number of neural networks (Bartlett et al., 2017, Theorem 3.3) Let fixed nonlinearities (o1, .. .,0r)
and reference matrices (M, ..., M}) be given, where o; is p;-Lipschitz and 0;(0) = 0. Let spectral norm bounds
(s1,-.-,8L), and matrix (2,1) norm bounds b1, . .., by, be given. Let data matrix X € R"™*? pe given, where the n rows
correspond to data points. Let H x denote the family of matrices obtained by evaluating X with all choices of network F 4:

Hx & {FA(XT) | A= (Ay,....,AL), |Aill, < s, [|A] — IH2,1 < bi}v

where each matrix has dimension at most D along each axis. Then for any € > 0,

| X || Ruer

2 )

log N (e, Hx, [I-lp) <

€

. 3
where Rygr = log(2D?) (Hle 8?/)?) (ZZ(bi/si)Q/S) is a constant depending only on the neural network’s properties.
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B. Proof of Theorem 3.4
Let M* = [f%(xy),..., f¥(xn)]. As M satisfies separability condition, we assume that M*® = [I, V], which is
w.0.l.g. Let M* = [f*(x1),..., f*(xn)] denote the predicted cluster memberships, and also partition M* as M* =

[U*, V*],U* € REXK Then,

[P — Py = [|(M*)T M — (M) M|}

* 2
=\l o v | e v,
=[OV~ T+ 2| @V = VE[L 4 [V = (VETVE (31)

1
Analysis of the first term in (31).  Let Z = — |P* — P!||%,0 < Z < 1 be a random variable with a PDF f(z). By
Lemma 3.3,

Pr(Z <e(M,8)*) >1—34.

We have

1 e(M,8)? 1 e(M,8)? 1
E[Z] :/ zf(z)dz :/ zf(z)dz—i—/ zf(2)dz §/ e(M, 6)2f(z)dz+/ f(z)dz
0 0 e(M,5)2 0 e(M,5)?
< €(M,6)? + 6.
Recall S = {(i1,41,y1)s-- -, (ing, Jar, yar) }- According to Lemma B.3,

B[P~ P§?] = const, (i,5) € (V]

Therefore, for arbitrary i, j € [N]?,

£l -ryy]

1 N 2
E. LWHP _thF} < (M, 6 + 5.

Meanwhile, by Markov inequality, for 7 > 0,
pP* Ph 2 p* Ph 2 1
Pr(( AN ij) <T)EES{< AN ij) :|>>1_T.

Setting 7 = M4 5 = e~ VM gives

2 2
I N G e e R
X,s

s

holds with probability at least 1 — 1/M /4,
By union bound, the following holds with probability at least 1 — K2 /M 174,

@)U ~Iilo = > (B - Py < K> (MVe(M, e V)2 4 MV e V) — K2 (M)%, (32)
(i) €[KT? (i)

where €' (M) is defined in (9). Inequality (32) implies

1— K'(M) < ||lufll> <1, VkelK] (33)
0< (ul,u}) < Ke'(M), Vk #£ 0k, 0 € [K]. (34)
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For any permutation matrix IT € RX* X
K K K
2 2 2
ITU* —Ip = luf =il = K+ uil* =23 (uf, m)
k=1 k=1 k=1

K
Z wf, ) (Since u} > 0,1"u} = 1 and thus ||uf| < 1).

Minimizing over IT on both sides,

K
. * 2 *
— < — L)
min [|[IIU* — I < 2K 2maxk2_1<uk, &) (35)

Denote k} := arg max;, U};. Invoking Lemma B.2 where K'¢/(M) < 0.381 (by (9)) and u}’s satisfy (33) and (34), it holds
that k7, ..., k% are all different integers, and we assume w.o.l.g. that K} = 1,... k% = K, ie., U} = argmax, U};. With
that in mind, we get a simple lower bound,

K K
*\T, *
max Z(uk) Ty > Z Uix- (36)
k=1 k=1
Since [|ut||® > 1 — K€'(M) by (33),
K 2
(UH)? 21— K (M) = > (Ufy)? =1 - Ké/( <Z Uk1> =1-Ké(m)—(1-Up)?,
k=2

where the second inequality holds since U}; > 0, Vk € [K], and the last equality holds since w4 is a probability simplex
vector. As Uy, = maxy Ug1, U3y > 1/K. Solving the above quadratic inequality with respectto 1/K < U7y < 1 and
Ké' (M) <0.381 (by (9)) leads to

14 /1—2Ke(M)
2

Uy, > >1-Ké(M).
Applying the same argument for U3, ..., Uk,
U, >1—Kée(M), kelK].

Therefore,
min IMU* — 1|3 < 2K —2 (K — K%¢/(M)) = 2K (M). (37)

This implies that U™ is close to an identity matrix up to some permutation.

Analysis of the second term in (31). For a fixed 0 < § < 1, suppose that the following event happens
1 * 2 2
3 [P - PR| < e(M, ). (38)

Recall that M* = [U*, V*], M® = [I, V"), then
Ne(M,4)
V2o

Denote IT* as the optimal permutation matrix in LHS of (37). We have
[(U)'V* = Vi — (U))@)) = DVF||, < [[(U)V = VE|| o+ [[(U) () - DVF|,

IV = Vel <

Ne(M, o -
< 6(\/§> + O'max(vh) ||H U” - IHF
< 1\76%’5) 4 Omax (VO K\/2¢/ (M)  (thanks to (37)).  (39)
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On the other hand,
[(U")'V* = Vi (U A) = DV = (U (v — @)V
> G U) [V - (VA
= Oin(U?) [TV = V|| (40)
Using Lemma B.1, we can upper bound o,i, (U™) as
|omin(I + IFU* = I) = o (I)| < |[ITFU* = I||p < K+/2¢/(M)  (thanks to (37))

or,
Omin(U*) = omin(IT°U™) > 1 — K+/2€¢/(M). 41
Combine (39), (40), (41),

2
b !
v - VuH2 < Ne(M,6) 4+ 20max (VI K /€ (M)
F V2 —2K.\/¢(M)
<2 (Ne(M, §) + 20mx(vh)fa/e/(M))2 (Since 8K2€¢'(M) < 1 by (9))
< 4N?%e(M,6)? + 1602

max

(VHK2€' (M)  (Cauchy-Schwarz inequality). (42)

Lastly, combine (37) and (42), we finish our proof,

o ne M| = o - 1 ey - Ve
< 2K% (M) + 4N?e(M,6)? + 1602, (VK2 (M)
= 4N?e(M,6)? + 2K>(1 + 802, (V)€ (M).

Note that the whole computation is derived based on the realizations of 2 independent events in (32), (38) with probability
of happening at least 1 — K2/M'/* and 1 — 6, resp,

1 2 2
& M — ME|[ < ANe(M,6) + K3 (14 807, (V)€ (M).
holds with probability at least 1 — (§ + K2 /M'/4).

B.1. Supporting Lemmas for proof of Theorem 3.4
Lemma B.1 (Weyl, 1912)). Let X, A € R™*",
oi(X +A) —ai(A) < [[All, (<[Allg), 1<i<min(m,n).

Lemma B.2. Define A = {zc ERF [Tz =1,2>0,|z|>>1- e}. Ife < 0.381, then

max wTy <e = argmaxxy # argmaxy.
x,YycA, k k

Proof. We use contradiction to prove the claim. Suppose that arg max;, x = argmin, y; = k. Without loss of generality,
let us assume k = 1. Using these assumptions, we will show that ming ,e 4, x'y > e. Indeed,

K
l—e<|lz|® <z (Zm) =x.

k=1

Similarly, we obtain y; > 1 — ¢, which leads to
xly>(1—e’>e¢

where the second inequality holds because € < 0.381. O
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Lemma B.3. Assume that w = (w',w?) is a uniform RV over [N] x [N] where w' € [N],w? € [N], and x1, ...,z N are

i.i.d. Define the following mappings:
pick(zy,...,xN,w) 2 (1, Ty2),
gen(wla"'5WM7y17"'7yMam17"'7:BN) £ {wla"'7¢M}7 17[)1 £ (piCk(mla"'amNawi)ayi)a
where
wi= (ka0 € N2, 1<i<M,
y; € {0,1}, 1<i< M,
x; e X, 1<:<N.
For a real-valued function h(u,v, gen(w1,..., WM, Y1,-- -, YM, &1, ..., TN)) with u,v € X, we have: yi,...,yum,

and Vi, j,i,j € [N],

E [h(wiaa:jv geﬂ(wl, s WML YLy - YMS LT - - ,CBN))} =

wi,1<i< M,
x;,1<i<N
E [h(xi'7mj’7gen(wla”'7wM7y17"'7yM7w17"'uwN))]' (43)
w;i,1<i< M,
x;,1<i<N

Proof. We have the following property on the mapping gen: Vi # j,i,j € [N],

gen(Wi, .oy WM, Y1y v s YMyev s Ly ooy Ly oo, EN) =
gen(sij(wl),...,sij(wM),yl,...,yM,...,asj,...,a:i,...,wN), (44)
where s;; : [N]2 — [N]?,
ifk#diand ¥l # j
ifk=iand ¢ # j
ifk#iandl =j
ifk=tandl =

b

)

V\/\_/

k¢
k,i
Jst

(
515() = 515 (K, 0)) £ Ef
G

~—

To see this, let

gl :gen(wla"'7w]Vfay17"',yMw"axia"'awj7"',wN)7

Go = gen(s;;(wi), .., S (WM)s Y1y o s UMy ooy gy ooy Ty oo, EN).
Pick ¢ = (pick(x1,..., %, &4, ..., TN,w),Y) € G1. Assume w = (k, £). Consider the following cases,
o If k #iand (¢ # j, then s;;(w) = w. So
Y = (pick(xr,..., %), ..., & ..., TN, Sij(w)),y) € Ga.
o If k =1dand ¢ # j, then s;;(w) = s;5((¢,¢)) = (4, £). So

Y = (pick(®1,..., %, ..., T5, ..., &N, (1,£)),y)
= (x;, T, Y)
= (pick(®1,..., &, ..., &i,..., 2N, (4, 0)),Y)
= (pick(®1,...,&j,. .., &i,..., ZN, S (W)),y) € G2 (by definition of the mapping gen).

o If k #dand ¢ = j, then s;;(w) = s;5((k, 7)) = (k, 7). So
= (pick(x1,..., & ..., 5, ..., 2N, (K, 7)), y)
(
= (pick(®1,...,&j,.. -, &i,..., 2N, (k,1)),y)
= (pick(®1,...,Tj, ..., &i,..., &N, Sj(w)),y) € G2 (by definition of the mapping gen).
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o If k =dand ¢ = j, then s;;(w) = s;;((¢,7)) = (4,9). So
= (piCK(wlv'~~7wia"'7wja"'7mNa(iaj))7y)
(
= (pick(azl,...,wj,...,aci,...,:cN,(j,i)),y)
= (pick(®1,...,Tj, ..., &i,..., &N, Sj(w)),y) € G2 (by definition of the mapping gen).

Since ¢ € G is arbitrary, G; C Go. Moreover, |G1| = |G2|, so G1 = Ga, and hence (44) holds.

2

Notice that the mapping s;;(w) is surjective and onto [N]*, we proceed with the following

o [h(:l:i,a:j,gen(wl,...,wM,yl,...,yM,...,:1:1»,...,a:z-/,...))]
LRAad 28]

T, k=[N\{i,i'}>
Wiy, WM

= w]};/ [h(mivxjagen(sii'(wl)w"asii'(wM)aylw"ava'-w‘,Bi/P"amia"')}
mk,k:[zl\r]\z{q‘,,i’}v
W1 ee WM

= uIE% [h(w, x;, gen(si (wi), ..., i (WM), Yo« s UM, -, U,y ooy U, )]
mk,k:[&]\,{i,i’}’
W1yeeny WM

=E T, T, [h(:ci/,scj,gen(sii/(wl),...,sii/(wM),yl,...,yM,...,:ci,...,:ci/,...))}.

T k=[N\{i.i'}>
W1 e WM

The first equality holds by property (44), the second and the third equality hold as we just rename some random variables
under the expectation. Proceed with the same argument to replace j with j’, we obtain

Ef)]i7...‘..7f)]1\\fj7 [h(wi’vmj7 gen(sii’ (wl)a R 1 (wM)a Y1y s YM 1y - - - ,$N))}
== Ef}ﬁ,::’ﬁ]xf [h(a:i/, CC]'/, gel’l(Sjj/(Sii/ (wl)), ey Sjj/(S“‘/ (LU]V[)), Y1y oo s YM s L1y - ,a:N))] . (45)

Since s;;/ (w) is surjective and onto itself, s;;(w) has the same probability distribution as w. So s;;/(s;s(w)) also define a
RV with the same PDF as w, and hence (45) implies (43).

O

C. Proof of Theorem 3.5

We start with the following key lemma:
Lemma C.1. With probability at least 1 — § over x1, ..., xy,

§+12\/2RNET”X”F10gN+8 2log(45)
N Nlog?2 N

g, (I @) - p@)] < g e -

x~Px

where I1* is the optimal permutation matrix in LHS of (37) in the proof of Theorem 3.4.

Proof. Let us define the following:

Ix(f) 2 DSBS, (@ md))
n=1

SE(f, (z,m)) £ |IT* f(z) — m|*.

Note that Lx (f) can be viewed as the empirical loss in statistical learning where a dataset of N i.i.d samples
(z1, mti)7 .o (2, m?v) are given. Denote Py ¢+ as the PDF of the joint distribution of (x,,, m}), and define

LPX,fh (f) = E [SE(f’ (:1:, mh))] ’

(wvmh)"/’)x,fh
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which is the expected loss. Then it is readily to apply a standard generalization bound from (Shalev-Shwartz & Ben-David,
2014, Theorem 26.5) using the fact that SE(f, (z, m)) < 2. That is, we have that

Lp, .(f) < Lx(f)+2R(SEo Fo X) +8 21%(4/5),
holds with probability of at least 1 — §. The first term is
L () = [ T0M — b}
The second term is bounded by following the proof of Lemma A.3,
N(eSEofoX||||)<./\/< \/]:OX””F) (46)

8R X
< exp <NET2HF> (By Lemma A.10).
€

Inequality (46) holds by applying Lemma A.7 and the fact that function ¢y, () £ || — m)||® is 2v/2-Lipschitz continuous
on the domain A = {m ERE |2>0,1Tx = 1}. This is because of the following fact:

IVém (@) = 2|la —m| < 2v2.

We proceed by deriving a bound on R(SE o F o X)) with the help of Dudley’s entropy integral technique. In particular,
applying Lemma A.6 on the set SE o F o X, the following holds: For any integer 7" > 0,

2 T
R(SEoFoX) < ¢ ZQ t\/log (c27t,SE o F o X))

02 T 9—t 8 Rygt ||XHF
Z o

c2” T + ].2T\/ 2RNET ||X||F

VN '

Substituting ¢ = 2 as the upper bound of the loss SE and setting 7" = | 0.5 log, (V) | gives

R(SEo FoX) < — 4 6v2her | Xl log N

N Nlog?2
Therefore,
1 12,/2RNET | X || log N 2log(4/6)
I f* —“2}<—H*M* M+ 2 F gy 2280
(@mt) P, f {H P -mi] < 5 [ N Nlog2 * N
holds with probability of at least 1 — J. O

By Theorem 3.4,

N
N 1 . 2 2
Lx(f) =+ rrll_}nz |TIM* — M?||, < ANe(M,5)? + NK2(1 + 802, (VH)e' (M)

n=1

holds with probability of at least 1 — § — K?2/M%25, Invoking Lemma C.1 gives the conclusion,

B[ @) - meP] < ANC(M.6)° + K21+ 802, (VE)E (M)
(z,mi)~Px,fl N

124/2 Rygr HX”F log N 18 2log(4/9)
Nlog?2 N

hold with probability of at least 1 — § — K2 /M2,
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D. Proof of Theorem 3.7
As max (log(1/a),log(M)v/Reet /) /VM — 0, || P* — P* Hi — 0 accords to Lemma 3.3, which means

(M*'M* = P~

This gives a guarantee that there exists permutation matrix I such that IIM~ = M? by invoking (Huang et al., 2014,
Theorem 4). Lastly, applying Lemma C.1 concludes the proof.

E. Proof of Theorem 4.1
Invoking Lemma 3.3 and considering max (log(1/a), log(M)v/Rue: /a) /v M — 0 gives

P* = (M*)T(A*)TA*M* — Ph

at the limit. As assumed in Theorem 4.1, rank((M%)"(A)TA) = K, thus rank(M*) = K. As proved in (Huang et al.,
2016), M satisfying SSC means rank(M?) = K, which also means rank((M?)"(A)TA) = K if rank(A) = K. It
implies that there exists an invertible matrix @ such that M* = Q' M?¥. To proceed, we use the following proposition
which is a part of the proof of Theorem 1 in (Fu et al., 2015b).

Proposition E.1. For K < N, let M € RE*N be a matrix of rank K and M > 0,1"M = 1. For any invertible matrix
Q such that M = Q~' M satisfies M > 0,1"M = 17, then |det Q| > 1. In addition, the equality holds if and only if Q
is a permutation matrix.

By Proposition E.1, |det(Q)| > 1, and hence
det(M*(M*)") = det(Q ' M*(M*)'Q™") = det(Q) *det (M*(M*")") < det (M*(M?)T). (47)

As we take the solution of (12) with the M* that has the largest volume, the equality in (47) is attained. Therefore, @) can
only be a permutation matrix. The rest follows by applying Lemma C.1.

F. Additional Experiments
F.1. Effect of Neural Network Complexity

In this section, we present some additional experiments. To be specific, we repeat experiments in Tables 1 and 2 using a
more complex neural network for all the DCC methods. The purpose is to observe the effect of Rygr, i.e., the complexity
of the neural network. Here, all the DCC methods use a three-hidden-layer fully connected neural networks, where each
hidden layer has 512 ReLU activation functions. In the main text, the DCC methods used a two-hidden layer network, also
with 512 activation functions in each layer.

Tables 5 and 6 show the new results. Overall, similar results as in the main text can be seen: Vo1lMaxDCC outperforms
all other baselines, especially when noise level is getting larger. In addition, Vo1lMaxDCC enjoys a better clustering
performance when using a more complex (and thus more expressive) neural network on STL10. When, the noise level is
15%, the new ACC of Vo1MaxDCC is (0.85,0.86), which is much higher than the previous case that used a two-hidden layer
neural network (0.79,0.81). On CIFAR-10, some slight decrease of clustering accuracy occasionally appears. This may also
suggest that using a deeper neural network may not always be the best choice. As implied in our theorems, a more complex
neural network increases Rygr, which may increase the risk of overfitting—especially when NV is not very large. In practice,
the neural network structure may be selected following standard procedures, e.g., using validation sets, if available.
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Table 5: Clustering performance of (seen data, unseen data) on STL10; Nypseen = 2000.

Methods
Noise DC-GMM| C-IDEC |vanillaDCC|VolMaxDCC
level
ACC 0.89,0.8710.88,0.87| 0.88,0.86 0.92, 0.91
0.0% NMI 0.83,0.80(0.79,0.78| 0.79,0.76 0.84, 0.82
ARI 0.80, 0.78 |0.77,0.76| 0.82, 0.80 0.84, 0.83
ACC 0.78,0.79 10.77,0.79| 0.76,0.77 0.85, 0.86
8.3% NMI 0.68,0.7010.67,0.69| 0.56,0.59 0.73, 0.75
ARI 0.59, 0.61]0.59,0.61| 0.66, 0.68 0.77, 0.78
ACC 0.72,0.74 10.69,0.70| 0.69,0.71 0.84, 0.85
10.3% NMI 0.63, 0.65]0.58,0.60| 0.47,0.49 0.72, 0.73
ARI 0.51,0.53]0.49,0.51| 0.60, 0.61 0.77, 0.78
ACC 0.59,0.5910.56,0.57| 0.54,0.55 0.85, 0.86
15.0% NMI 0.52,0.53]0.49,0.50| 0.33,0.34 0.72, 0.74
ARI 0.36,0.3710.37,0.38| 0.48,0.49 0.77, 0.78

Table 6: Clustering performance of (seen data, unseen data) on CIFAR10; Nypseen = 45000.

Methods
Noise DC-GMM| C-IDEC |VanillaDCC|VolMaxDCC
level
ACC 0.90, 0.89[0.88,0.87| 0.89,0.87 0.91, 0.90
0.0% NMI 0.83, 0.80 |0.81,0.79| 0.80,0.77 0.83, 0.80
ARI 0.82,0.7910.79,0.76| 0.82,0.79 0.84, 0.82
ACC 0.86, 0.86 [0.85,0.86] 0.85, 0.86 0.86, 0.86
4.9% NMI 0.77,0.77 |0.77,0.77| 0.73,0.73 0.73,0.74
ARI 0.73,0.7310.73,0.74| 0.77,0.77 0.77,0.77
ACC 0.78,0.78 [0.76,0.77| 0.76,0.77 0.81, 0.81
8.7% NMI 0.72,0.720.70,0.70| 0.58,0.58 0.65, 0.66
ARI 0.59, 0.60 0.59,0.59| 0.70, 0.70 0.73, 0.73
ACC 0.70,0.71 [0.74,0.75| 0.67,0.68 0.81, 0.81
10.9% NMI 0.64, 0.65|0.66, 0.66| 0.47,0.48 0.65, 0.66
ARI 0.50, 0.51]0.56,0.57| 0.61,0.61 0.74, 0.74

F.2. Effect of Pretrained Features

To see the effect of pre-training, we re-run the methods with feature vectors output by less well-trained feature extractors by
(Li et al., 2021b). To be specific, here, the extractor is trained using 600 epochs, instead of 1000 epochs as in the main text.
Nonetheless, similar results are observed in Table 7.

Table 7: Clustering performance of (seen data, unseen data) on ImageNetl10; Nypseen = 2000; embedding vectors are

extracted by training (Li et al., 2021b) for 600 epochs.

Methods
Noise K-means| COP-Kmeans | PCKmeans DC-GMM C-IDEC VanillaDCC VolMaxDCC
level
ACC 0.83, — |0.794+0.06, — |0.744+0.07, — | 0.97+0.00, 0.96-0.00 | 0.96+0.00, 0.96+-0.00 | 0.96-£0.00, 0.96+-0.00 | 0.97-+0.00, 0.96+0.00
0.0% NMI 0.78, — |0.76+0.03, — [0.76£0.03, — | 0.92-£0.00, 0.90+0.01 | 0.91+0.00, 0.91+0.00 | 0.934-0.00, 0.91+0.00 | 0.93+-0.00, 0.91+-0.00
ARI 0.66, — |0.66+0.06, — |0.59+0.10, — | 0.93-0.00, 0.90+0.01 | 0.92+0.00, 0.91+0.00 | 0.924-0.00, 0.914+0.00|0.924+0.01, 0.91+-0.00
ACC — 0.81+0.03, —[0.66+0.05, — [0.91+0.00, 0.91+0.00 | 0.94+0.01, 0.94+0.01 |0.89+0.01, 0.90+0.01]0.92+0.02, 0.92+0.02
4.4% NMI — 0.75+0.01, — | 0.73+0.02, — | 0.85+0.01, 0.86+0.01 | 0.89+0.01, 0.89+0.01 | 0.80+0.00, 0.80+0.01|0.85+0.02, 0.85+-0.02
ARI — 0.66+0.03, — | 0.54+0.07, — | 0.82+0.01, 0.82+0.01 | 0.88+0.02, 0.87+0.02 |0.83+0.01, 0.84+0.01|0.87+0.01, 0.87+0.01
ACC — 0.80+0.03, —[0.73+0.07, — | 0.85+0.03, 0.85+0.04 | 0.92+0.01, 0.92+0.01 |0.81+0.00, 0.81+0.00|0.92+0.01, 0.92+0.01
5.8% NMI — 0.74+0.01, —0.76+0.04, — | 0.81+0.01, 0.82+0.01 | 0.86+0.01, 0.87+0.00 | 0.72+0.01, 0.72+0.01|0.84+0.01, 0.85+0.02
ARI — 0.65+0.03, — | 0.60+0.06, — | 0.75+0.03, 0.75+0.03 | 0.844+0.01, 0.84+0.01 |0.7940.01, 0.79+0.01 | 0.86+0.01, 0.87+0.01

F.3. Validating Identifiability Claims using Synthetic Data

We generate synthetic data with N = 2000, K = 3. The first 1000 data points act as the seen samples, and the rest act as
unseen data. In order to generate valid membership M?, we sample N random unit vectors, followed by adding i.i.d element-
wise Gaussian noise with mean of 0 and variance of 0.1. The resulting matrix is then truncated to ensure that its elements are
nonnegative. Lastly, the columns of M are normalized using their respective ¢;-norms to become valid probability mass
functions. For constructing feature vectors % corresponding to membership m?, we choose a simple nonlinear function f
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(a) Average MSE of VanillaDCC of 5 random trials against (b) Median MSE of 10 random trials against different M’s.
different M’s.

who is defined through its inverse, i.e., f~1 defined as: £~1(mf) £ [2m},3m} + 1, mim} + m3 — 2], Such construction

guarantees the existence of a function mapping from feature vector x € X to its corresponding membership vector m.

To acquire the pairwise annotations, we sample M pairs of indices uniformly. The pair similarity labels are then drawn from

the Bernoulli distribution as described in Section 3.1. The performance of estimated membership M is measured using the
mean squared error (MSE), which is defined as

K

Hlln E

Fig. 3a shows the median of the MSEs on the training and test sets of the Vani11aDCC over 5 random trials. One can see
the MSE is fairly low and decreases as M increases—which is consistent with our theory.

M (k,:)
| M (,:)]|

TIME(k,:)
[TEMA(, 2) |

MSE(]/\E M) = IT is permutation matrix.

To simulate noisy pairwise constraints, we keep the above setting and include a confusion matrix A as follows

1.0 0.2 0.3
A= 100 08 0.3
0.0 0.0 04

Fig. 3b shows median MSE over 10 trials on seen and unseen data of VanillaDCC and VolMaxDCC using different
number of pairwise constraints. One can see that using A > 0, i.e., by promoting maximal volume of solutions, the MSE
performance is much better, in the presence of noisy annotations. This shows the usefulness of the volume regularization in
enhancing membership identifiability.

F.4. Results with Standard Deviation

In Tables 1, 2, 3, we only reported the average to avoid too-dense looking table. We report those results here with standard
deviation in Table 8,9,10, respectively.

Table 8: Clustering performance of (seen data, unseen data) on STL10; Nynseen = 2000.

Methods
Noise Kmeans COP-Kmeans | PCKmeans DC-GMM C-IDEC VanillaDCC VolMaxDCC
level
ACC 0.714+0.03, — [0.66+0.04 , —[0.70+0.08, —[0.88 £ 0.04, 0.87+ 0.04|0.89+0.01, 0.88+0.02|0.93+0.00, 0.91+0.00|0.91+0.03, 0.89+0.03
0.0% NMI 0.75+0.01 , —[0.67+0.02 , —|0.724+0.02, — | 0.82+0.02, 0.80-£0.02 0.81£0.01, 0.8040.02|0.84+0.01, 0.81-£0.01 | 0.82+0.03, 0.80+0.03
ARI 0.544+0.03 , —|0.524+0.03 , —|0.554+0.06, — | 0.80+0.04, 0.78+0.03 |0.79+0.02, 0.7740.02|0.85+0.00, 0.83-:0.00 | 0.84+0.01, 0.82+0.01
ACC — 0.704+0.04, — |0.70+0.04, —| 0.75+0.03, 0.76+0.03 [0.774+0.01, 0.79+0.01|0.78-+0.00, 0.80+0.01]0.80+0.01, 0.81-0.00
8.3% NMI — 0.64+0.03, — |0.71+£0.02, —| 0.67£0.01, 0.69+0.01 |0.674+0.01, 0.69+0.01|0.59-+0.00, 0.624+0.01|0.64+0.02, 0.65+0.02
ARI — 0.5140.03, — |0.56+0.04, —| 0.5740.02, 0.594+0.02 |0.594+0.02, 0.61+0.01|0.69-+0.00, 0.714+0.01|0.73+0.02, 0.74+0.02
ACC — 0.62+0.05, — |0.69+0.04, —| 0.70+0.02, 0.72+0.03 [0.70£0.03, 0.71£0.03]0.72+0.01, 0.73+£0.01 [ 0.79+0.00, 0.81+0.00
10.3% NMI — 0.59+0.02, — |0.73£0.01, —| 0.62+0.02, 0.6440.02 |0.60+0.02, 0.62+0.02|0.50+0.01, 0.5140.01|0.68+0.00, 0.70-£0.00
ARI — 0.44+0.03, — |0.55+0.02, —| 0.51£0.01, 0.524+0.02 |0.5040.03, 0.52+0.03 |0.62-+0.00, 0.6440.01|0.77+0.01, 0.78-0.00
ACC — 0.62+0.05, — |0.64+0.07, —| 0.60£0.02, 0.614+0.02 [0.574+0.01, 0.57+0.01|0.56-+0.03, 0.584+0.03|0.79+0.00, 0.81-£0.00
15.0% NMI — 0.544+0.01, — 0.72+0.01, —| 0.54+0.01, 0.554+0.02 |0.504+0.02, 0.50+0.02|0.33+0.01, 0.354+0.01|0.68+0.01, 0.69+0.01
ARI — 0.4140.02, — |0.52+0.05, —| 0.38+0.02, 0.394+0.01 |0.384+0.01, 0.39+0.02|0.50+0.01, 0.514+0.01|0.76+-0.02, 0.77+0.02
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Table 9: Clustering performance of (seen data, unseen data) on CIFAR10; Nynseen = 45000.

Methods
Noise Kmeans COP-Kmeans | PCKmeans DC-GMM C-IDEC VanillaDCC VolMaxDCC
level
ACC 0.78+0.00 , —[0.67+0.06, —[0.67+0.06, —[0.91+0.01, 0.89-+£0.01]0.90+0.01, 0.89+0.01[0.92+0.00, 0.90+0.00[0.91+0.01, 0.90+0.00
0.0% NMI 0.714+0.00 , —|0.66+0.02, —| 0.71£0.02, — [ 0.834+0.01, 0.814-0.01 | 0.83+-0.01, 0.81+-0.01 | 0.84+-0.00, 0.80+0.00 | 0.831+-0.01, 0.80+0.01
ARI 0.62+0.00 , —|0.54+0.05, — | 0.55+0.05, —| 0.824+0.01, 0.79+0.01 | 0.81+0.01, 0.79+0.01 | 0.85+0.00, 0.81+0.00| 0.84+0.00, 0.82+0.00
ACC — 0.7540.04, —[0.70+0.06, — | 0.86+0.00, 0.86+-0.00 | 0.86--0.00, 0.86+-0.00]0.86+0.00, 0.86--0.00 | 0.86+-0.00, 0.86-0.00
4.9% NMI — 0.69+0.01, —|0.69+0.02, — | 0.7710.00, 0.7710.00 | 0.77+0.00, 0.77+0.00 | 0.734+-0.00, 0.734-0.00 | 0.734-0.00, 0.744-0.00
ARI — 0.60+0.03, —|0.57+0.04, —| 0.734+0.00, 0.74-+0.00 | 0.73+0.00, 0.74+0.00 | 0.77+0.00, 0.77+0.00 | 0.77+0.00, 0.77-+0.00
ACC — 0.64+0.06, —[0.724+0.06, — [ 0.76+0.04, 0.76+0.04 | 0.76£0.02, 0.76+0.02]0.76+0.02, 0.77+0.02 [ 0.83+0.01, 0.83+0.01
8.7% NMI — 0.63+0.02, —|0.69+0.02, — | 0.711-0.02, 0.71+0.02 | 0.70+0.01, 0.7040.01 | 0.584+0.01, 0.59+0.01 | 0.704-0.01, 0.704+-0.01
ARI — 0.49+0.04, —|0.59+0.03, —| 0.58+0.03, 0.59+0.03 |0.59+0.01, 0.60+0.01 | 0.70+0.01, 0.70+0.01|0.75+0.01, 0.75+0.01
ACC — 0.68+0.06, —[0.70+0.04, —[0.74+0.03, 0.74+0.02]0.73+£0.02, 0.73+0.02]0.68+0.00, 0.69+0.01 | 0.82+0.01, 0.82+0.01
10.9% NMI — 0.61+0.03, —|0.68+0.01, — | 0.6740.02, 0.68+0.02 | 0.651+-0.01, 0.66+0.01 | 0.48+0.01, 0.49+0.01 | 0.68+0.02, 0.68+0.02
ARI — 0.50+0.05, —|0.57+0.03, —| 0.554+0.03, 0.55+0.03 |0.56+0.03, 0.574+0.03 | 0.62+0.01, 0.63+0.01|0.74+0.01, 0.74+0.01
Table 10: Clustering performance of (seen data, unseen data) on ImageNet10; Nypgeen = 2000.
Methods
Noise Kmeans COP-Kmeans | PCKmeans DC-GMM C-IDEC VanillaDCC VolMaxDCC
level
ACC 0.85+0.00 , —[0.79+0.06, — | 0.70+0.06, —[ 0.97+0.00, 0.96--0.00 | 0.97+0.00, 0.96+-0.00 | 0.97--0.00, 0.96+0.00 | 0.97+0.00, 0.96-0.00
0.0% NMI 0.80+£0.00, — |0.77+0.03, —| 0.754+0.04, — | 0.93+0.00, 0.91+0.00|0.93+0.00, 0.92-0.00 | 0.94+-0.00, 0.91+0.00 | 0.940.00, 0.91+0.00
ARI 0.68+0.00, — |0.66+0.05, —| 0.5540.07, — | 0.944-0.00, 0.92+0.00 | 0.94-:0.00, 0.92+0.00|0.93+0.00, 0.91+0.00{0.9340.00, 0.91+0.00
ACC — 0.79+0.09, —[0.66+0.12, —[0.934+0.01, 0.924+0.01 | 0.934+-0.00, 0.93+0.00 | 0.924+0.01, 0.914+0.01 | 0.94+-0.01, 0.94+-0.01
3.4% NMI — 0.75+0.04, — | 0.73+0.05, —| 0.86+0.01, 0.85+0.01 | 0.87+0.01, 0.86+0.01 | 0.83+0.02, 0.82+0.02 | 0.88+0.01, 0.87+0.02
ARI — 0.654+0.07, —|0.524+0.12, — | 0.8440.01, 0.83+0.01 | 0.86-£0.01, 0.85+0.01|0.84+0.01, 0.84+0.01 | 0.89+0.01, 0.88+0.01
ACC — 0.74+0.07, —[0.72+£0.08, — | 0.844-0.01, 0.844-0.01 | 0.88+0.01, 0.88+0.01 | 0.844-0.00, 0.844-0.00 | 0.92+-0.00, 0.91+-0.00
6.9% NMI — 0.70£0.03, — | 0.76+0.04, —| 0.79+0.01, 0.79+0.00 | 0.82+0.01, 0.82+0.01 | 0.70+0.01, 0.70+0.00 | 0.84+0.00, 0.83-+0.00
ARI — 0.584+0.05, —[0.59+0.09, —|0.71£0.01, 0.714+0.01 |0.77+0.02, 0.7740.02 | 0.77+0.01, 0.77+0.01 | 0.88+0.00, 0.87+0.00
ACC — 0.72+0.05, —[0.62+0.07, — [ 0.7140.03, 0.724+0.030.80+0.02, 0.814+-0.02 | 0.65+0.01, 0.66+0.01 | 0.91+0.01, 0.90+-0.01
11.2% NMI — 0.64+0.02, —|0.73+0.03, —| 0.68+0.01, 0.70£0.01 | 0.74+0.02, 0.76+0.02 | 0.49+0.03, 0.52+0.02 | 0.83+0.01, 0.82+0.01
ARI — 0.5440.03, —|0.5140.09, — | 0.56+0.02, 0.58+0.02 | 0.66-0.03, 0.68+0.03 | 0.62+0.03, 0.63+0.02 | 0.87+0.01, 0.86-0.00

28




