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Abstract

We study how to fine-tune LLMs using user-edit deployment data consisting of
a set of context, an agent’s response, and user edits. This deployment data is
naturally generated by users in applications such as LLMs-based writing assistants
and coding agents. The natural origin of user edits makes it a desired source for
adapting and personalizing of LLMs. In this setup, there emerges a unification of
various feedback types namely preferences, supervised labels, and cost that are
typically studied separately in the literature. In this paper, we initiate the theoretical
investigation of learning from user edits. We first derive bounds for learning
algorithms that learn from each of these feedback types. We prove that these
algorithms have different trade-offs depending upon the user, data distribution,
and model class. We then propose a simple ensembling procedure to jointly
learn from these feedback types. On two domains from Gao et al. [21], we show
our ensembling procedure outperforms these methods that learn from individual
feedback. Further, we show that our proposed procedure can robustly adapt to
different user-edit distributions at test time.

1 Introduction

Post-training of LLMs has become a critical step in developing large language models (LLMs)
in recent times. In particular, high-quality data is a valuable artifact for making LLMs useful for
domains of interest. Modern approaches typically employ annotators to label a variety of feedback
ranging from full human written gold responses to labeling binary preferences [17, 37]. However,
these approaches are inherently expensive. In contrast, some recent works have attempted to use
deployment logs generated by natural interactions of users with LLM Agents to improve these
models [15, 21, 25]. In particular, for a broad class of LLM applications such as coding and writing
assistants, user edits [19, 21] form a natural mode of feedback found in deployment logs. Motivated
by this, we study how to fine-tune LLMs to a given task using user-edits in deployment logs.

Consider the application in Figure 1 where an LLM agent is being used as a writing assistant. In any
given session, a user can query the agent at any time to solve a task such as generating an email given
a short description. If the LLM’s response is unsatisfactory, the user typically edits the response
to fix the deficiencies. For example, the user may prefer a certain writing style that the base LLM
agent may not be tailored to generate. We emphasize that these edits are naturally generated by
the users making it easy to scale this feedback. Further, since the user has a stake in solving their
own problem, we can assume that the edit feedback is of reasonable quality. In contrast, in RLHF
applications, feedback such as pairwise preference is collected by hiring annotators to label a pair of
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Figure 1: Illustrates our learning from edits setup (Protocol 1). An interesting feature of our setup is
that it contains three fundamental types of feedback that can be used to fine-tune policies. We show
that using multiple feedback types leads to better policies.

LLM responses and typically requires a quality check. Finally, edit feedback is also convenient to
provide since state-of-the-art LLMs are often able to generate a reasonable response that may only
need small edits to make it suitable.

There has been significant progress in the development of LLMs over the last few years. However,
LLMs are not oracle and cannot apriori adapt to a given user or task preference [47, 52]. A common
solution is to prompt these models with the needed preferences and requirement often as a system
prompt [32]. However, users in real applications are not prompt-engineers and may not list all
their preferences in the prompt, or may even be aware of their preferences. Further, the needs and
preferences can be complex, context-dependent, and maybe hard to describe. This necessitates using
of user feedback such as edits to improve the agent’s response over time.

Our learning protocol shown in Figure | consists of an offline learning phase that uses a dataset of
deployment logs containing user interactions with the LLM agent. Each data point consists of an
original context, along with the agent’s response and any user edits. The dataset can be collected from
a single user if we are personalizing to a given user’s preference, or multiple users if we are learning
more general preferences. This dataset is used to adapt the LLM agent. The second phase of our learn-
ing consists of an online learning phase during which the agent interacts with a user, or multiple users,
to generate a response. We penalize the agent during this phase by the amount of edits, as measured
by an edit cost, that the user has to perform to make up for the deficiencies in the agent’s response.
As in a real-world setting, user(s) during the online learning phase can be misaligned with the user(s)
that provided data in the deployment logs. The goal of a learning algorithm is to effectively perform
offline and online learning to minimize the cumulative edit cost during the online learning phase.

In machine learning, there is a long line of work on development of optimal algorithms given a set
of feedback such as from rewards [51, 48], actions [43, 29], or preferences [17, 37]. As shown in Fig-
ure 1, an interesting property of our learning setup is that all three aforementioned feedback types
co-occur in this setting. Namely, given the context and user edits, one can simply fine-tune the LLM on
the user edits. Alternatively, one can use induce a preference data using the user edits as the preferred
response over the agent response. Finally, one can also use the edit distance as a reward to perform
reinforcement learning. This provides a rich space to develop algorithms. In this work, we initiate a
theoretical investigation into learning from user edits. Our purpose is two-fold: one is to provide prin-
cipled reasoning for our algorithm choices and compare them to other learning settings, and the second
is to predict empirical phenomena that can help in deployment. We first provide bounds for three basic
algorithms that use the three separate feedback, and demonstrate that these algorithms have different
trade-offs. We then propose an ensembling approach that can balance these different trade-offs.

We evaluate these different methods and our ensembling approach on two domains from Gao et
al.,, [21]. These domains evaluate the ability of an LLM agent to personalize to a simulated user’s
latent preference based purely on user edit feedback. We show that across a range of different settings,
the ensembling approach perform better than algorithms that use a single feedback type.



2 Preliminary

Notation. We use calligraphic letters such as I/ to denote sets. We define A(If) as the set of all
distributions over a countable set &/. For any N € N, we define the set [N] = {1,2,--- ,N}.
We define the set of all texts as ) and the set of all contexts X’. The context can include text
along with other multimodal data such as images or videos. We define the set of LLM policies as
II = {r: X - A(Y)}. Given a context x € X, and a policy 7 € II, we can sample a response y ~
(- | ). We assume that LLMs can accept multimodal input if the context contains multimodal data.

Learning from user-edits. In our setup (Protocol 1), the agent is repeatedly queried by a user
to generate a response y given a context . For example, in the writing assistant application, the
assistant agent may be triggered to generate an email draft given a short prompt. The context x will
include this prompt along with the content of the existing document and application metadata such as
environment variables and the agent’s calendar information. The agent will then generate a response
y, which is the email draft. If the user finds the response unsuitable, they may edit it to y'. If they
decide not to edit, then we have y' = y. We will always state there is a user edit, and if y = 7/
then we will call this an empty edit. We assume the user edits can be modeled with an unknown
distribution ¢ : X x Y — A()Y) such that given a context x and response y, the user generates the
edity’ ~ q(- | z,y).

We emphasize that the user performs the edits as they need the result for their own needs. This
contrasts with the more commonly used preference data in the RLHF literature which is collected
by asking annotators to label a pair of responses. As this is not a natural task, the annotators are
often compensated. In contrast, user edits provide freely generated deployment data for performing
never-ending fine-tuning of LLMs.

The necessity for user edits is due to deficiencies in the agent’s response y. Further, the more edits
the user has to make, the more deficient is the agent’s response. We can measure this deficiency with
an edit cost ¢ = Aegi(y, y') where Aegic : Y2 — [0, cmax] is a suitable edit distance metric. The edit
cost c¢ is higher if the user performs more edits and 0 only if edits are empty (y = ). Following Gao
et al., [21], we use Levenhstein edit distance over sub-tokens for defining A.g;; in our experiments.
However, our analysis and algorithm development are independent of the choice of A.q;. We are
now ready to state our formal setup.

Formal Learning Setup. Protocol 1 states our formal setup. We assume access to a dataset of
n user edits D = {(z;,y;, vy}, and a policy class II. For every i € [n], we assume z; ~ p(-),
Yi ~ Tret(+ | ), and ¥, ~ q(- | x;,y;), where p is the context distribution and 7, is a reference
policy used to generate the agent response. The reference policy can be a pre-trained LLM that is
used to warmstart the problem. This is a typical deployment dataset that is encountered in writing
and coding assistant applications. This data distribution can be used to perform fine-tune policies in
the offline learning phase (line 1).

After this, the agent is evaluated over a series of 1" episodes during the online learning phase. In
each interaction, the world (which includes the user) will provide a context x; ~ p (line 3). The
agent can generate a response ¥ for this context (line 6). Finally, the user generates an edit y; which
leads to an edit cost of ¢; to the agent (line 5-6). The goal of the agent is to minimize the total edits
performed during these 7" episodes (line 9). We allow the agent to perform online learning during
these 71" episodes. However, T" may not be large enough to perform a full fine-tuning. Consequently,
any learning algorithm should try to effectively use the edited dataset D.

Our setup can be applied to both settings where edits are performed by an arbitrary set of people
or when they are performed by a single person or a particular group. In the first case, we need to
learn general preferences, whereas the latter is a personalization setting since we need to learn the
preferences of a particular person or group.

We define a few useful concepts to enable us to state our formal objective. We first define the expected
cost of a response y in context z as c(z,y) = Eyrq(.|z,y) [Aedit(y,%')]. Given a policy 7 € II, we
then define its expected cost as J(7) = E, <) yr(.|z) [c(2, y)]. We also define a 3-KL regularized
objective as:

m(y | z)

. 1
'/Trcf(y | l) ( )

Jﬂ (71') = IEm~p,y~7r(-|ac) C(Z‘, y) + ﬁlog



Protocol 1 Finetuning LLMs from User Edits. An algorithm needs to implement the lines in brown.

Require: Given a dataset D = {(z;, y;,y})}", of user edits. Also, given a policy class II.
1: Initialize agent using D /I Offline learning phase
2: fort=1,2,3,--- ,Tdo
World presents context xy
4 Agent generates a response ¥ // Online learning and evaluation phase
5 User edits the response to y;
6: Agent receives a cost for edits ¢; = Aeaic(Yt, Y1)
7:

T
Return }},_, ¢;

It is well-known that optimal solution for objective in Equation 1 is given by 2 (ylz) =
%Z)Iw) exp (#) Tret (y|z) where Z(x) = 3 /oy exp (%y')) [40]. We assume 7% € II
for the given 3 and following RLHF literature [37, 40], we compete with this KL.-regularized optimal

policy. Formally, we define the sub-optimality (SubOpt) of a policy 7 and the regret (Reg) of an

agent during the online learning phase as:
T

SubOpt(7) = Ja(w) — Js(7?), Regy = Z Sub0pt (7¢) - )
t=1

where 7, is the policy played by the agent in the t** episode. We also define
D(m,w') = Eanp||7(- | 2) —7'(- | 2)|1v] as the expected total-variation distance between
two policies 7 and 7’. Our goal is to find an interactive learning algorithm that learns from the offline
dataset D and minimizes the regret Reg,> during the online learning phase with high probability.

3 Principled Learning from User-Edits

There are two stages of learning in Protocol | offline and online. We discuss learning in these two
stages below where one has access to a moderately large dataset of user edits and a much more
limited number of online learning episodes.

3.1 Offline Learning from User-Edits

Our learning protocol (Protocol 1) contains multiple feedback sources that are typically studied
separately in the ML literature. We discuss learning algorithms for each feedback source below.

A. Learning from User Edit Supervision. User edits ¢’ provide a reasonable sample of the desired
behavior. Therefore, one can directly learn a policy 7syp by fine-tuning on the user-edits:

n
#sup = arg max fsyp(m), where {syp(m) = 1 Z logm(y; | @;). 3)
mell n ]

B. Learning from Preferences. It is possible that users only partially improve the agent’s response y
when editing it to ¢’ and that the optimal response is still far from y’. In this case, fine-tuning on g/’
can lead to sub-optimal behavior. In contrast, one can use the observation that as users edited y to v/,
this implies that ¢/’ is preferred over y and we can use this to perform learning from preferences. We
can use any preference-learning approach with dataset {(x;, y;, y;)}"_, where y; > y;. For example,
we can perform Direct Preference Optimization (DPO) [40] to learn policy 7prgk:

TPREF = arg max fprer(T),  where @
TE
18 m(y} | z;) m(yi | @)
Cprep(T) = — log0<ﬁlogl_m°g '
=52 Teet W1 21) % Tt (i ] )

We emphasize an important difference between the distribution over preferences in Equation 4 and
the typical RLHF literature [17, 6, 37], where the preference pair (y,y’) is typically generated by
independently sampling from the reference policy. In contrast, in our setting only one response is
generated from the reference policy whereas the other is generated by user edits. This distributional
change impacts both the theoretical analysis and empirical performance.



Algorithm 1 LateEnsemble of Policies using Upper Confidence Bound.

Require: Given a dataset D = {(z;, y;,y})}", of user edits. Also, given a policy class II.
1: Create a list of policies ¥ = [#sup, pREF; TRL, TEF| bY fine-tuning on D /I Offline learning

2: Define total cost C'(7) = 0 and count N (7) = 0 for each policy 7 € ¥
3: fort=1,2,3,--- ,T do

4: World presents context xy

5: If t < |¥|, then m; = U[t] else m; = arg mingey {f,((;)) -« 1]%1;(5:))

6: yr ~ (- | x4) // Online learning
7: User edits the response to y;

8: Agent receives a cost for edits ¢; = Aeqic(yt, ¥})

9: Update cost and counts: C(m;) = C(my) + 3 N(m) = N(m) + 1.

C. Learning from Cost. We observe a cost ¢; = Aggi(y;, ;) for every datapoint which is a sampled
from our cost function c(z,y) = Eyrq(.|2.y) [Dedit(y, y')]. We can, therefore, use this to train a cost
model which can be used to perform reinforcement learning. Formally, given a cost model family F
we first learn a cost model via square-loss regression:

f = argmin e D (F@iwi) — ) ®)

fe]-'nizl

A direct empirical approach will be to use this cost function and perform RL on an empirical

distribution over the contexts in D. However, f need not be well-calibrated for all responses.
Motivated by this consideration, we define a pessimistic cost function, f(z,y) = max rer (z,9)

where the set of functions F = {f eFst Yy <f(:v,y) — f(z, y)) <v(F, 5)} for y(F,0) =

@ (log (@)) is a confidence set of cost functions that agree with the historical data. We then train

the policy 7r to optimize this cost under KL-constraints on our input contexts.

m(y | i) ]

7Trcf(y ‘ xz)

L = Arg M E; Lgne([n]),y~r(-Jz:) [f(% y) + Blog (6)

While computing the f is computationally impractical in the general setting, we neverthless use this
pessimistic RL algorithm in Equation 6 for our theoretical analysis.

Early-Ensembling of Losses. As we will demonstrate later, the aforementioned three approaches
have different trade-offs. Therefore, it might be advantageous to learn a robust policy by optimizing
jointly over their losses. We call such an approach an early ensembling. For example, it is quite
common in RLHF literature to add the supervised learning loss to the preference learning loss [38]:

TEF = arg ITPEIIIII (EPREF(TF) + )\fSUp(ﬂ’)) . 7)

We later empirically investigate the form of early ensembling described in Equation 7.

3.2 Adaptation During the Online Learning Case

During the online learning phase, we encounter a small number of episodes where the main goal is to
evaluate the agent. In practice, this will be the deployment phase where the agent interacts with real
users. However, this also provides an opportunity to perform any additional adaptation.

A key challenge of offline approaches is that different methods have different trade-offs. Early-
ensembling approaches may not be able to effectively balance between these trade-offs. This is
especially true, if the user distribution at test time is different from train time, which can happen
in practice. Unfortunately, the small number of online episodes makes it challenging to do any
effective fine-tuning. Motivated by these two considerations, we employ a very simple approach
of training a set of policies using the different offline learning methods. During the online learning
phase, we then run a bandit algorithm to select which of the learned policy to use for generating
the response. We use the user-edit cost as input to the bandit algorithm. We call this approach a



late-ensembling of policies. Algorithm | gives an example using the Upper Confidence Bound (UCB)
approach [5, 31, 11], however, other bandit approaches can also be used.

Pure Online Learning Setting. In Appendix A, we consider a pure online learning variant of Pro-
tocol 1 with a large 7" and without an offline learning phase, and derive a no-regret algorithm for it.

4 Theoretical Analysis of Learning from Edits

In the last decade, significant theoretical understanding has been achieved in reinforcement learning
where the feedback is reward, and imitation learning where the feedback is action. Can we achieve
the same for learning from edits? We initiate the theoretical understanding of learning from edits to
provide a motivation for our algorithm design and predict experimental phenomena.

4.1 Theoretical Setup and Assumptions.

We start by stating our modeling assumption for the user distribution in Assumption 1. We assume
that the user is more likely to edit a response y to ¢’ instead of the reverse depending upon how much
more likely is 3’ under the optimal policy 7* instead of y. This is stated formally in Equation 8
which we call the balance equation. This equation can be viewed as serving a similar purpose as
the Bradley-Terry distribution in RLHF [10, 17] by providing a smooth characterization of user
behavior. We also assume that the user distribution has a non-zero probability of generating the
optimal response for any input response y. This probability can be small but does not need to scale
with the size of the generation space |)|.
Assumption 1 (User Distribution). There exists a (known) 8 > 0 such that the user distribution
satisfies the balance equation below:

dretpy ey Wlry) o) "

q(y | z,y") ﬂf(y | )

Further, for any x € X, the user has at least an i, () > 0 (possibly user dependent) probability of

generating the optimal response y* = arg maxyey ? (y | x):
VeeX,yel, q" [ 2,y) = Ymin(z) ©)

In Appendix A.l, we provide an example where this assumption holds.

From Balance Equation to Bradley-Terry Distribution. An important consequence of Assump-
tion 1 is that the preference distribution in Equation 4 satisfies the Bradley-Terry assumption. To see
this, we first realize that our preference pairs will contain two responses (y,y’) given a context x in
precisely two situations: either we generate y ~ Ty (- | ) and it is edited to y' ~ ¢(- | z,y), or we
generate y' ~ mo(- | ) and it is edited to y ~ ¢(- | z,y). The probability that we prefer y’ over y
(y' > y) is then given by the probability of the first situation normalized by the joint probability, i.e.,
Wref(y | CU)C](y/ | l’,y)
et (Y | 2)a(y' | 2,9) + met (v | 2)q(y | 2,9)
B,
= gref(y [o)m (Y’ | 2) 5 , (from Equation 8)
’/Trcf(y | Z)T('* (yl | ZC) + ﬂrcf(y, | 11})7'(* (y | l’)
_ Wref(y‘m)

— o (cla,y) —cla,y)) . (using wy(§ | ) = T exp(—

Py =y |xz,yy) =

C(ﬂ;y) ).

This justifies using DPOs even though the joint distribution over the preference pairs (y,y’) is
different than IID sampling from 7o+ which is typically studied in the RLHF literature.

As we are working with function approximations, we assume policy realizability, i.e., that our function
class is expressive enough to contain the desired policies. This is a standard assumption in theoretical
analysis of interactive learning algorithms [28, 54].

Assumption 2 (Realizability). We assume that 7% € I and q o € Il where q o 7 is the policy
defined as q o m(y|x) = X ey a(ylz, ¥ )7 (y'|z).

Our first result establishes Assumption 1 implies the edits induce a contraction property on the user
distribution,



Lemma 1. For any m € 11, the user distribution satisfies the following contraction property:

VeeX, |gom(Y |2)—nl(Y @)y < (L= ymin(@)) [7(Y | 2) = 7Y | )|,
The proof of Lemma 1 can be found in A. The contraction property implied by Lemma 1 indicates
that an iterative application of the user distribution approaches a fixed point.

Finally, we make one final assumption for stating results for DPO. We assume that the data dis-
tribution satisfies the following concentrability assumption. Similar to realizability assumptions,
concentrability assumptions are typical in RL literature (see for example [28, 54]).

Assumption 3. [Preference Concentrability] For any 7 € 11 we assume:
m(@]z) Blo m(§lz)

Ew.5.5)~Qx H»Blog 7 () 2 (i) ]
Eosi)an. Hﬂlog :(gf\x) — Blog Z@lz).

3/~ B/~
(@) 5 (§]x)

] < CpRrEF,

where Qx(2,3,3') = 3p(x) (7(§ | 2)7*(§ | 2) + 7 (7 | 2)7 (7 | 2))-

This assumption states that our data distribution has enough coverage to allow us to evaluate different
policies accurately. In practice, we can expect Cprgr to be small when IT is a small constrained class
around T,.¢. Alternatively, we can consider pessimistic-versions of preference learning methods [27]
which avoids paying for covering all policies.

4.2 Theoretical Results.

We state the results for our different algorithms below and defer their full proof and analysis
to Appendix A. Our first result is a suboptimality bound for the SFT algorithm.

Theorem 1 (SFT Result). Let € > 0 be a sub-optimality target. Under Assumption I and Assump-
tion 2 to achieve Sub0pt(fsyp) < € + O (min (nmax - D(Tref wf), Tmax * D1/2(7rrcf, Wf))) with

probability at least 1 — § it is enough to set n = ) (1%»(\6%

ﬁmax = \/]E:v~p [(]- - ’Ymin(x))2] and D(Wrefa 77?) = Ex~p H

) where Nmax = 1 — ming Ypm(x) and

met(Y | 2) — 72 (Y | 2) \TV].

We state the suboptimality bound for the offline DPO algorithm that treats the edit data set D =
{(zi,yi,y,)}1 as a preference data set in Theorem 2.

Theorem 2 (DPO Result). Let € > 0 be a sub-optimality target. Under Assumption 1, Assumption 2,
and Assumption 3 to achieve Sub0pt (7 prer) < € with probability at least 1 — § it is sufficient to set

n=Q (M> where Vi, > 0 satisfies max e Max(, y)ex xy O 1og m(yle) Vi

B2 (0" (—Vimax))? €2 Trer (3] 2)
The proof of Theorem 2 is inspired by the techniques of works such as [44, 54]. Our final result
characterizes the sample complexity of learning from costs.
Theorem 3 (RL Result). Let ¢ > 0 be a sub-optimality target. Under Assumption 2
the policy #gy satisfies SubOpt(7r.) < € with probability at least 1 — 0 when n >

_ ~ 2
Q (log(gl/é) + Cf'dEl“d(Q log(m/é)) where C? = E,., [(:Sf(g/ylg;))) ] is the policy concentra-

bility coefficient of wyer and dgiwa(F) is the Eluder dimension -a measure of statistical complexity-
of the cost function class F (see [45]).

Discussion of Trade-Offs. Theorems 1, 2, and 3 provide some guidance on the cases where using the
edit data as a preference dataset is better or worse than doing imitation learning on the edits or learning
the cost function and doing RL. When the preference coverage coefficient Cprgr is small, the sample
complexity of DPO can be much lower than that of SFT and RL. When the weighted approximation

error min {ﬂmaXD(ﬂ'rCf, 7l ), Tmax D2 (Tryef s b )} is smaller than the target error €, SFT is the pre-

ferred method. Finally, when the approximation error and preference concentrability are large, but
policy concentrability is small and the cost function is simple—for instance, a low-dimensional linear
function—Ilearning the cost function and then optimizing it is the most sample-efficient approach.



5 Experimental Results and Discussion

We empirically evaluate our theoretical findings in this section to see if they apply in complex settings
similar to what is encountered in practice.

Task Setup. We evaluate on two tasks: email writing and summarization, from Gao et al., [21]. For
each task, there exists a dataset of articles from 4 domains. Corresponding to each task and domain,
there is a list of latent user preferences described as a preference string, for example, “structured,
straight to the points, respectful, professional greeting and closing”. The setup follows Protocol 1.
In each round, the agent is given a context describing a task along with a given article. For example,
summarize a given article. The agent does not have access to the latent preference string but must
generate a response that satisfies this preference. An LLM user generates an edit given the response,
context, and latent preference string corresponding to the domain of the article in the context. The use
an LLM-based user allows for reproducible experiments which facilitates rapid advancement in algo-
rithm development.” Finally, we compute edit distance using Levenshtein distance normalized by the
number of tokens in the agent response. We use the NLTK word tokenizer to compute the edit distance.
We use Qwen 3 32B instruct model as our user but remove think tokens before using the response.

The key challenge of this task is that latent preferences are context-dependent as articles from different
domains have different preferences. Further, even for a single domain, there are multiple preferences
in a preference string. For example, the aforementioned preference string contains multiple individual
preferences such as “second person narrative” and “show emotions”. These two challenges occur in
real-world applications. For example, a person may prefer to write informal emails to their friends
but write formal reviews for their office reports. Note that the context does not state which domain
the article in the given context comes from. An LLM agent must implicitly infer the domain from the
context, learn the appropriate preference for it, and then use it to generate an appropriate response.

Strong and Weak User. We extend the original setup of Gao et al., [21] to consider two types
of users: strong users and weak users. A strong user generates edits based on every individual
preference in the article’s latent preference string. In contrast, a weak user samples a subset of
preferences in the article’s preference string and uses them to generate the edits. For example, in any
given interaction a weak user may sample two preferences “second person narrative” and “brief” and
perform edits to satisfy these while ignoring the other preferences in the preference string. The weak
user models user who may only prefer to perform small edits at a time. Conceptually, both the weak
and strong users have the same optimal behavior. This is because the optimal response that satisfies
all the preference for the strong user, also satisfies any subset of preference that the weak user can
sample. However, while strong user perform edits that rapidly converges to the optimal policy (higher
Ymin)> the weak user’s edit will slowly take the response towards the optimal behavior (smaller Yy )-

Offline Dataset. We collect an offline interaction dataset between the agent model and the user. This
dataset is supposed to represent deployment logs found in typical LLM agent applications for writing
and coding assistants. We use Llama 3.1 8b Instruct model as our agent model. We perform generate
responses by doing greedy decoding. We collect a dataset of 20,000 examples for the summarization
task and 10,000 examples for the email writing task. We collect these datasets separately with both
strong and weak users. This gives us 4 separate offline datasets.

Online Learning Phase. We evaluate the model for 7' = 200 examples for summarization and email
writing. We always use the strong user during test time regardless of which user was used to generate
the offline dataset. We run each experiment with 3 different seeds.

Methods and Implementation. We consider the following approaches: (i) Base which generates
from the base agent model, (ii) SFT which performs SFT on the training data, (iii) DPO which runs the
DPO algorithm on the training data, (iv) EarlyEnsemble which performs early ensembling of DPO
and SFT losses (Equation 7), and (v) LateEnsemble which performs late ensembling (Algorithm 1)
using policies trained by methods (ii)-(iv). All generations are performed greedily and with a max num-
ber of generation tokens of 1000. We do not evaluate Equation 6 give challenges in implementing it.

We sweep over various hyperparameters including learning rate and epochs for SFT and DPO, as
well as 3 for DPO, and 3, \ for EarlyEnsemble. We pick the best hyperparameters by maximizing
log-loss on a held-out validation set of 200 user-edits. We found in early studies that despite sweeping
over the hyperparameters, both DPO and EarlyEnsemble learn policies that tend to repeat text

2Gao et al., [21] took steps to validate their LLM user. Please see their paper for details.



Method Summarization Email Writing

Strong User | Weak User | Strong User | Weak User || Max SubOpt
Base 0.945510.01 | 0.944540.02 | 0.510840.03 | 0.492310.01 0.736440.10
SFT 0.5377+0.02 | 0.93044+0.19 | 0.415940.05 | 0.4539+0.03 0.5772+40.19
DPO 1.079040.06 | 0.826710.06 | 0.3365+0.00 | 0.3368. .01 0.869810.11
EarlyEnsemble | 0.2092.¢ 09 | 0.3586.0.01 | 0.343840.06 | 0.48641¢.01 0.161240.01
LateEnsemble 0.276840.13 | 0.440340.03 | 0.420240.11 | 0.3739+0.04 0.1586 .04

Table 1: Results on the summarization and email writing domain. We calculate the mean total edit
distance % Zthl ¢ during the online learning phase. We report average performance across 3 seeds.

Method Summarization Email Writing

Strong User | Weak User | Strong User | Weak User || Max. SubOpt
Base 0.8498J_r0,01 0.8558i0,01 0.42417:0,01 0.4239J_r0401 0.6654i0'01
SFT 0.489040.01 | 0.7698+0.01 | 0.33774+0.02 | 0.386610.01 0.512140.02
DPO 0~9650i0.03 0'7800i0.02 0.29557:0,01 0'3047i0-02 0'7805i0.02
EarlyEnsemble | 0.1845.q2 | 0.2577 1902 | 0.24061(03 | 0.40014¢.03 0.095540.03
LateEnsemble 0.250940.04 | 0.340340.01 | 0.312340.01 | 0.3428 19,03 0.0862 .02

Table 2: Transfer learning results with a Llama-3.3-70B-Instruct User at test time.

until their max tokens expire. We, therefore, perform a post-generation trimming strategy where
we trim the generations once it starts repeating 200 consecutive characters. For a fair comparison,
we apply this post-processing to the output of all methods. An alternative approach could be to
use explicit length penalty [39] or more stable preference-learning approaches such as Rebel [22].
See Appendix C for full details on experimental setting.

Main Results. We report the main results in Table 1 with the Qwen-3 32B user. We report mean edit
cost across rounds (7") and seeds. We also report Max. SubOpt that measures worst-case performance
gap across the four settings between a given approach and the best performance. We see that Base
method does not perform well showing the need for adaptation. Intuitively, we would expect a strong
user to have strong convergence to the optimal policy. In our theory, this would be reflected in the value
Of Ymin in Assumption 1. We see this in our results where SFT is able to learn and performs much better
when trained and tested on strong user. Its performance when trained on weak user is weaker consis-
tent with Theorem 1. In contrast, DPQ’s theoretical analysis does not depend on the choice of v, and
instead only depends on coverage and the validity of balance equation. We see that DPO performs bet-
ter than SFT when we train on weak user and test on strong user. However, when both users are strong,
then there is no clear winner between SFT and DPQ. Overall, this illustrates the trade-off predicted by
our theory where SFT can take advantage whenever the user-edits converges faster to the optimal pol-
icy, however, it is also susceptible when this is not the case whereas DP0 is more robust to this factor.

We see that EarlyEnsemble can exploit these trade-offs to achieve better performance than both
SFT and DPO on the summarization domain, however, it under-performs DPO on the email writing
domain. One explanation can be sensitivity to the choice of \. While we perform a grid search
over this hyperparameter, and use a validation loss over user-edits, it is possible that this selection
scheme does not correspond well with test-time performance. Finally, our LateEnsemble approach
is able to more readily adapt at test time by making suitable trade-offs and achieve the lowest worst
case SubOpt value. We emphasize that late ensembling isn’t guaranteed to do better in practice.
Specifically, if one of the policy in ¥ on line | in Algorithm 1, is always better than others, then
UCB will achieve lower performance than this policy due to exploring other sub-optimal policies.

Transfer Learning to Different User LLM. We investigate how robust these methods are to a
different user LLM. This mimics a common real-world setting where the training data may come
from one set of users, however, testing maybe done with a different set of users. These two sets of
users can still have a common preference because these maybe dependent on organization, platform,
or other controlled features such as age, or location. We use Llama-3.3-70B-Instruct model as our
user model during the online testing phase while using our previously trained models. Table 2 shows
the results. We see that the main trends from Table 1 carry over even when we test with a different
user LLM. In particular, our ensemble approach LateEnsemble achieves the best SubOpt value.



Table 3: Generations from EarlyEnsemble on the summarization task with a strong user.

Type (Latent User Preference String) Agent Response

Success (question answering style!) **Q: What was the state of the land and people after the calamity?** A:
The land was exhausted, the towns were stripped of their fighting population, and only a shadow of a
kingdom remained. - - - [truncated]

(bullet points, parallel structure, brief) **Updated Mn PBPK model**: Reflects rapid Mn associa-
tion/dissociation in tissues, with saturation of binding sites limiting accumulation.

- #*Key changes**:

- Rapid Mn binding and dissociation rates.

- High-affinity binding with rapid exchange between bound and free forms.

- Tissue-specific binding capacities to account for background Mn levels.

- **Model performance**: Successfully describes Mn kinetics in adult rats exposed to - - - [truncated]

Failure  (inquisitive, skillful foreshadowing, with emojis) **Q: What is the traditional approach to drug
development, and why is it no longer effective?**
A: The traditional approach focuses on a single target protein, disease, and drug. However, this
paradigm is now considered untenable due to the promiscuity of drug-like compounds, which can
interact with multiple target proteins.
**Q: How do current target-fishing approaches address the promiscuity issue?**
A: Current approaches, such as single-label multi-classification schemes, - - - [truncated]
(question answering style) The article compares two ministers, Mr. Mearns and Rev. Mr. Tindall,
highlighting their differences in style and delivery. Mr. Mearns is described as steady, patient, and

well-spoken, - - - [truncated]
—— Base —— Base
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Figure 2: Cumulative User Edits at test time corresponding to Table 1 for the different setup. For
each round, we show mean and standard deviation across 3 seeds.

Sampling Generations and Test-time plot. We provide a few sample generations showing some
success and failure cases in Table 3. We also visualize the test-time performance of different methods
on the summarization task in Figure 2. As we can see, the LateEnsemble approach converges to the
best method in both cases as expected. We provide additional details in Appendix C.

6 Conclusion and Limitations.

User edits provide a natural feedback for adapting LL.Ms. In this work, we initiated the theoretical
investigation into learning from user edits. We propose a learning setup (Protocol 1) and analyze
different algorithms in this setting. We show that none of these algorithms is always desired and
propose a simple ensembling approach that empirically works best in two domains. Future works
can investigate limitations of our work such as relaxing different assumptions, deriving optimal
algorithms, and evaluating these algorithms in a human study.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

¢ You should answer [Yes] , ,or [NA] .

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: NA
Guidelines:

¢ The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We provide a brief list of limitations at the end of the main paper in Section 5.
We also provide a more detailed discussion in a limitation section Appendix A.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.
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The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,

model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.

For example, a facial recognition algorithm may perform poorly when image resolution

is low or images are taken in low lighting. Or a speech-to-text system might not be

used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: Assumptions are listed in the main body, and proof along with explanations
are provided in Appendix A.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We used an existing public benchmark [21]. We used open-weight LLMs from
HuggingFace and we provide details of our experimental setup in Section 5 as well as a
deeper discussion in Appendix C.

Guidelines:

* The answer NA means that the paper does not include experiments.

» If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
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* If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:

Justification: We are not releasing the code. We adapted an existing benchmark of [21] for
learning from user edits that is available at https://github. com/gao-g/prelude, and
used four publicly available datasets.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
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6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide information of data splits, hyperparameters, and how they were
chosen in Appendix C.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Yes. We run each experment with 3 seeds and provide standard deviation in
tables (e.g., see Table 1 and Table 2).

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We provide details of compute and time of execution in Appendix C.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.
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10.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our work does not create a new dataset, or releases a model to the public,
nor does it include any human study. The main purpose of our paper is a theoretical
investigation into how to develop principled algorithms for learning from user edits. We
provide experiments using publicly available benchmark and datasets.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We list the broader impacts of our paper here as suggested in NeurIPS Ethics
guidelines. Our work focuses on the foundational aspect of learning from user edits. Even
though our work doesn’t involve human studies or releases any models, the ideas from this
paper may influence actual uses cases. Since our learning setup has a human-in-the-loop
performing the user edits, we need to be wary when releasing a product that learns from user
edits. To begin with, we need to ensure that we have the user’s permission to learn from their
edits or to even store them. Various privacy and data laws may apply here that we need to be
mindful of. Another issues is that if we are learning across multiple-users, we need to ensure
that we don’t leak sensitive information from one user to another. E.g., a user may edit an
legal documentation to add some identifiable information and an LLLM may inadvertently
learn to edit docs to add this information and show this to other users. Even showing this to
the same user at a wrong time can be undesirable, e.g., when they are presenting in front
of others. Filtering data to remove PII and having guardrails can mitigate this to an extent.
Another option is to have users report and be able to delete user-edits whenever they want.

Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.
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13.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: We do not release any new data or models with this paper.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We cite every asset that we use and provide their details in Appendix C.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
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Justification: We are marking it as non-applicable since we do not create any new data or
model in this paper and do not release the code with the paper.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: We did not do any human study or involve any human participant in this paper.
Guidelines:
» The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: No human study was performed in this paper and no human subjects were
involved.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]
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Justification: Our paper describes ways to fine-tune LLM using user-edits. We used a
previously released benchmark that includes an LLM user. We trained our LLMs using
this simulated LLM user. We did include samples of generations in Appendix C that are
generated by LLM. However, we did not use an LLM to generate the main ideas or proofs
in this paper.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Theoretical Analysis with Edit Distance

We provide a table of notations for convenience in Table 4.

Notation Description

AU) Set of all distributions over a countable set /.

[N] Denotes the set {1,2,--- , N} forany N € N.

X List of contexts which can include text, images, etc.

Yy List of text-based agent response.

peEAX) Distribution over context at both train time and test time

g: X xY —> AY) User distribution, given a context x € X’ and agent response y € ),

At y2 - [07 Cmax]

c: X xY —[0,cmax]
m: X > A(Y)

the user generate an edited response y’ € ) with probability ¢(y' | z,y).
Computes edit distance A.gii(y, y’) for editing y to y'.

We assume Acgit(y,y) = 0.

Expected edit cost ¢(z, y) for response y in context .

A general notation for a policy 7 that generates a response y given context
x with probability 7(y | x).

A list of policies.

KL-divergence coefficient. It is always a non-negative coefficient.
KL-regularized optimal policy

Policy trained with supervised fine-tuning (SFT).

Policy trained with Direct Preference Optimization (DPO).

Policy trained with reinforcement learning (7grp).

Policy trained with early ensembling (EarlyEnsemble).

Table 4: Table of important notations and their description.

A.1 Properties of the Balance Equation

Our setup consists of a distribution p € A(X') over context z, a user edit distribution g : X x ) —
A(Y), and an edit distance Aegi : Y x YV — [0, cmax |- We make two assumptions on our setup:

/ B,
vxeX,yvy/ey’ q(y|x’y):ﬂ-*(y|x),

qlzy) 7y
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and that for every € X, there exists y* such that for every y € Y, we have q(y* | ,¥) = Ymin =
min, ymin (). For simplicity we consider a constant v, function in this section. We now consider
examples of this setup.

Example 1. We start with a singleton context set X = {z} and ) = {y1, 92, -, yn}. We define
the user edit distribution below:
1- “Ymin

1_71[1 .
N ) q(yj ‘l',yl) = 7mavj #N

Q(yN | yzvl') = Ymin + N

We define edit distance as follows Aegic(y,y’) = § {y # v’} for any y and y’. Using this, we get the
expected cost as c(x,y) = § — 617% for every y # yn and c(z, yn) = 6 — 0 (Ymin + 17%) Let
¢ = ¢(x,yn) then for every y # yn we have ¢(x,y) = € + dymin- Hence, the preferred response is
yn . We also satisfy the constrained that we must have at least 7y, going to the optimal response.
That leaves only the balance equation. The optimal policy is given by:

By | ) = Z;(x)exp (_C@;y))

For any y,y' # yn we have q(y' | z,y) = q(y | z,v') = % Further, we also have 72 (y | z) =

™y | x) = m exp (—%) Therefore, the balance equation is satisfied in this case. When
both are yy then the balance equation is also satisfied. This leaves a single case where one of them is

yn and other is not. Let the other be .

‘We have: .
Q(yN |CU,y) _ rymi“+% _ 1+N'7min_'Ymin
Q(y | IayN) # 1- “Ymin
and . 5
T EyN | x) — exp (C(I7y) - c(:z:,yN)) — exp ( ’Ymin>
™(y | x) B B

Combining them we get:

1+ N%Ymin — Ymin — exp (5'Ymin> (10)

1-— Ymin B

It is straightforward to see that for any choice of N and i, we can define (5 to satisfy this last
equation.

A.1.1 Contraction Property

Lemma 2 (* as steady-state of user distribution). For any = € X we have qo 72 (Y | z) = w2 (Y |

Proof. Fix x € X, then for any 3,7’ € ) we have from the balance equation in Assumption 1 the
following:

B,

q' [z, y) e (y' | 7) ’ 8 B ’

= =q [z, y)mi (vl z) =m (Y [2)q(y |2,y (In
) = ey = A0 12 | 9) = 72 | Dty )

Summing over y on both sides gives:
Dla lzyrlyle) =7l [2) ) ay | =y),
yey yey
=y | ).

This is equivalent to g o 7" = 7*. O

Lemma 1. For any € 11, the user distribution satisfies the following contraction property:

Vre X, Hq om(Y | x) — wf(Y | I)“TV < (1 — Yuin(2)) HTI’(Y | z) — wf(Y | I)“TV
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Proof. Fix x € X. We start by using Lemma 2 to express:

lgon(Y | 2) =7l (Y | 2)|7y = [gon(Y |2) —qonl(Y | 2)]y,

3P

y'ey

Diaw lwy)m(yla) = Y q' | @, y)wl(y | 2)

yey yey

We define a quantity w(y’, y; x) as follows:

(y’,y;m) _ Q(y/* | Z,9) — Ymin(2), if ¢/ :.y*
ay' | =,y), otherwise

Assumption | implies w(y’, y; ) = 0 and

>l yiw) = w(y*,y; x) (12)
y'ey
+ > wye) = ley) — (@) + Y, a %),
y'eV,y #Fy* Yy e,y #Fy*
=1 — Ymin(2).

Plugging it, we get:
lgo 7T(Y | &) =7l (Y | @)y

2 {w(y™, y;7) + Ymin(2)} 7(y | €T Z {w(y", y;2) + ’Ymin(x)}ﬂ-f(y | )

yey yey
1
5 Y | Y e mony o) - Y wl )y | o),
y'eV,y' #y* lyey yey
72 Dwl gy | x) = Y wy y o)l (y | «)
y'eY lyey yey

We view w(y’,y;x) as a |Y| x |Y| matrix W with entries Wy, = w(y',y;z) = 0 satisfying
Zy, Wy y = 1 — Ymin(z). We omit = from the W notation as it is fixed. Similarly, we define

|V|-dimensional vectors 7 and 7* with entries 7(y | x) and 7% (y | ). Using these matrix and vector
notation we can express:

HQOW(YléE)*W*(YlfL‘)Hw=* 22wy a)w(y [ @) = Y wly yia)wl(y | @)

vey yey yey

<722 w(y y;x) - |rly | ) — 7l (y | )|
yeyy €y

=35 2 — Yimin (2 ‘W(y | z) _Wé(y | x)’
yey

= (1 — Ymin(z HW Yl|z) - nl(Y|z) HTV

where the second step uses the non-negatitivy of w(y y; x) and triangle inequality and the third step
uses Equation 12. O

A.2 General Results

Recall that we define optimal policy as a KL-regularized policy:
7 = argmm Jg(m), where (13)

J(m) = Bgnpy~r [c(z,y) + BDKL(T||Trer)] (14)
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£ > 01is a chosen hyperparameter defining the objective. We can establish easily that 7* is given by:

Wf(y | 2)oCTrer (Y | x)e_ﬂc(x’y)

This is a standard result but we prove it in the next Lemma for completion.

Lemma 3 (Optimal Policy). The optimal policy satisfies 72 (y | ) = W* (@) mec(y | 2)e—c@9)/8
foreveryx € X,y €Y, where W*(x) = 3. ey Tret (Y | x)e=@¥)/B is the normalization constant.

Proof. The Lagrangian for the problem is given by:

L= Js(m)+ Y e <2w<y|x>1>,

where {y, | © € X'} are our Lagrange multipliers. Taking derivative wrt to 7(y | «) for a fixed value
of x € X and y € )Y and setting it to 0 we get:

oL
anty o)~ PO@y) + Bp(e)logmly | 2) + Bp() = Bp(x)log Trer(y | #) + iz = 0
Rearranging the terms we get:
1 M 1 Pz 76(9379)
% e Bpl@) 5

let W*(z) = exp (—1 - #&)), we get:

c(z,y)

m(y | @) =W (@)mer(y | x)e” 7,
the value of IW*(x) serves as a normalization factor to ensure }; ., 7(y | ) = 1 and is enforced by

taking derivative wrt to 11, and setting them to 0. This gives W*(z) = 3 /¢y Tret(y' | z)ec@y)/B,
O

Recall that we define SubOpt () = Ja(7% ) — J (7). In many practical setting, we want to compete
with the regularized policy but we only care about the unregularized cost. We capture this by defining
the unregularized sub-optimality:

SubOpt () = Jo(m) — Jo(r%) (15)
We also define unregularized regret as
T
Reg) = Z Sub0pt (), (16)
t=1

where 7, is the policy played by the agent in round ¢. If we play a fixed policy 7 for all 7" rounds

then we have Reg). = Zthl SubOpt,(m) = T'SubOpt, (7). In these cases, we will use Reg(7) to
denote the regret of this fixed policy.

A useful lemma below relates the total variation between policies to the suboptimality.

Lemma 4 (TV to Unregularized Suboptimality). If E,., [HTI‘(Y | ) — (Y | x)H ] < ¢, then
v

Sub0pt(7) < 2€Cmqr and Regh () < 2€CmaT

Proof.

SubOpt,(r) = Jo(m) — Jo(n*) = Eavy [Z w(y | 2)e(a,y) — 3 72y | x)c(x,m] ,

yey yey

< Bavp lZ 7y | 2) =7y | x)}c(ﬂf,y)] ,
yey
= 2¢maxEq~p [H?T(Y | z) — Wf(Y | a?)HTV] < 2€Cmax-
Finally, Reg.(m) = T'SubOpt () < 2€Cmax ]’ O
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Bounding Regularized Suboptimality and Regret. One challenge in bounding regularized subop-

timality SubOpt(7) = Jg(m) — J(w% ) and regularized regret Reg,, — Zle Sub0pt () is dealing

with KL divergence. E.g., a policy 7 can satisfy H’lT(Y |z) — 7Y | 2) H < ¢ for some z but still
™v

have Dip,(7(Y | 2)||met(Y | @) = 0 if 7(y | 2) = €, 76 (y | @) = mee(y | ) = 0.

However, in RLHF analysis it is often assumed that densities are bounded [44, 54] and this allows us
to avoid these cases. In fact, we will later assume this in our proof of DPO. Specifically, we have

Assumption 4 (Bounded Density Ratios). We assume there exists Vi, > 0, such that:

V;nax
B .

m(y | x)
Tref (Y | @)

Vrelllzre X, ye ), log

Under this assumption we can bound the regularized suboptimality and regret.

Lemma 5 (TV to Regularized Suboptimality). If E,., [HW(Y |z) — 7YV | x)H ] < ¢ then
v
under Assumption 4, we have SubOpt (1) < 2€(Cmax + Vinax) and Regp () < 2€(cmar + Vinax) T

Proof. We define shorthand E, [log %] =Ky p(),y~mi(ylz) [log :iglg] Then we have:

SubOpt () = Jj () — Js (n?)

s [ T [ b
— Jo(r) — Jo(wf) + BE |log —— | — BE_s |log
L Tref * Tref
[ T | [ 7l |
< 2€Cmax + BE, |log BE_s [log
Tref * Tref
[ ] [ ] T e
= 2€Cmax + BE |log BE_s |log + BE s [1og ] —PE s llog ]
L Tref * Tref * Tref * ref

B
— 2Cmax + BEx |log — | — BE_s |log — | — BE [1og 77*1
Tref * Tref * ™

< 2€Cmax + BE, |log il

where the first inequality follows from Lemma 4 and the last inequality non-negativity of KL
divergence:

B
—PE s llog 7;1 = —BE,~, [Dxr (72(Y | 2)||7(Y | 2))] < 0.

Finally, we have:

Sub0pt(7) < 2€cmax + SEx [10g : } — BE 5 [log : ]
ref * ref

= 2 + PBay lZ (vly | ) — 2 (y | )) log W]
= iy | =)

log
w2 (y | z)

< 2€Cmax + BEan) lE ln(y | 2) — =l (y | )|
yey

< 2€Cmax + 2VmaXE$~p [HW(Y | LE) - Wf(y | 'T)HTV]

<2

6(Cmax + Vmax);
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where the third step uses triangle inequality and fourth step uses Assumption 4. Alternatively we can
bound SE, -, [Zyey ‘ (y|z)—ml(y|a ‘ ’10g m(ylz)

] as follows,

w7 (yle)
oy le)
Eovp | Y, |7y [ 2) =7l (y | 2)| %8 3 <
yeY (y | .’E)
< Wy [[7(Y [ 2) = 7](Y | 2) |1y ]
< 26Vm21x,
Finally, Reg (7) = thl SubOpt(7) = Sub0pt ()T < 2¢(cmax + Vinax)T- O

The advantage of these results is that we can focus on bounding total variation of the learned policy

with respect to 72 and the result for sub-optimality and regret for either regularized or unregularized
objective follows.

A.3 Leaning from Supervised Feedback

We recall that we are given a dataset of user-edits D = {(x;, s, y;)}7_; where for every i € [n], we
have z; ~ p(*), yi ~ Tret (- | i), and y} ~ q(- | z;, ;). The supervised fine-tuning (SFT) approach
learns the following policy:
1 n
Tsup = arg max -~ 2 log m(y; | ;).
i=1

Theorem 4 (SFT Result Full). Under Assumption I, Assumption 2 and Assumption 4, we have that

whenn > 4(6’”‘”+V"‘“‘):21°g(1n /%) then with probability at least 1 — 8-

Subopt(’erUP) <€+ 2(Cmax + ‘/max) (Amle(n, 5) + min <7’max : D(Trrcfv ’/Tf)a 77max : D1/2 (’/Trcfa W?)))

where Nmax = 1 — ming Y (2) and fmax = \/EINP [(1 = Ymin(2))?] for Ymin(x) defined in As-
sumption I and

D(ﬂ'refﬂrf) =E,., [Hﬂ',.ef(Y | x) — W?(Y | ) HTV] .

Proof. The Bayes classifier of this log-likelihood problem is given by g o myef : X — A(Y) where
qomet(y | ®) = X ey a(y' | y,2)meet(y | ). From Assumption 2 we have realizability and so
using standard finite-sample guarantees for maximum likelihood (e.g., [23]) we have

. 1 In |II
Epmp [[7s0p(Y | 2) = g0 Teet(V | 2)|py] < Amie(m, 6) = nlog( (|5 |> (17)

with probability at least 1 — § for any fixed ¢ € (0, 1). Using triangle inequality we have:
Eonp [|Fsup(Y [ 2) = 72 (Y | 2)] 1y ] < Eanp [[1Fs0p(Y | 2) = g0 Mot (Y | @)y | +
Eonp g0 et (Y | 2) =7l (Y | 2) ]y ]
< Apie(n, 9) + Egnp [(1 ~ Ymin (7)) H7Tref(y | ) — wf(Y | x)HTV] )
where the last line uses Lemma 1 and Equation 17.

We compute two distinct bounds for the last term and consider the tightest among them:

Ezvp [(1 — Ymin()) HT"ref(Y | x) — W?(Y ‘ x)HTv]
(i1)

< \/E [0~ )] By |

(2) \/Ex~p [(1 — 'Ymin(x))Q] Epr [

reet(V | 2) — 7Y | x)’iv]

et (Y | @) — 72 (Y | 2) Hw]
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where inequality (¢) holds because of Cauchy-Schwartz and (i7) because the TV distance lies in
[0, 1]. Moreover, the following inequality also holds:

Ea:~p [(1 - ’Ymin(x)) Hﬂ-ref(y | l‘) - ﬂ-f(y ‘ x)HTV] <
(1— mgn nin(7)) * B [[reet (V| ) — (Y| x)”TV]

Thus we conclude that,

Eznp [HerUp(Y | z) — 7B (Y | x)HTV] < Ape(n, §)+

min ((1 — min Vmin( 7Trefa \/]Ez~p ’Ymin(x))2]D1/2 (ﬂrefa 71—?))

We can use Lemma 4 or Lemma 5 to get bounds on sub-optimality and regret. In particular,
using Lemma 5 we get:

SUbDPt(fTSUP) < 2(Cmax + Vmax) (Amle (nv 6) + min (nmax : D('/Trcfv W?)v ﬁmax : D1/2 (Wrcf; '/Tf))) )

R.egT(ﬁ'SUP) < 2(Cmax + Vmax) (Amle(na 5) + min (nmax . D(ﬂ-reﬁ Wf)a ’thax : D1/2 (Trref; 77,{3)>) T.

where recall that . = 1 — ming Ymin(2) and Hax = \/ Ezep [(1 = Ymin(2))?].

4(Cmax+vmux)2 IOg(ln |H|/6)
€2

Finally, setting n = we get the desired result. O

A.4 Theoretical Analysis with Preference Feedback

Given the user edit data D = {(z;,y;,y,)}i,, we first create a preference learning dataset Dyt =
{(xs, Ui, U5, zi) }_; as follows: for every i € [n], we sample z; € Unf({+1}) and if z; = 1 then we
define §; = y; and §} = y}, otherwise, we define §; = y} and g} = y;.

Given the LLM policy class II, we induce a binary classifier class C = {fr : (z,3,7") — A({£1}) |
Ve I} as:

C=A{frn:(x,9,9) > A({£1}) | Vr eI}, where

. i
Vrell, fo(Z=z|20.9)=0 zlogw—zlogw . (18)
Wref(y ‘ l‘) Wref(y | {E)

The size of C is the same as the size of the policy class II.

We define the empirical log-likelihood fpreg(7) for a policy € II as:

1 n
lprep(T) = - Z log fr (zi | @i, 93, ) - (19)

i=1

Using the construction of Dy from D we can express {prgr(7) as:

PA— Z log o <log (y§I| Ti) log m(yi | i) ) , 20)

iz Wref(yi | xz) Wref(yz‘ | xz)

which is the standard DPO loss without 3 factor. Our theoretical analysis uses this variant of DPO
without ( since in our analysis [ is a given value with respect to which Assumption 1 holds. In our
experiments, we use the standard version of DPO with the § term. Given the model class C, we
maximize the log-likelihood:

ﬁ'PREF = arg max éPREF (ﬂ') . (21)
freC

Each datapoint (x;, ¥s, §;, 2i) € Dpret is sampled IID from a distribution and let this be denoted by
Dyrei(, 9,7, z). From the construction of Dyer we have:

(22)



Here we show in detail our calculations from Section 4 of how the distribution Dprer(z = 1 | 2, 7, y)
satisfies the Bradley-Terry Assumption. As we are using a variant of DPO without 3, we will instead
use a variant of Bradley-Terry Distribution as well which has a g temperature.

Lemma 6 (Satisfying Bradley-Terry Distribution). Under Assumption 1, the probability of preferring
§' overy, i.e., § < Y, in our preference dataset D, satisfies the Bradley-Terry assumption with
respect to the cost function c. Formally, for every x € supp p, y,y € Y we have:

c(z,y) — C(x,ﬂ')) ’

Dpglz = 1| 2.5,7) = ( -

1

where o(t) = TTow (=D

is the sigmoid function.

Proof. The probability of the event i < ¢/’ is given by Dyrer(z = 1 | , 7, %’) which is also the Bayes’
classifier of our classification problem. Starting from Bayes’s theorem we get:

Dpref(Z = 1, x, gv gl)
Dpref(Z = 17 Zz, ga g/) + Dpref(z = 71? xz, Zj7 gl) ’
et (9 | ©)q(7' | 2, 7) . .
= po o p ~ - —, (using Equation 22),
Teet (| 2)a(§' | 2,9) + meet (7 | 2)a(7 | 2,7)
o Bt
= Tret (9 | 2)7e (¢ | 2) (using Assumption 1),

Moot (7 | @) (| @) + moet (§ | )7l (7 | @)

_ exp(—c(z,7')/B) o
~ exp(—c(z, 7)/B) + exp(—c(x,)/B)’ (using Lemma 3)
— Yy <C($’U)C($y'))

3 .

Dpref(z =1 | xugvg/) =

From Assumption 2 we have 72 € IT which gives

2 (5
fe(Z=1]257)=0 (ﬁb&mﬂbg?m>
zo,(c(ww—c(ﬂw))
- .

This means that we have realizability for the classification problem in Equation 19. We can then use
standard MLE guarantees to state our next result.

Lemma 7 (MLE Guarantee). For any § € (0, 1), under Assumption 2 we have:

. - 12 II
E(wg},g’)~ pref [HffTPREF(Z | 'T7y7yl) - Dpref(Z | x’y’y/)HTV] < ; In %7 (23)

~/

where Dy(x,9,7') is the marginal distribution of Equation 22 and given by Dz, 3,7 ) =

@ (ﬂ-ref(g | x)q(g/ | x?ﬂ) + 7Tref(gl | x)Q@ | xvﬂ/))'

Proof. This is a standard MLE bound under realizability. Proof follows from using Theorem 21 of
Agarwal et al. [2] and applying Chernoff’s bound E[v' X 2] < 4/E[X?2]. O

Using |p — qllrv = 3 [p — ||, for two finite value distributions p, ¢ we get:

“fﬁ‘pRE]:(Z | x’ Zj? g/) - Dpref(Z | x? g) gI)HTV
= |frmee(Z =1|2,3,7) — Dyet(Z = 1| 2,5,7)]| . (24)

For convenience, we define a notion of implicit cost ¢(z, y) given by:

erer (Y | 2) = W(2)mer (y | 2) exp(—é(x, y)/B), (25)
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where W (z) = Zy ey Tret (Y | @) exp(—¢é(x,y’)/B) is the normalization constant. As ¢ — ¢, we

have Tprgr — 7r* . Rewriting Equation 25, we get:

. - prer(Y | )
é(w,y) = —Blog ety (7). + Blog W (x) (26)
which gives
froeeZ = 1| 2.5.9) = 0 (W) : &)

Using Equations 24 and 27 and Lemma 6 we can simplify Equation 23 to:

To further simplify this result, we will need certain properties of the sigmoid function (Lemma 13
and Lemma 14). We will also assume Assumption 4.

Let 71 = (é(=.9)— @(96»17’))/5 and Zy = (c(z.§)—c(=,5))/3. We have |Z1| < 2Van/g from Assumption 4
and | Z3| < cmax since ¢(z,y) € [0, cmax]- Then starting from Equation 28 we get:
‘U( Cc\r y) ($>g)) (C(LU,:[]) _C(x7g/))|
= |o(Z1) — (%))
min{o’(Z1),0'(Z2)} | Z1 — Z|, (using Lemma 13),
min {0’ (2Vinax/B), 0’ (cmax) } |21 — Zo| (using Lemma 14)

E(2,5,5")~ Dyt [

VoWV

This gives us:

]E(zsgvgl)NDpref [ (é(l'7 g) - C(I7 gl)) - (C(I, g) (l‘ y )) |] 6"? (29)
- B el
where €, = Srrrar o V w0
Using Lemma 3 we have:
B~
c(z,9) = —Blog M + Blog W*(x). (30)
Teet (7 | )

Plugging in values of ¢ from Equation 30 and ¢ from Equation 26 in Equation 29 we get:

EDprsl' [

which simplifies to

Tref (3 | T) Teet (§' | )

Tref (3 | ©) Teet (§' | T)

]éen,

‘We now invoke the concentrability assumption (Assumption 3) which we restate below for conve-
nience:

(1o O] o B @ 10) _ 5100 2201 22712

1<6n7

ﬁPREF(g | 117) — Blo ﬁ'PREF(g/ | I)

(5| z) (7 | z)

E(l‘,g,g,)Nmer l‘ﬂ 10

Assumption 3. [Preference Concentrability] For any 7 € Il we assume:

|

R [

o Tr(zl\z)) < CpREF;
Eu,g,y')ww Hmog 2l P18 Gl ]

where Qr(,5,9') = 5p(x) (n(§' | 2)7*(§ | 2) + 7*(F' | 2)7 (7 | 2)).
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to get:

s J | x 7 | x
E(x7g,g/)~Q%PREF l‘ﬁlog M — ﬁ M < CPREF C€n, (31)

(i | x) (| )

where we used the fact that Dyt = Qr, ... Concentrability style assumptions are common in analysis
of RL algorithms [14, 44]. Our assumption is similar to the one in Theorem 1 of Rosset et al., [44].
the main difference is that our assumption is designed for learning from user-edits while that of
Rosset et al., is designed for iterative learning with preference feedback.

Simplifying Equation 31 gives:

fprer (7 | 2)m) (7 ] 2)

PR : J . CprEF 32)
T (7| @)fprer(7 | @)

g

]E(‘T 7,9 )~Qsprer Hlog

7erer(' | )% (7 | @)

7 (7' | ) 7prer( |

We lower bound the left hand side of this assumption:
E(,5,0)~ Qapnes Hlog
[ | #erer (7' |2) 7 (Gl

Bl

x)

™ (7'|7) ﬂPREF(y‘I } (using |log(t)] = |;1| for t > 0 from Lemma 15)
) —
)

=

WPREF(y |z) 7 (§])
L 7Ty (?J |z) Fprer (F]2)

’WPREF(:U | 2)ml (5 | 2) — =

= E(2,5,9)~ Qrpeer

Py
frerer (Y | )7l (§ | x) + 7 ( |

1 . . N _ . _ . .
§Ex~p l Z |7rpREF(y’ | 2)7B (5 | ) — 72§ | «)7prer(7 | x)|1 ,  (using the definition of Q)
9,9'€y

\%

1 . _ _ _ . _ . . .
iEINP lZ Z werer (' | )72 (5 | x) — 78 (7 | x)7prer(d | ) 1 , (triangle inequality)
JEY 1Y’y

= oy [[ et (Y | 2) =72 (Y | )]y ]

Combining this all we get:

By [t (V | 2) = 78 (V | 2] < Crror zlﬂ@ (33)

min {o’(2Vimax/B), ' (Cmax ) }

We can wrap up the proof with the application of Lemma 5.

Theorem 5 (DPO Result). Under Assumption 1, Assumption 2, and Assumption 3, Assumption 4 we

i
mli?;?;é(c’"“;;vg‘fz) Cln e then with probability at least 1 — §:

have that when n >

SubOpt(ﬁ'PREF) < e (34)
Proof. We set n such that Q(Cmivm) = min(e’ (25‘: f‘/'%ﬂ,(cmux)} % In % which together with Equa-
tion 33 and Lemma 5 gives us SubOpt (7prer) < € and Regy(7prer) < €7 O

We can simplify Theorem 4 and Theorem 5 if we define Vj,,« to be the max of the quantity defined
in Assumption 4 and Cpax.-
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A.5 Learning from Cost

Throughout this section, we will assume that the cost functions are bounded.
Assumption 5. The cost functions [ € F satisfy | f(x,y)| < Cnax for some gy > 0 forall x € X
andy e ).

Provided the true cost function satisfies ¢ € F where F is a class of functions from the space of pairs
X x Y to the real numbers we can estimate the mean cost function by least squares regression on the
observed costs gathered by 7.

f—argmin = 3 (Flaips) - )’

feFn

The estimator f satisfies,

Lemma 8. Let and § € (0,1) and {(x;,yi, i)}, be a dataset of prompt answers and costs. If
Assumption 5 holds then

oyt [ (o)~ clo))?] <0 utog ()

and defining the confidence set of plausible cost functions as

. ” . 2 F

F= {f st ) (i y) = flanw) <b-chalog (Q)} (35)
i=1

for a universal constant b > 1. We have ¢ € F and By pymmer (o) [(f(@,9) — c(z,9))?] <

b-c2, log (@) forall f e F with probability at least 1 — /2.

Throughout this section we will define £ as the at least 1 — §/2 probability event defined in Lemma 8.

Given cost function f we introduce notation to define the policy optimizing the regularized objective
where we add f to the notation.

.8 _ . m(y | z)
P =argminE,., ,on(.lo z,y) + flog ————
g Bepntlo) | [ 9) + Blog 2 T3

exp( — L&) Tref (Y| z
and satisfies 7{"° (y|z) = p( ﬁZ(mg {W12) Where Z(z) = 3, exp (—%) Tyt (V'] ).

Pesimism As we have mentioned in the main, we consider the following pessimistic estimator of
the cost function,

f(z,y) = max f(z,y)
feF

where F is defined as in equation 35. It follows that 7rgy, as defined in Equation 6 satisfies gy, = Wf s,

Moreover, Assumption 5 implies,

dmax |f(z,y)| < cmax

A.5.1 Regularized Cost Analysis

Proposition 6. For any x € support(p),

(a) 18 (©
—Cpaxr < Ewa,ﬁ(_lz) lf(a:,y) + B -log <7r(y|x)>1 ® —B-log(Z(x)) < Cnax-  (36)

Teet (Y | )
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Proof. Equality (b) follows by substitution. We now proceed to prove the inequalities (a) and (c).
Now observe that Z(x) = Eyr, . (.|2) [exp (—f(x,y)/B)]. Notice that g(v) = 3 - log( /) is a
convex function. Thus, Jensen’s inequality implies,

9 (Eymrmper () [exp (= f (@ ,y)/ﬂ)]) Eyrmee(-x) [B - log (exp (f(z,5)/5))]
= IEy~71-ref(-|z) [f(a?,y)]
(i)

< Cmax-

where inequality (i) follows by Jensen and (i) by Assumption 5. To derive a lower bound we need
to upper bound E,, . . (.|2) [exp (—f(2,y)/B)]. Assumption 5 implies,

Z(x) = Byr i (o) [exp (= f (2, 9)/B)] < exp (Cmax/B)
Thus,
f-log (1/Z(x)) Z —Cmax-
This concludes the proof. O

Proposition 6 implies that

P ell(f) = {77 s.t.

Ey~7r(‘|x) |:f(.13, y) + - log (%)” < Cmax VT € support(p)} .
(37)

For the next few results we condition on the event £. Because the function f is not in the class of
cost functions our results will depend on the Eluder dimension of F. Pessimism allows us to prove
bounds depending on the concentrability coefficient of the 7, sampling distribution. Assuming
access to a new prompt dataset {Z;}! ; we analyze the following algorithm,

R = argr?u)ﬂ Z Eyr(iz) [f(Ziy) + B - log (w(y|Zs) /meet (y]T:)) ] -
mell(f) =1

where

(f) = {w s.t.

Eyr(z) [f(amy) + Blog <7%)” < Cnax VX € support(p)} )

Equation 37 implies P e ().

In this section we’ll write the sample complexity of our algorithms in terms of the Eluder dimension
of F. This is a measure of statistical complexity of a function class first introduced by [45] and is
based on the notion of e-independence defined as,

Definition 1. (e—dependence) Let G be a scalar function class with domain Z and € > 0. An element

z€Z is €— dependent on{zi, - ,z,} S Z wrt. G if any pair of functions g,qg € G satisfying
VO 9'(2:))? < € also satisfies g(z) — ¢'(z) < e. Furthermore, z € Z is e—independent
of {z1, - zn} wrt G if it is not e—dependent on {z1,- - - , z, }.

The eluder dimension is defined as,

Definition 2. (e-eluder) Let G be a function class with support in a set Z and values in R. The e—non
monotone eluder dimension deuder (G, €) of G is the length of the longest sequence of elements in
Z such that every element is e— mdependent of its predecessors. Moreover, we define the e—eluder
dimension deluder(ga 6) as deluder(ga 6) = MaXe >e deluder(ga €)~

The following eluder dimension lemmas will also prove useful in proving our sample complexity
bounds. The first one is a restatement of Proposition 3 from [45].

Lemma 9. Let {z},y,}}_, be an arbitrary sequence in X x Y. When £ holds ,

4b - G 120g< ) * detuder (F €).

Z 1(|f(zh,ye) — clay, yp)| >€) < [ 1+

=1 €
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The result above implies,
Lemma 10. Let {x,y;}}_, be an arbitrary sequence in X x Y. When & holds ,

L F
Z (f(xév yé) - C(l‘lé, yé))Q < 17b- cr2nax log <§|) : log(n) : deluder(]:v T)'
(=1

for the same unversal constant b = 1 as in Lemma 8.

Proof. We use the same proof technique as in Lemma 2 from [45].Let w; = (f(z},y,) — c(z}, y}))%.

Let i, - ,%, be the permutation of indices 1 to n such that w;, > --- > w; .

Let 7 > 0 be a parameter to be specified later on. For ¢ € [n] such that w;, > 7 notice that,

n - ) 4b - 2, log (@)
t< Z 1 (‘f('rléayé) - C(xévyéﬂ > wit) < |1+ w2 deluder(f7 wit)
=1 2
(“) 4b . Cr2nax log (%)
< 1+ 02 : deluder(fa T)
(zu) 8b . Crznax log (%:‘)
< ’LU2 : deluder (]:; T)

where (i) follows by Lemma 9 and (%) follows because dejuder (F, ) is monotonically decreasing in

the second argument. Inequality (ii7) holds because w;, < 4c2,,.

And therefore, for any ¢ such that w;, > 7 we have,

8b - c2,, log (@)

: deluder (]:7 7—)'

and therefore,

n 8b - c2,, log (@ | 7|

Z w} 1(w;, > 7) < Z detuder (F, 7) < 16b-cpyy log (5) log(n)-detuder (F, ).
=1

And finally,

n
2 2
Zwu«l(w,’,Z <T)<7T°-n.
(=1
And therefore we have,

Z wiQf < 16b - CTQHaX log (@) ! IOg(TL) : dcludcr(f, 7') + 7'2 *N.
=1

Finally, setting 7 = cpax/n wWe get the desired result,

Z wiQe <17b- Cr2nax 1Og <@> : log(n) : deluder (]:a Cmax/n)'
=1

O

Additionally our results relies on the following variant of Bernstein inequality for martingales, or

Freedman’s inequality [20], as stated in e.g., [1, 8].

Lemma 11 (Simplified Freedman’s inequality). Let Z1, ..., Z be a bounded martingale difference

sequence with | Z;| < R. Forany §' € (0,1), and n € (0,1/R), with probability at least 1 — &',
log(1/4")

T T
D Ze<n ) Bea[Z7] + = (38)
=1 =1 n

where By_1[-] is the conditional expectation® induced by conditioning on Z1, -+ , Zo_1.

3We will use this notation to denote conditional expectations throughout this work.
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The following Lemma will prove useful in our results relating the in-distribution (7,¢¢) error of the
pessimistic cost estimators w.r.t. the true cost function c.

Lemma 12. The following inequality holds,

. ( {E ()= clo0)] <0 (demexﬁ 1/n) log<|f|/a>>} N 5) s

n

Proof. Let {(x},y;)}}_, afresh set of samples from p x 7,ef and consider the martingale difference
sequence Z] = (f (2}, y}) — (@, 4))? — Bampymrmocs (12) [(f(:r, y) — cl(z, y))2] indexed by f € F.

It follows that | Z lf | <4¢2 forall £ € [n] and all f € F. Moreover,

max
Eo_q [(Zg)Q] 4CmaxEZ—1 [‘Zg” < SC?naXEm"’P,yNﬂ'ref(‘lx) [(f(ac,y) - c(m,y))z] .
Where the last inequality holds because,
Bo ||2]] < Beal(F@hv0) = el 9]+ Bampimmntin) | (Fla9) = cla.))°]
= 2 ymanie) | (F(9) = el )] (39)

Using Freedman’s inequality from Lemma 11 we conclude when £ holds,

Z xé» y@ xé? y[)) n- EI~p,y~ﬂ'mf('|:D) [(f(xa y) - C(.’ﬂ, y))2]+
(=1

8NN CoaxBasn p,y~mrer (1) [(f(%y) — C(x,y))Q] T log(2n}'|/5)
2 (1 4+ 8pe_)be. log ('?) N 10g(2|nf/5)
= 2bel ('?) + 8%, log(21F|/5)
= O (Chax 108(|F|/8)) = b/ iy 108 (| F/3). 40)

simultaneously for all f € F with probability at least 1 — /8.
Where inequality (¢) holds because of conditioning on £ and Lemma 8 and (i¢) follows by setting
1

=gz -

‘max

Let £ be the event where € and 40 hold. In this case,

Z (@) ) — c(2, 47))? < Vo Log (| F1/0)

forallt e [0, -+ ,n].

We consider a new martingale difference sequence {Z ¢}, defined as
Z@ = E’ﬂ'ref [(f(xvy) - C($7y))2] - (f($27y2) - C(m27y2))2
.| Zo| < 42, forall £ € [n] and all f € F. Moreover,
N\2 _ )
By [(Zé> ] <A Eo HZZH < 87 axEam pymrmyes (-|2) [(f(ﬂﬁ,y) —c(z,y)) ] .

where the last inequality has the same derivation as inequality 39. Freedman’s inequality (Lemma 11)
implies,

Wref[(f_( ) - C € y Z xbyé xbyl))

log(8/9)

8B, [(f (2, y) — c(z,))?] + .,
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with probability at least 1 — ¢/8. By setting = we conclude,

_1
T6c2,,

32¢2,. 1og(8/0)
n

Bl (. 9) = )] < & D) (Tl i) — el ) +
=1

(41)

with probability at least 1 — §/8.
Lemma 10 implies that when & holds,

34b - c2,,, log (%) log(n) - detuder (F, Cmax/M) 32¢2 log(8/6)
+

Er o[ (f(2,y) = c(z,9))°] <

n n
_ 1360 - c2,, log (@) -log(n) « detuder (F, Cmax/m)
= n
CIQHax IOg (@) ! IOg(TL) : dcludcr(fy Cmax/n)
<
n

Combining £ and the conitions for equations 40 and 41, the desired result holds with probability at
least 1 —6/2 — §/8 — §/8.

O

Theorem 7. The policy 7gy satisfies,
- 1 H ~ 1 de uder 3 ~max, 1 6
Js(7re) < Jg(nSP) + O (q/og“n /) +C,- \/ 0g(1)detuder (F Z /m)log(|F/ )) .

_ c,B 2
with probability at least 1 — § where C, = \/Eﬂrcf [(’TRL(QI)) ] is the optimal policy concentra-

Tret (Y]T)

bility coefficient.

Proof. Throughout this proof we will condition on the event £ . Since 7r£E e II(f) and by definition
of AR,

1 ¢ =
— 2 By lao LF(79) + Blog (Frr.(yl7:) /s (v]7:))] <
i=1

SNVE i [F@w) + Blog (e ) mastwiz)) | @)
i=1

Since —Cmax < Eymr(jo) [f(@,y) + Blog (7 (y|2)/Tret(Y|Zi))] < Cmax forall z € X and all w €
T1(¢) (see Equation 37) Hoeffding inequality implies that,

< 2cmax

log(|TT]/9)
— (43)

1 & - -
(TL Z ‘]5 (’/T, fa ‘fl)) - Ea:~p,y~7r(y|z) [Jﬁ (7-(_7 fa ’I)]
i=1

holds with probability at least 1 — §/4 for all # € II(¢) simultaneously where Jg(m, f,x) =
Ey~r(la) [f (@,y) + Blog (w(y|x)/mres (y|2))]-

Combining equations 42 and 43 we conclude that with probability at least 1 — §/4,

oL T F.8 7 log(2[I1]/4)
Em~p,y~ﬂ'(y|m) [JB (WRL, f7 JI)] < Ew~p,y~7r[’ﬁ(y|w) [JB (ﬂ-{.ﬂa fa Z‘)] + 2Cmax ?
@ B F log (2[I1|/9)
S By yens? oy [0 £ 2)] o+ 20man | = = (44)
where inequality () holds because 7rf_ % is achieves a better regularized objective value for cost f
than 7&7°.
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Moreover, pessimism implies that when £ holds,

]E;c~p,y~erL('|x) [C(.’IJ, y) + 510g(7ATRL(y|33)/7Tref(y|5f))] <
Ep~ac,y~erL(~\x) I:f(l‘, y) + 5log(ﬁ.RL(y|$>/7Tref(y|x))] .

Combining these results we conclude that,
log(2[I}/9)

Euznp [Jp(frL, ¢, 2)] < Egpe)p [Jg(T(f’B7 f, 9:)] + 2Cmax — (45)

The final step is to upper bound E,_ e,y [f(z,y)] interms of E_ .. 5y Le(@ 9)].

To do this we will again use £ and Cauchy Schwartz’s inequality, in the next few lines we’ll use the
shorthand E[-] to denote E, ., () [-]-

E I:f_‘(l. y)] Eﬂf’ﬁ [C(l‘,y)]‘ =E

[wf%m
Tref

Tret (Y|2)

(f(xvy) - c(m,y))} ‘

<\/mef[(f( )—C(x’y))z]' B (:f((;/“z)))

Finally we can bound the term E ., [( fz,y ] Lemma 12 implies,
].-

136b - c2, log (%) ~log(n) - detuder (F, Cmax/1)

n

a 2
Er.i | (Fl@,9) = c(z,9))*] <
with probability 1 — 36/4. And therefore,

log(2111]/3)

Epnp [Jp(TRL, ¢, )] < Egnp [Jg(ﬂ'f’ﬁ, c, x)] + 2Cmax o

blOg (%l) . IOg(n) ' deluder (-7:’ Cmax/n)

n

12¢pmax Cs

with probability at least 1 — 4.

A.6 Pure Online Learning Theory

In this section we introduce and analyze the regret of the Epoch Supervised Learning Algorithm (see
Algorithm 2). This procedure works in epochs, in each epoch the algorithm observes prompts from p,
and produces responses y from a fixed edits distribution. The algorithm also collects edit data in the
form of a samples y’ ~ ¢(+|z, y). During epoch e the algorithm uses policy 7, to produce responses
and collect m, datapoints of the form D, = {zc », Ye,n, y;m};";l where y;n ~ q(-|Tn,es Yn,e)-

The epoch supervised learning algorithm’s policy is updated by fitting a policy matching the edited
responses in De,
Teql = arg max 2 logn(y' | x)

mell
("tvy/)EDe
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This way the policy 7.1 is an approximation to ¢q o m.. We consider a setting where Algorithm 2
interacts int = 1, ,7T rounds where in each time step the algorithm is given a prompt z; and
generates a response y;. We measure the performance of 2 through its regularized regret Reg- as
defined in Equation 2. Our main result is the following theorem where we show Algorithm 2 satisfies

a O(+v/T) regret bound.

Algorithm 2 Epoch Supervised Learning

1: Start arbitrary initial policy my = Tyef-

2: for Epoche =1,2,---,|e(T)] do

3: D. =

4 forn=1,2,--- ,m.do

5: Given context x.

6: Agent generates Y. , ~ Te

7: User edits it to y,, ,,

8 Agent collects edit distance of Acqit(Ye,n, Y 1)
9

: D —~Du {(me,nvyé,n)}
10: Update the policy:

— !
Tepr =argmax > log7(y | z)
(z,y')€De

Theorem 8. When Assumption 1 and Assumption 4 hold then Algorithm 2 with inputs m. =
n & e — e
%, Se = 6/2¢? and e(T) be the first index such that Ze(le) "me < T and Ze(=T1) me =T

satisfies the regret bound,

Cmar + Vinas T\ \ 2 7|11
< — (1 o T1 _ T |T1 b .
reer <0 (5 (e (i (1)) (2

with probability at least 1 — 0.
Algorithm 2 works over e(T) epochs. In each epoch the algorithm interacts with the “editor” for m,
steps.

At the start of epoch e we assume access to a response generator 7. (y|x). This induces a population
version of the target distribution pe41(z,y,y’) defined as pey1(z,y,y") = Px(z)m(y | z)q(y’ |
x,y). This induces the following ideal updated generator 7.1 (y|x) defined as,
2 Per1(2,9,y)

g

77'6-"-1(y|‘r) = Px(w)

Since we admit m,. samples during epoch e, the MLE guarantee ensures that the computed generator
Te41 satisfies,

2 II
oy [[mer1 (Y |2) = Fern (V[ 2) |1y ] <4/ —1n (5') (46)

with probability at least 1 — §.. Lemma 1 implies

oty [[Test(Y [ 2) = 7l (Y | 2)] 1] < (1= Ymin) - Bonr [me (Y | @) — 7l (Y| x)HTya]m

therefore, combining Equations 46 and 47 we obtain,

Eo px H|7T€+1(Y/ ‘ 33) - ﬂ'f(Y/ | ‘T)HTv] < (1 - 'Ymin) ‘Egapy [HWe(Y, | 33) - WE(Y/ | x)HTV] + mip I <|(?|)

e

39



we will now unroll this sum.

Te(Y' | z) — 7l (Y| I)HTV] and &, = 4 /-2 In (Iil).

Me

Letd, = Eyp, H

Then, unrolling the recursion we obtain,

6e+1 (1 - ’Ymm)(s + fe ((1 - ’Vmin)(sefl + fefl> + fe = (1 - 'Ymin)Qéefl + (1 - ’Ymin)fefl + ge <

sothat 81 < D51 (1 — Ymin) ¢ “& + (1 — Ymin)“01. Therefore,
e—1

56 = (1 - ’Ymin)e_i_lgi + (1 - 'Ymin)e_161~
1

i

Lemma 5 allows us to bound the regret of epoch e by,

e—1
Rege,T < 2(Cmax + VmaX) cMe - (Z (1 - Vmin)(%lilgi + (1 - 'Ymin)6151>

i=1

11|
Setm, = = ,ST)Z)e so that & = (1 — Ymin)¢. Then,

e—1
Rege,T < 2(Cmax + Vinax) - me - (Z 776_1_151‘ +(1— ’Ymin)e_151>

= 4(Cmax + Vinax) - ﬂ

e—1
(1 — '7min)2€ ' (1 - 'Ymin) €
In (\H\)
= 4(Cmax + Vmax)e : W
_ 2(Cmax + Vmax)e 21n <|H|> Me
1-— “Ymin 56
. 2 In( juai] )
where the last equality follows because m, = m.

Setting 8. = 6/2¢? we conclude that
Reg, 7 < Hema + Vil [, <|H|> Me
’ 1- “Ymin
for all e € N simultaneously with probability at least 1 — 4.

e(T) 1

To prove a regret bound up to time 7" let e(7") be the necessary epoch index such that > >~ me <
T < Ze( ) me.. Since the size of m, is increasing it follows that,
e(T) In ( J11] )
T < Z me < T Se(m+1 < 2T 5
e—1 In (5|L|) (1 - 'Vmin)
e(T)
the epoch parameter e(7) does not need to be greater than e(T) <

[2 1081 /(1 =) (T/2 In (%))] since at this point,

[2 1081 /(1— i) (T/2 ln<$>>]
T< 2, e

e=1
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And therefore

e(T)
e(T)
Cmax + Vmax H Z
h — Ymin 5 o—1
<O Cmax + Vmax H ) Z
— Ymin 1) 2

Cmax + Vinax 3/2 T|H|
= — = THrT1
° ((17min)26 ( ) " d

with probability at least 1 — §. Finally since e(T") < [2 1081 /(1 —ypin) (T/Q In (%))1 the result
follows.

A.7 Support Results

We state useful supporting results below that allow us to prove our main results.
Lemma 13 (Sigmoid Lower Bound). For any x,y € R we have:

lo(x) — o(y)| > min {0’ (x),0" (1)} - |2 — |

—t

Proof. We have o(t) = 1+e*" for any ¢t € R. This gives o’(t) = (1;74)2 = e to(t)2. Observe that

o'(t) = 0 for all t € R. We also have
o (t) = —e"to(t)? + 2o (t)o’ (1)
—o'(t) + 2640( Yo' (t)
=o'(t) (2¢ o (t) — 1)
(

(1) 1—6)

1+et’
Therefore, o (t) > 0 (convexity condition) if and only if 1 > e’. Therefore, o is concave on [0, c0)
and convex on (—o0, 0].

Fix x,y € R and assume = < y without loss of generality. Note that the result is trivially true for
x = y. As o is differentiable over R, we have from mean value theorem %Z(w) = ¢’ (u) for some
€ [z,y]. Aso’(t) = 0 forall t € R, we have |o(y) — o(x)| = o/(¢) |y — z|.

‘We now consider 3 cases.

1. If 2 < y < 0 in which case we are in the convex regime and o’ (u) = o’ ()

2. Ify > 0 in which case we are in the concave regime and o’ (u) < o’(y).

x>
3. If x < 0 < y, then if u < 0, then we have o'(u) > ¢’(x). And if u > 0, then we have
o'(u) = o'(y).

Putting it together, we always get o’(t) = min {o’(y), o’ (x)} giving us the desired result. O

Lemma 14 (Sigmoid Derivative Bound). If |z| < ¢ then o' (z) = o'(¢).

Proof. If © > 0, then —c < 0 < = < ¢. As z is in the concave regime of o we have o’(z) > o'(c).
Alternatively, if x < 0, we have —c < < 0 < ¢, then z is in the convex regime of ¢ and we have

o'(z) = o'(—c). As, o' (—c) =

—c

(14:”;)2 = {TreoE = o'(c), we get o’ (z) = o'(c) in all cases. [

41



[t—1]
Lemma 15 (Log Lower Bound). For anyt > 0, we have |log(t)| > S

(u

] u:) then g(1) = 0
and ¢'(u) = L — ﬁ = uz‘uijll)z This means ¢(u) = 0 for u > 1, and so g(u) > 0 for u > 1.

If ¢t > 1, then |log(t)| = log(t) = Z—} = hjl—il If ¢t < 1, then |log(t)| = —log(t) = log(1/t) =
m;} = |tl+;f| This completes the proof. O

Proof. We have log(u) = Z—jr} for u > 1. To prove this let g(u) = log(u) —

B Related Work

Theory Although there is no theory prior work on edits that we are aware of, there is a rich literature
studying theoretical guarantees for RLHF objectives from preference feedback. The works of [61]
and [53] pioneered the study of reinforcement learning from human feedback via offline preference
data, while works such as [46] and [55]. These preliminary results were mostly concerned with tabular
scenarios. More recently, many works have been dedicated to the study of function approximation
regimes for learning policies from preference feedback in RLHF scenarios, such as the introduction
of the XPO algorithm for exploratory RLHF [54] and [58] for provable guarantees for RLHF from
offline data as well as unifying frameworks that bridge online and offline preference feedback [13].
Beyond policy optimization, theoretical insights have also been developed for auxiliary phenomena in
RLHF. For example, [26] characterized the self-improvement dynamics of iteratively refined policies,
and [56] analyzed the statistical efficiency of Best-of-N mechanisms in preference alignment.

Modeling edits. Prior work on text edits has explored various modeling approaches, including
generative diffusion models with edit-based corruption and reconstruction [41], latent vector repre-
sentations of edits [24, 35], and modeling modular operations in the editing process [50, 34, 3, 59].
While these approaches effectively model specific aspects of text editing, our work unifies multiple
forms of user feedback — preferences, supervised labels, and cost — within a single framework.
These types of feedback, typically studied in isolation, are combined and analyzed both theoretically
and empirically in this work.

Using edits. Research on text revision often focuses on task-specific improvements, such as
enhancing model factuality [12, 33, 7], refining academic writings [36, 30, 18], and enabling style
transfer [42]. Similarly, work on code edits has primarily aimed at automating program repair [57, 16,
41, 60, 49, 9]. In contrast, we focus on user-driven text edits that reflect expectations and preferences
in practical use cases. Building on the setup proposed in prior work [? 4], we systematically
investigate the algorithms and learning challenges associated with leveraging such edits.

C Additional Experimental Details

We provide details of our experimental setup here. We used the Prelude framework of Gao et al., [21]
which is available at https://github.com/gao-g/prelude and has MIT License. We use the
following models from HuggingFace: Llama 3.1 8b Instruct, Llama 3.3 70b Instruct and Qwen3-32B.

Grid Search. We provide hyperparameter values of SFT in Table 5 and for DPO and
EarlyEnsemble in Table 6. We selected the best hyperparameters by computing log-loss of user-edits
given context on a held-out validation set with 200 examples.

Hyperparameter Values

Pretrained Model meta-llama/Llama-3.1-8B-Instruct
Precision Bfloat16

Optimizer AdamW, betas=(0.9, 0.95)
Learning Rate {1.0e-5, 1.0e-6, 1.0e-7}

Epoch {1ep, 2ep}

Table 5: Hyperparameter search ranges for SFT.
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Hyperparameter Values

Pretrained Model meta-llama/Llama-3.1-8B-Instruct
Precision Bfloat16

Optimizer AdamW, betas=(0.9, 0.95)

DPO beta {0.1, 0.5}

Ain EarlyEnsemble (Equation 7) {0,0.5,0.75, 1.0}

Learning Rate {1.0e-6, 3.0e-7, 7.0e-7}

Epoch {2ep}

Table 6: Hyperparameter search ranges for DPO (A = 0) and EarlyEnsemble (A > 0).

For LateEnsemble (Algorithm 1) we set o = 150 based on the approximate average edit cost of the
base model. We did not tune o.

Inference. We do greedy decoding and allow the agent to generate at most 1000 tokens.

Compute and Time. We ran our experiments on a cluster with H100s and H200s. All experiments
took a few hours to train. The inference took 10min for each seed for SFT, DPO and EarlyEnsemble
for each seed since we can evaluate each datapoint in parallel, while it took 30min for each seed for
LateEnsemble (Algorithm 1) since we cannot evaluate datapoints in parallel for this.

Datasets. We do not release any new dataset with this paper. However, we used source articles
from four datasets provided below. The link to the dataset contains other details such as size of the
dataset, samples, and license. We urge readers to check the current status of these datasets in context
of this work, and recommend them to avoid using any dataset that has been deprecated.

Domain Link to the Dataset

PGI19[] https://github.com/google-deepmind/pgl9

Arxiv https://huggingface.co/datasets/CShorten/ML-ArXiv-Papers
BillSum https://huggingface.co/datasets/FiscalNote/billsum
Elsevier OA CC-By [] | https://huggingface.co/datasets/orieg/elsevier-oa-cc-by

Table 7: List of publicly available datasets that we use for training and evaluation.
We provide additional experimental results below.

Test-time plots. Figure 3 shows the cumulative edit cost at test time for the email writing setting
in Table 1. We also show cumulative user-edits at inference time for the transfer learning setting
in Table 2 in Figure 4. The trend is similar to the trend in Figure 3 with LateEnsemble mostly
converging to the performance of the best method. We can see that in all domain except email writing
with a weak user, the performance of LateEnsemble gradually drifts towards the best performing
method as we would expect. The anomalous setting of email writing with weak user may need more
test rounds before LateEnsemble converges to the best method.
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Figure 3: Cumulative User Edits at test time corresponding to Table 1 for the different setup. For
each round, we show mean and standard deviation across 3 seeds.
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Figure 4: Cumulative User Edits at test time corresponding to Table 2 for the different setup. For
each round, we show mean and standard deviation across 3 seeds.
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