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#### Abstract

Foundation models (FMs) in massive parameter space pretrained on a large amount of (public) data perform remarkably well on various downstream tasks with just a few samples for fine-tuning. However, direct fine-tuning of the standard FMs often becomes difficult due to their massive size, especially for scenarios where FMs are adapted on private data distributed across resource-limited devices. As such, only those FMs with relatively small parameter size may be capable of on-device fine-tuning. We call these smaller FMs as on-device FMs (ODFMs). In our work, we investigate parameter-efficient federated fine-tuning of ODFMs (XXS PaLM2) for downstream tasks on devices using low-rank approximations (LoRAs), where we investigate multi-session chat data from real clients as the downstream task of interest. We first examine federated fine-tuning with homogeneous LoRA ranks across clients, and show that higher ranks can lead to overfitting despite their faster learning speed whilst lower ranks do not overfit but converge slower in training. Based on these observations, we propose heterogeneous LoRA, where we deploy hetergeneous ranks across clients, aggregate the heterogeneous LoRA modules through zero-padding, and redistribute the LoRA modules heterogeneously through truncation. Our proposed heterogeneous LoRA is simple yet effective. It achieves the best of both worlds by combining the advantages of high-rank and low-rank LoRAs. This allows us to achieve the best performance with the fewest number of communication rounds, while also avoiding the problem of overfitting.


## 1 Introduction

The emerging foundation models (FMs) [1, 2, 3, 4, 5, 6] have shown surprising zero/few shot learning capabilities, performing well on a variety of tasks including text/image generation with prompts, language translation, solving math problems, and conversing in natural language. FMs such as the GPT [5, 7] or PaLM series [6, 8, 9] are trained on a massive, variety of data (mostly unlabeled) with parameters ranging up to hundreds of billions at size, making it capable to be applied to different domains with just a few additional training rounds (i.e., fine-tuning) on the targeted dataset. The colossal size of these FMs, however, requires large number of resources for directly fine-tuning their entire parameter space. To tackle this issue, many recent works have proposed different parameterefficient fine-tuning (PEFT) methods of FMs such as prompt tuning [10], utilizing adapters [11], or low-rank adaptation (LoRA) of the original model [12] which freezes the original pre-trained parameters of the FM and train additional, smaller number of parameters instead.
The aforementioned work on PEFT methods for FMs, however, assume that i) the pre-trained FMs are deployed to and trained with the data of a single machine/client for adaptation to the downstream task and that ii) the client has enough resources to even fit a standard FM of hundred billion size for, 37th Conference on Neural Information Processing Systems (NeurIPS 2023).
at least, inference. In practice, there are often cases where we are interested in fine-tuning FMs for on-device private data that is distributed across multiple devices (clients). For instance, sensitive and private data such as medical information or law-related documents may be hard to collect centrally in a private manner and fine-tuning of the FMs may need to be done at the edge [13, 14, 15]. We define on-device FMs (ODFMs) as models with fewer than several billion parameters that are able to fit into memory on limited capacity clients considering current hardwares. We also use the term federated fine-tuning which we define as training a set of parameters collaboratively to obtain a global set of parameters that can be plugged in to the FM for the targeted downstream task. Note that federated fine-tuning is orthogonal to personalization of FMs in federated learning (FL) [16], which aims to train parameters that perform well for individual clients rather than downstream tasks.

Federated fine-tuning of ODFMs entails unique challenges that are not present in either standard PEFT of FMs or the standard federated training of models that are not FMs. First, unlike conventional task-specific models, FMs have their zero/few-shot learning capability often supported by their large parameter space that is trained on massive data. As shown in Table 1 and previous literature [17], however, FMs'

|  | Zero-Shot | Few-Shot | Full-Training |
| :--- | :---: | :---: | :---: |
| PaLM2 XXS | 2930.23 | 2541.86 | $\mathbf{2 3 . 7 1}$ |
| PaLM2 XS | 2712.86 | 481.95 | $\mathbf{1 8 . 3 2}$ |

Table 1: Perplexity performance of PaLM2 for zeroshot, few-shot ( 5 communication rounds), and full federated fine-tuning ( 200 communication rounds) for chat response on the multi-session chat data (further details of experiments are in Section 3) performance can deteriorate as their sizes get smaller and federated fine-tuning may not merely be useful but even inevitable for ODFMs to perform well for downstream tasks on devices. Moreover, since devices usually have limited and heterogeneous system capabilities [18], PEFT methods that can flexibly adapt to the heterogeneous devices should be considered for federated fine-tuning of ODFMs. Previous work evaluated PEFT with FL via performing a general evaluation over different PEFT methods naïvely combined with FL [19, 20, 21, 22, 23]. However, these works does not investigate a more practical federated fine-tuning setting for ODFMs where PEFT methods are catered to heterogeneous system-capabilities such as by applying different PEFT strategies to different clients for performance improvement. In practice, it may even be difficult to choose LoRA rank parameters for clients, particularly for resource limited mobile devices with natural system heterogeneity.

In this work, we propose heterogeneous LoRA for federated fine-tuning to cater to system heterogeneity and outperform the naïve combination of LoRA and federated fine-tuning where homoegneous ranks are applied across clients. We show the performance of PaLM 2 [9] of XXS size for chat responses on the multi-session chat data [24] of real clients. Our contributions can be summarized as:

- We show the performance of naïvely applying LoRA with homogeneous ranks across clients for federated fine-tuning, and show that while large ranks help in speeding-up training, they lead to faster overfitting while smaller ranks are slower in training but does not suffer from overfitting.
- We then propose heterogeneous LoRA that can apply different rank LoRA modules to different clients via utilizing zero-padding and truncation for the aggregation and distribution of the heterogeneous size LoRA modules.
- We show that our proposed simple approach of heterogeneous LoRA outperforms naïvely applying homogeneous ranks across clients in terms of both training speed and final performance, gaining the best of both worlds of LoRA with high and low ranks.
- We evaluate how different distributions of the ranks across clients, specifically uniform and power-law distribution, affects the performance of heterogeneous LoRA.


## 2 Federated Fine-Tuning with LoRA

Formally, we define the pre-trained ODFM weights as $\mathbf{W}_{0} \in \mathbb{R}^{d \times l}$ and the trainable low-rank decomposed matrix as $\Delta \mathbf{W} \in \mathbb{R}^{d \times l}$. In standard LoRA [12], the low-rank decomposition of $\Delta \mathbf{W}$ is constructed such that $\Delta \mathbf{W}=\mathbf{B} \mathbf{A}$ where $\mathbf{B} \in \mathbb{R}^{d \times r}$ and $\mathbf{A} \in \mathbb{R}^{r \times l}$ are the low rank decompositions of $\Delta \mathbf{W}$ with identical rank $r$ in the centralized setting. Now, let us consider LoRA in the federated fine-tuning scenario where there are $M$ total clients. Each client $k \in[M]$ has its local training dataset $\mathcal{B}_{k}$ and its corresponding local empirical loss function $F_{k}(\mathbf{W})=\frac{1}{\left|\mathcal{B}_{k}\right|} \sum_{\xi \in \mathcal{B}_{k}} \ell(\mathbf{W}, \xi)$, where $\ell(\mathbf{W}, \xi)$ is the loss value for model $\mathbf{W}$ at data sample $\xi$. The optimization task for federated fine-tuning is to collaboratively find the global parameters which we define as $\overline{\mathbf{B}}$ and $\overline{\mathbf{A}}$, given the pretrained knowledge $\mathbf{W}_{0}$ that can minimize the global objective $F(\overline{\mathbf{W}})=\frac{1}{M} \sum_{k=1}^{M} F_{k}(\overline{\mathbf{W}})$ where
$\overline{\mathbf{W}}=\mathbf{W}_{0}+\overline{\mathbf{B}} \overline{\mathbf{A}}$. Throughout the paper, we denote the truncation of a matrix with the : symbol. For instance, if there is no truncation at the row but truncation from $x<l$ at the column for the matrix $\mathbf{W} \in \mathbb{R}^{d \times l}$, we keep all the columns until $x$ and omit the last $l-x$ columns and denote the resulting matrix it as $\mathbf{W}[:,: x]$.

### 2.1 Naïve Case: Homogeneous LoRA

A straightforward way to perform federated fine-tuning with LoRA is to train the LoRA modules $\mathbf{B}, \mathbf{A}$ with homogeneous rank $r$ across all clients with standard FL [25]. Specifically, first the clients have the pre-trained ODFM weights $\mathbf{W}_{0}$ stored in their devices prior to training for the forward pass when training the LoRA modules. Then, the server sends the global LoRA modules $\overline{\mathbf{B}}^{(t)}, \overline{\mathbf{A}}^{(t)}$ to the set of $m$ selected clients $\mathcal{S}^{(t)}$ per communication round $t$. Each selected client $k \in \mathcal{S}^{(t)}$ trains the LoRA modules on their local data for a few local iterations (usually with mini-batch SGD) and send the updated modules $\mathbf{B}_{k}^{(t)}, \mathbf{A}_{k}^{(t)}$ back to the server. The server then finally updates the global LoRA modules accordingly to $\overline{\mathbf{B}}^{(t+1)}=\sum_{k \in \mathcal{S}^{(t)}} \mathbf{B}_{k}^{(t)} / m, \overline{\mathbf{A}}^{(t+1)}=\sum_{k \in \mathcal{S}^{(t)}} \mathbf{A}_{k}^{(t)} / m$ and send back to the next set of selected clients for the next communication round. This training process is nearly identical to the standard FL algorithm [25] except that the pretrained weights $\mathbf{W}_{0}$ are freezed and locally stored in the clients' devices and only the LoRA moduels are trained and communicated.

Instead of such homogeneous rank deployment across clients, however, for federated fine-tuning it is possible and perhaps even more reasonable to consider heterogeneous rank deployment where each client trains different rank LoRA modules. Such setting can be motivated from inevitable system constraints of the clients [26] or simply to improve the federated fine-tuning performance which we show is possible in our experiments in Section 3. However, with heterogeneous ranks set for clients (Heterogeneous LoRA), it is non-trivial how to aggregate these modules at the server and then distribute the modules back to the next set of selected clients. Hence, we explore the research question of "Can we aggregate the heterogeneous LoRA ranks $r$ such that it performs better than homogeneous deployment of LoRA ranks with federated fine-tuning? How does the distribution of heterogeneous LoRA ranks across clients affect the performance of federated fine-tuning with heterogeneous LoRA?" Towards this goal, we propose and explore a simple method for heterogeneous LoRA rank aggregation which we elaborate in the subsequent section, and show its performance compared to homogeneous LoRA and full fine tuning, giving insights into how different ranks in heterogeneous LoRA can affect the performance of federated fine-tuning.

### 2.2 Heterogeneous LoRA: Truncation and Padding

In heterogeneous LoRA, we consider that different clients use different ranks to match their computation resources, and the ranks are assigned prior to training in simulation. We do not assume any specific function for assigning the ranks to the clients, and explore how different distributions of ranks (e.g., uniform, powerlaw) across clients affect the performance of heterogeneous LoRA in Sec-


Figure 1: Example of (a): the pretrained weights $\mathbf{W}_{0}$ that are stored in the clients' devices and (b): the heterogeneous ranks assigned to different clients with $r_{\text {min }}=r_{1}<r_{2}<r_{3}=r_{\text {max }}$. tion 3 . Specifically, each client $k$ has a rank $r_{k}$ that is fixed throughout training where the ranks range from a minimum and maximum rank, i.e., $r_{k} \in\left[r_{\text {min }}, r_{\text {max }}\right], \forall k$ (see Fig. 11. For heterogeneous LoRA, first, the server has to distribute the global LoRA modules with the global rank $r$ to a subset of clients with heterogeneous ranks. How we set the global rank $r$ will also vary depending on how we distribute and aggregate the heterogeneous rank LoRA modules.

In our work, we consider a simple and intuitive method of truncation where we set the global rank $r=r_{\max }$ and for each client with rank $r_{k}$ the server sends $\overline{\mathbf{B}}_{k}^{(t)}\left[:,: r_{k}\right], \overline{\mathbf{A}}_{k}^{(t)}\left[: r_{k},:\right]$ for local training (see Fig. $2(\mathrm{c})$ ). Then the client performs $\tau$ local iterations of mini-batch SGD on their local data to send back the updated LoRA modules $\mathbf{B}_{k}^{(t)} \in \mathbb{R}^{d \times r_{k}}$ and $\mathbf{A}_{k}^{(t)} \in \mathbb{R}^{r_{k} \times l}$. The next critical step to consider is how to aggregate the heterogeneous LoRA modules. Recall that


Figure 2: Overview of the zero-padding and truncation method for heterogeneous LoRA; (a): Zero-pad LoRA modules with smaller ranks to $r_{\text {max }}$ (clients with rank $r_{\text {max }}$ does not need padding); (b): After padding, aggregate all of the clients' LoRA modules to get the global LoRA modules; (c): Truncate the global LoRA modules for the specific rank of the next selected client (example for client with rank $r_{2}$ ).

|  | $r=1$ | $r=5$ | $r=10$ | $r=20$ | $r=50$ | $r=100$ | $r=150$ | $r=200$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PaLM2 XXS | $0.02 \%$ | $0.11 \%$ | $0.21 \%$ | $0.42 \%$ | $1.05 \%$ | $2.10 \%$ | $3.14 \%$ | $4.19 \%$ |

Table 2: Percentage of the LoRA parameters' size for different ranks $r$ compared to the original pre-trained ODFM's parameter size. Even for large ranks such as $r=200$ the trainable LoRA parameters' size compared to the original pre-trained ODFM size is less than $5 \%$ for PALM2 XXS.
the final global LoRA module should have the rank $r=r_{\text {max }}$. For this step we use simple zeropadding to all the received LoRA modules with $r_{k}<r_{\max }$ to the maximum rank $r_{\text {max }}$. Formally, for the received LoRA modules at communication round $t$ with $r_{k}<r_{\max }$, we extend the matrix from shape $\overline{\mathbf{B}}_{k}^{(t)} \in \mathbb{R}^{d \times r_{k}}, \overline{\mathbf{A}}_{k}^{(t)} \in \mathbb{R}^{r_{k} \times l}$ to the shape of $\overline{\mathbf{B}}_{k}^{(t)} \in \mathbb{R}^{d \times r_{\text {max }}}, \overline{\mathbf{A}}_{k}^{(t)} \in \mathbb{R}^{r_{\max } \times l}$ where $\overline{\mathbf{B}}_{k}^{(t)}\left[: r_{k}: r_{\max },: r_{k}: r_{\max }\right], \overline{\mathbf{A}}_{k}^{(t)}\left[: r_{k}: r_{\max },: r_{k}: r_{\max }\right]$ is set to 0 . An illustration of the server-side truncation and aggregation via zero-padding is shown in Fig. 2 for the case when there are three heterogeneous rank LoRA modules $r_{1}, r_{2}, r_{3}$ where $r_{\max }=r_{3}$. Note that if we set all ranks to the same rank our truncation and padding method simply becomes analogous to the homogeneous LoRA case we explained in Section 2.1. Now that we have described our settings for both homogeneous and heterogeneous LoRA we show their performances on federated fine-tuning in the next section.

## 3 Experiments

### 3.1 Experiment Setup

We consider the transformer-based model PaLM2 [9] of size XXS which we believe are applicable to fit in to the category of ODFMs given their smaller sizes compared to standard FMs. The LoRA modules are applied to only the self-attention layers as proposed in the original LoRA paper [12] where their relative number of parameters compared to the original model are shown in Table 2. The task we consider in this paper is chat dialogue using the multi-session chat (MSC) dataset [24] which is a collection of human-human interactions comprising numerous extended chat sessions. For the metric, we use perplexity [27] which has been used to show the quality of chat responses from generative models from previous literature [28]. We sample 100 clients (real users) uniformly at random from the MSC dataset and partition their data for training and evaluation by each previous_dialogs and dialog. We fix the local mini-batch size to 8 and number of local iterations $\tau$ to


Figure 3: Performance of homogeneous LoRA for different rank $r$. Higher ranks achieve good performance faster than lower ranks, but it overfits while the lowest rank $r=1$ achieves the same perplexity slower than higher ranks without overfitting. 5 with the feature length set to 1024 . The learning rates are sweeped across $0.01,0.001,0.0001$ to find the best performing one. The rank distribution across clients for heterogeneous LoRA, unless mentioned otherwise, is set to a uniform distribution between $\left[r_{\min }, r_{\text {max }}\right]$ (inclusively).

### 3.2 Experiment Results

Homogeneous LoRA and the Effect of the Ranks $r$. First, we evaluate the performance of federated fine-tuning of the LoRA modules with homogeneous LoRA deployment across clients in Fig. 3 for different ranks $r \in[1,5,10,20,50]$. We can observe a higher rank $r$ for homogeneous LoRA


Figure 4: Performance of heterogeneous LoRA with different minimum rank values i.e., $r_{\min } \in[1,5]$. As similar to homogeneous LoRA, larger $r_{\text {min }}$ leads to more overfitting for heterogeneous LoRA, but it is not as severe as the homogeneous LoRA even for larger maximum ranks $r_{\max }=150$ showing that the smaller rank LoRA modules act as a regularizer in heterogeneous LoRA.
achieves better perplexity floor with fewer communication rounds than lower rank cases but quickly overfits resulting in worse performance compared to the lower rank cases after more communication rounds. On the other hand, while the lower rank cases need more communication rounds to achieve good performance, it does not have the problem of overfitting as the higher rank cases. Hence for homogeneous LoRA, there is a trade-off to consider between low and high ranks, in terms of faster performance achievement and overfitting. Note that these observations are consistent with previous literature in the centralized setting where a higher rank does not necessarily yields the best performance [12, 29]. Next, in the subsequent paragraphs we show that with our proposed heterogeneous LoRA, we achieve good performance quickly without this overfitting issue, showing better performance than the homogeneous LoRA case.

Heterogeneous LoRA and the Effect of $r_{\text {min }}$ and $r_{\text {max }}$. First, we show the performance of federated finetuning with heterogeneous LoRA for different $r_{\text {min }}$ and $r_{\text {max }}$ in Fig. 4 where we gain key observations that the minimum rank across clients largely affects the performance of federated fine-tuning. Specifically, a smaller minimum rank $r_{\text {min }}=1$ leads to slower training but better performance while a larger maximum rank leads to faster training but worse performance, as similar to what we have seen in the homogeneous LoRA case. However,

(a) $r_{\text {min }}=1$
(b) $r_{\text {min }}=5$

Figure 5: Performance of heterogeneous LoRA with varying $r_{\text {max }}$. The best performing case is $r_{\text {max }}=30, r_{\text {min }}=1$ showing that increasing the maximum rank does not always help. It is also observable that for $r_{\text {min }}=5$ the discrepancies across maximum ranks are nearly negligible due to overfitting showing that the minimum rank $r_{\text {min }}$ plays an important role in preventing overfitting. compared to homogeneous LoRA we can observe that the overfitting does not get as severe for heterogeneous LoRA even with much larger ranks such as $r_{\text {max }}=150$. We can imply from this result that the smaller rank LoRA modules act as a regularizer in heterogeneous LoRA. Moreover, interestingly, we show in Fig. 55 that increasing the maximum rank $r_{\text {max }}$ does not always improve the performance of federated fine-tuning. The best performing case that has fast training speed as well as good performance is in fact $r_{\max }=30, r_{\min }=1$ case in Fig. 5 (a), where a higher $r_{\max }$ even with $r_{\min }=1$ leads to overfitting. For $r_{\min }=5$ in Fig. 5 (b), the discrepancies across $r_{\text {max }}$ are nearly negligible showing that the minimum rank $r_{\min }$ is critical to the performance of heterogeneous LoRA especially to prevent overfitting.

Different Client Rank Distributions for Heterogeneous LoRA. So far we have only looked at uniformly distributed ranks across clients for the heterogeneous LoRA, but we further investigate differently distributed ranks with the power law distribution where a larger alpha indicates more clients are assigned with higher ranks and a smaller alpha indicates more clients are assigned smaller ranks (see Fig. 77). The mapping of a client to a rank is random as the same as the uniform distribution case. With the ranks distributed with either the power-law distribution ( $\alpha \in[0.1,2]$ ) or uniform distribution, we show in Fig. 8 that when clients' rank distribution is skewed towards lower ranks ( $\alpha=0.1$ ), although there is no overfitting, the training speed is slow. On the other hand, with clients' rank skewed towards higher ranks, the training speed is not only faster than uniform or $\alpha=0.1$, but also is able to avoid overfittig for certain maximum rank values such as $r_{\text {max }}=30$ shown in Fig. 8 (b). This shows that for certain settings rank distributions to clients, heterogeneous LoRA can achieve the best of both worlds of lower and higher rank, where training speed is fast but also without


Figure 7: Histogram of client ranks with $r_{\min }=1, r_{\max }=50$ for different distributions including uniform and power-law distribution for $\alpha \in[0.1,2]$. A smaller $\alpha$ leads to clients having smaller ranks and vice versa.


Figure 8: Performance of heterogeneous LoRA with different rank distributions (uniform (random), $\alpha \in$ $[0.1,2])$. More skew towards higher ranks $(\alpha=2)$ achieves better performance with fewer communication rounds compared to uniform (random) and $\alpha=0.1$ for $r_{\max } \in[10,30]$.
the overfitting issue most severely observed in homogeneous LoRA with high ranks. We directly compare homogeneous and heterogeneous LoRA in the next paragraph.

## Heterogeneous LoRA compared to Homogeneous LoRA.

 Finally, we compare heterogeneous LoRA with the homogeneous LoRA deployment in Fig. 6 We see that our proposed heterogeneous LoRA with $r_{\text {min }}=1$ and $r_{\text {max }}=30$ achieves faster training as well as better performance than homogeneous LoRA cases with both edge cases of the ranks $r \in\{1,30\}$. Hence going back to our main question of whether we can devise a aggregation/distribution scheme of heterogeneous LoRA for federated fine-tuning such that it out performs homoegneous LoRA, we show that this is indeed possible. However, we can also observe that heterogeneous LoRA is still not able to achieve better performance than full fine-tuning. Note that however, full fine-tuning requires to train a much larger number of parameters compared to heterogeneous LoRA per communication round (see Table 2). Nevertheless, this leaves room for further research questions of whether it is possible for heterogeneous LoRA to also outperform full federated fine tuning with the same number of communication rounds.

Figure 6: Comparison of the performance across homogeneous LoRA, heterogeneous LoRA, and full-fine tuning. Heterogeneous LoRA achieves better performance than homogeneous LoRA with fewer number of communication rounds. However, it is still not able to outperform full fine-tuning.

## 4 Discussions and Concluding Remarks

In our work, we investigate federated fine-tuning for ODFMs, specifically, utilizing heterogeneous LoRA. We show that heterogeneous LoRA, even with the simple approach of zero-padding and truncation, can achieve better training speed and final performance compared to homogeneous LoRA. We also show interesting findings consistent with previous literature [12, 29] that increasing ranks does not always help, even for heterogeneous LoRA. Our findings in this work opens up several questions worth investigating. First, we would like to investigate whether there is a way to improve our current approach of heterogeneous LoRA for federated fine-tuning to achieve comparable performance with full fine-tuning. The current method for heterogeneous LoRA is data agnostic with simple padding and truncation, but whether there is a way to incorporate awareness of data heterogeneity to heterogeneous LoRA is an interesting direction. Another open question is what is the right way to assign the ranks across clients. In our current version of heterogeneous LoRA we assign the ranks at random to the clients but whether we can assign the ranks such that heterogeneous LoRA performance can be improved remains open for investigation.
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