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Abstract

While Large Language Models (LLMs) have001
showcased remarkable proficiency in reason-002
ing, there is still a concern about hallucinations003
and unreliable reasoning issues due to seman-004
tic associations and superficial logical chains.005
To evaluate the extent to which LLMs perform006
robust reasoning instead of relying on superfi-007
cial logical chains, we propose a new evalua-008
tion dataset, the Adversarial Winograd Schema009
Challenge (AWSC), based on the famous Wino-010
grad Schema Challenge (WSC) dataset. By011
simply replacing the entities with those that012
are more associated with the wrong answer,013
we find that the performance of LLMs drops014
significantly despite the rationale of reasoning015
remaining the same. Furthermore, we propose016
Abstraction-of-Thought (AoT), a novel prompt017
method for recovering adversarial cases to nor-018
mal cases to improve LLMs’ robustness and019
consistency in reasoning, as demonstrated by020
experiments on AWSC.021

1 Introduction022

Reasoning serves as the cornerstone underpin-023

ning the efficacy and reliability of language mod-024

els (Huang and Chang, 2023; Wang et al., 2024b).025

While Large Language Models (LLMs) have026

demonstrated remarkable proficiency in certain rea-027

soning tasks (Wei et al., 2022), recent research has028

revealed that LLMs often experience issues with029

hallucinations and unreliable reasoning (Zhou et al.,030

2024; Ji et al., 2023; Huang et al., 2023) induced031

by semantic associations and superficial logical032

chain (Li et al., 2023a; Tang et al., 2023), especially033

under adversarial and long-tail scenarios (Sun et al.,034

2023). Despite numerous methodologies proposed035

to enhance LLMs’ reasoning capabilities, such as036

Chain-of-Thought (CoT; Wei et al., 2023) and in-037

tegration with auxiliary tools (Schick et al., 2023),038

the robustness of their reasoning process still re-039

mains a concern (Wang et al., 2023a; Havrilla et al.,040

2024; Valmeekam et al., 2023).041
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Figure 1: Overview of Adversarial Winograd Schema
Challenge and Abstraction-of-Thought

In this paper, we narrow down the scope of rea- 042

soning to the Winograd Schema Challenge (WSC), 043

first introduced as an alternative to the Turing Test, 044

which requires commonsense knowledge and rea- 045

soning ability to solve. A Winograd schema is a 046

pair of sentences differing in one or two words with 047

a highly ambiguous pronoun, resolved differently 048

in the two sentences (Levesque et al., 2011). An 049

example is in the top corner of Figure 1, where the 050

problem is formulated as a coreference resolution 051

task. When introduced initially, these tasks posed 052

great challenges for machines, being non-Google- 053

proof — impossible to solve through simple word 054

association using search engines. However, due to 055

its small scale and the scaling up of LLMs, such 056

a non-Google-proof constraint is not considered 057

hard anymore for LLMs, with GPT-3 achieving ac- 058

curacies of 88.3% in the zero-shot setting (Brown 059

et al., 2020). 060

To introduce a novel Turing Test that can robustly 061

evaluate LLMs regarding commonsense reason- 062

ing, we present the Adversarial Winograd Schema 063

Challenge (AWSC). In addition to avoiding sim- 064

ple semantic associations of words, we create an 065

adversarial dataset tailored specifically for LLMs, 066

which is non-LLM-proof : challenging to solve with 067

LLMs. Specifically, we first leverage the efforts of 068
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experts to come up with different entity pairs that069

are either 1) more associated with the wrong an-070

swer semantically, and 2) can cause a base LLM to071

give a wrong answer. For example, in Figure 1, we072

replace the “father”-“son” pair to “bodybuilder”-073

“frail senior,” such that the “frail senior” is more074

associated with the adjective ‘weak’ in the context,075

which can lead an LLM to link the pronoun “he”076

to the senior instead of the bodybuilder. Next, we077

use the same idea to prompt an LLM to develop078

difficult entity pairs at scale, using our annotated079

data as exemplars. The generated answers are then080

manually verified.081

While LLMs may encounter challenges from the082

adversarial dataset, their capability to ‘conceptual-083

ize’ reasoning entities offers a promising avenue084

for fostering unbiased reasoning (Minsky, 1980;085

Wang et al., 2023b, 2021, 2024c). For example,086

by conceptualizing ‘bodybuilder’ to a PersonX and087

‘frail senior’ to a PersonY, LLMs will not be dis-088

tracted by the adversarial word association and thus089

make the correct prediction.090

To conclude, first, we propose AWSC, an adver-091

sarial WSC that requires the pairing entity to be092

non-LLM-proof. Second, we conduct evaluations093

using ChatGPT and find that AWSC is significantly094

harder than WSC, even though the reasoning ratio-095

nale behind is the same. Third, we propose a robust096

prompting method, called Abstraction-of-Thought097

(AoT), to first conceptualize the adversarial ques-098

tion to a normalized reasoning question, thus fa-099

cilitating robust reasoning. Experimental results100

show that AoT significantly improves reasoning101

performance and robustness.102

2 Method103

2.1 Dataset Construction104

While constructing datasets that are resistant to105

Google-proofing tactics avoids simple word asso-106

ciations, they prove relatively facile for contempo-107

rary QA systems. Take the following case from the108

original WSC, for instance:109

Original WSC

- The man couldn’t lift his son because he was so
weak
- The man couldn’t lift his son because he was so
heavy
Q: What does ‘he’ refer to? A: [The man, The son]

110

In this case, a contemporary QA system (e.g.,111

Flan-T5; Chung et al., 2022) could easily find the112

correct answer that “he” refers to “the man” in the 113

first sentence and “the son” in the second sentence. 114

However, when changing “the man” to someone 115

typically strong, e.g., a bodybuilder, and changing 116

“the son” to someone typically weak, e.g., a senior, 117

then QA models will be more confused and make 118

the wrong prediction. 119

Adversarial WSC

- The bodybuilder couldn’t lift the frail senior be-
cause he was so weak
- The bodybuilder couldn’t lift the frail senior be-
cause he was so heavy
Q: What does ‘he’ refer to? A: [The bodybuilder, The
frail senior]

120

In pursuit of more effective datasets, we create a 121

novel dataset tailored to LLM QA systems: Adver- 122

sarial Winograd Schema Challenge (AWSC), being 123

non-LLM-proof. Instead of searching for word co- 124

occurrence counts on Google as in WSC to avoid 125

spurious patterns, we try our best to develop adver- 126

sarial entity pairs that are semantically associated 127

with wrong answers (Levesque et al., 2011) by re- 128

placing the original entities with confusing ones. 129

The goal is that after replacing, a base LLM (Flan- 130

T5 11B) will fail to answer correctly, thus being 131

non-LLM-proof. Meanwhile, we keep the rationale 132

behind the replaced example unchanged compared 133

to the original one. For example, the “one attempt- 134

ing to lift” should be the weak one, regardless of 135

whether the replacement is applied. 136

This is similar to the construction of CSQA 137

v2 (Zhao et al., 2023) where the authors ask anno- 138

tators to construct questions to confuse RoBERTa- 139

Large (Liu et al., 2019). Among 273 questions 140

from WSC, we annotate 101 questions that can be 141

made harder. 142

Next, to scalably acquire more adversarial data, 143

we prompt LLMs to generate adversarial entity 144

pairs. Subsequently, experts verify the generated 145

cases from the angle of the correctness of the con- 146

text given new entities, whether the reasoning be- 147

hind them remains the same, and whether the gen- 148

erated entities are more semantically associated 149

with the wrong answer. In the end, we acquire 410 150

examples for AWSC. 1 151

2.2 Abstraction-of-Thought 152

While QA systems often stumble when confronted 153

with adversarial tasks, as illustrated in the afore- 154

1We refer readers to the Appendix B for more information
about the dataset construction.
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mentioned cases, there exists a promising avenue155

for improvement through abstraction. When hu-156

mans tackle such problems, we don’t focus on157

every detail; instead, we abstract ourselves to a158

certain level to perform reasoning (Minsky, 1980;159

Ho et al., 2019).160

For instance, in Figure 1, we humans abstract161

both “The bodybuilder” and “The frail senior” as162

individuals. Subsequently, this abstracted represen-163

tation serves as the foundation for addressing the164

original query, which is: “PersonX couldn’t lift Per-165

sonB because he was so weak, What does ‘he’ refer166

to?” Since LLMs have been shown to be pretty167

robust and effective in performing abstraction or168

conceptualization (Wang et al., 2024a, 2023b), this169

strategy can minimize the risk of reasoning errors170

stemming from confusing word associations.171

The AoT process entails two key stages: Ab-172

straction and Reasoning. Initially, instead of tack-173

ling the question head-on, LLMs are tasked with174

abstracting the query. This abstraction transforms175

the question into a more generalized and manage-176

able form. Following this, the Reasoning phase177

commences, wherein LLMs engage in deductive178

processes to derive answers to the original tasks2.179

By adopting this dual-step approach, we em-180

power LLMs to navigate complex reasoning tasks181

with greater efficacy, ultimately advancing the capa-182

bilities and robustness of QA systems in handling183

diverse challenges.184

3 Experiment185

In this section, we conduct a comprehensive array186

of experiments to validate the effectiveness of our187

proposed dataset and methods.188

3.1 Comparison of AWSC and WSC189

To assess the efficacy of the Adversarial Winograd190

Schema Challenge (AWSC), we conduct a compar-191

ative analysis of QA system performance on both192

the AWSC and the original WSC. We employ two193

key metrics for this evaluation: Single Accuracy,194

which measures the ability of the QA system to195

provide correct answers, and Pair Accuracy, which196

assesses the system’s capability to answer two ques-197

tions within a single task, in view of the nature of198

pair sentences for the Winograd schema. We use199

ChatGPT (gpt-3.5-turbo-0301) as the backbone200

LLM and use zero-shot and one-shot prompting201

to acquire the results. We differentiate between202

2The prompt templates are presented in Appendix C.6

WSC AWSC-H AWSC-M
single pair single pair single pair

Zero-shot 73.90 64.71 60.73 47.05 50.97 40.48
One-shot 75.00 65.44 63.73 49.02 63.41 49.75

Table 1: Performance comparison on AWSC and orig-
inal WSC datasets. ChatGPT performs significantly
poorer on AWSC.

AWSC-H AWSC-M
single pair single pair

Zero-shot 60.73 47.05 50.97 40.48
One-shot 62.74 47.05 63.41 49.75
WinoWhy 51.96 33.33 57.56 34.63
ZS CoT 40.24 34.14 50.98 41.18
CoT 58.82 41.18 60.24 43.90
AoT 70.58 54.90 68.29 56.09

Table 2: Performance comparison using various prompts
and AoT methods on the AWSC-H and AWSC-M
datasets.

datasets constructed by humans (AWSC-H) and 203

those constructed by machines (AWSC-M). Results 204

are summarized in Table 1. We can see that both 205

single accuracy and pair accuracy on AWSC are 206

significantly lower than that of the original WSC, 207

underscoring the effectiveness of the AWSC in con- 208

fusing LLMs. The result also highlights that LLMs 209

may only memorize the WSC reasoning questions 210

during pre-training instead of focusing on the gen- 211

uine reasoning process because the reasoning ratio- 212

nales behind AWSC and WSC are the same. 213

3.2 Performance of Abstraction-of-Thought 214

To assess the efficacy of the Abstraction-of- 215

Thought (AoT) methodology, we examine the per- 216

formance of employing different prompts. We 217

utilize three types of prompts: Zero-shot, one- 218

shot, zero-shot CoT prompts (ZS CoT; Kojima 219

et al., 2022), and CoT using manually written 220

rational (CoT) and WinoWhy-provided rationale 221

(WinoWhy; Zhang et al., 2020). Additionally, we 222

experiment with the AoT method alongside the 223

Adversarial Winograd Schema Challenge (AWSC) 224

examples. The results are presented in Table 2. 225

Upon reviewing the outcomes in Table 2, it is evi- 226

dent that the single accuracy and pair accuracy met- 227

rics of the Abstraction-of-Thought (AoT) methods 228

in both AWSC-H and AWSC-M datasets surpass 229

those of the traditional methods. This underscores 230

the effectiveness of AoT in enabling LM to abstract 231

entities within tasks and steer clear of erroneous 232

reasoning paths. The success of AoT lies in its abil- 233

ity to harness the conceptualization effectiveness of 234

LLMs, enabling them to reframe adversarial scenar- 235
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Method Zero-
shot

One-
shot

ZS
CoT CoT AoT

Consistency 15.68 17.64 10.00 19.61 27.45

Table 3: Consistency evaluation.

ios into simpler reasoning representations, thereby236

enhancing reasoning integrity and robustness, ulti-237

mately fostering unbiased reasoning and advancing238

the capabilities of LLMs.239

3.3 Comparison of Consistency240

To delve deeper into the evaluation of QA systems,241

we explore their consistency in reasoning paths.242

Consistency here refers to the ability of a QA sys-243

tem to answer questions consistently using similar244

reasoning paths. If the LM consistently answers245

questions with similar reasoning paths correctly,246

it demonstrates mastery of the underlying reason-247

ing in the given context. Let m represent the total248

number of groups with similar reasoning paths. Gi249

represent the i-th group. NGi and CGi represent250

the total number of QA pairs and the number of QA251

pairs in group Gi where the QA system consistently252

produces correct answers for all questions.253

Consistency =
1

m

m∑
i=1

⌊
CGi

NGi

⌋
To assess this, we group the five QA pairs gener-254

ated by LLMs from the same original WSC exam-255

ple in AWSC-M together, where they are assumed256

to have the same reasoning rationale behind and257

calculate the percentage of the groups where LLMs258

can produce correct answers for all the questions259

in the group. The results are presented in Table 3.260

Methods with higher single accuracy and pair261

accuracy in Table 2 may exhibit lower consistency.262

This highlights the significance of incorporating263

consistency evaluation into the assessment of QA264

systems. Notably, the AoT method significantly265

improves consistency, suggesting that employing266

appropriate AoT techniques can enhance the over-267

all consistency of QA systems.268

4 Related Work269

4.1 WinoGrad Schema Challenge270

The Winograd Schema Challenge, formulated as a271

coreference resolution problem on pair sentences272

with minor distinctions, was originally proposed273

in Levesque et al. (2011). Given the small scale274

(273 examples), WinoGrande (Sakaguchi et al.,275

2021) was proposed to use crowd workers to col- 276

lect Winograd-like questions at scale, leading to 277

many high-quality supervision signals for improv- 278

ing LLM’s commonsense reasoning ability. On 279

top of WSC, there are also benchmarks focus- 280

ing on explanation (Zhang et al., 2020), robust- 281

ness (Jungwirth and Zakhalka, 1989; Hansson 282

et al., 2021), and formal logics (He et al., 2021). 283

Typical methods of tackling WSC include LLM 284

prompting (Brown et al., 2020), knowledge re- 285

trieval (Emami et al., 2018), transfer learning from 286

other QA datasets (Khashabi et al., 2020; Lourie 287

et al., 2021), etc. Our work studies how to effec- 288

tively and scalably acquire hard WSC instances 289

from the original questions without changing the 290

reasoning rationale. 291

4.2 Reasoning of LLMs 292

Besides zero-shot prompting and in-context learn- 293

ing (Brown et al., 2020), there are enhanced 294

few-shot prompting using Chain-of-thought tech- 295

nique (Wei et al., 2023) by adding rationales before 296

deriving the final answer. There are other improved 297

techniques such as self-consistency (Wang et al., 298

2023c), least2most (Zhou et al., 2023), verification- 299

based CoT (Li et al., 2023b), uncertainty-based 300

active CoT (Diao et al., 2023). The most relevant 301

one with our AoT is step-back prompting (Zheng 302

et al., 2023), which adds a simple prompt to de- 303

velop high-level concepts and first principles, es- 304

pecially for scientific problems. Unlike them, the 305

abstraction in AoT is rather concrete, which only 306

focuses on recovering the “adversarial” entities to 307

conceptualized and unbiased ones to facilitate ro- 308

bust reasoning. 309

5 Conclusion 310

To study whether LLMs only memorize the WSC 311

questions or they can truly understand the reason- 312

ing behind them, we propose Adversarial WSC 313

(AWSC), a new dataset derived from WSC that 314

adds a new non-LLM-proof constraint to involve 315

entities that are more confusing to perform coref- 316

erence resolution. Experimental results show that 317

powerful LLMs fall short of AWSC, indicating a 318

need for robust and generalizable reasoning algo- 319

rithms. We also propose Abstraction-of-thought 320

(AoT), as a novel prompting approach to normalize 321

the adversarial questions to a normal one so that 322

LLMs will not be distracted, which significantly 323

improves the reasoning performance on AWSC. 324
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Limitations325

One limitation of the work is the reliance on human326

evaluation for the construction of the Adversarial327

Winograd Schema Challenge (AWSC) dataset. The328

dataset constructors need to examine the entities329

and ensure they are reasonable to create the AWSC330

dataset. This approach requires significant human331

judgment and evaluation.332

In addition, the scale of AWSC is still limited to333

around 500 examples. We have tried to scale up by334

leveraging the data from WinoGrande, but accord-335

ing to our manual inspection, the non-Google-proof336

constraint was not always satisfied in WinoGrande337

in the first place, possibly because the annotators338

mostly focused on the Winograd formats instead of339

the subtle reasoning behind. This prevents us from340

deriving more confusing cases from WinoGrande.341

Future work can focus on distilling Winograd-style342

questions from LLMs at scale.343

Ethics Statement344

To provide hard and adversarial reasoning ques-345

tions, we rely on entities that suggest strong inher-346

ent features, which however may be stereotypical,347

e.g., a senior could be weak but not necessarily.348

Nevertheless, no racial or discriminative features349

are leveraged in our dataset. The scalable gener-350

ation process of AWSC by LLMs has also been351

manually verified to eliminate those biased or of-352

fensive cases.353
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A Data and Code563

We have provided the necessary data and code in564

the supplementary materials, and we will make our565

code and data publicly available on GitHub after566

peer review.567

B Prompts Used in M-AWSC568

The prompts used in the M-AWSC are structured569

as follows:570

B.1 Prompt 1571

Prompt 1

Compare the following two sentences and answer the
questions:
The bike passes the car because it is fast. The bike
passes the car because it is slow. Think about the
property reflected by these sentences regarding the
bike and the car. Provide two entities that share a
similar relation to the bike and the car based on this
property. In these sentences, the property highlighted
is the speed difference between the bike and the car.
Typically, a bike is slower than a car. Therefore,
analogous entities are:
truck sports car. The analogous sentences would be:
The truck passes the sports car because it is fast. The
truck passes the sports car because it is slow. Com-
pare the two sentences and answer the questions:
text1 text2 Think about the property these sentences
reflect about ans1 and ans2. Provide two entities with
an analogous relation to ans1 and ans2 based on this
property.

572

B.2 Prompt 2 573

Prompt 2

Compare the following two sentences and answer the
questions:
The ring doesn’t fit into the handbag because it is too
large. The ring doesn’t fit into the handbag because
it is too small. Think about the property reflected by
these sentences regarding the ring and the handbag.
Provide two entities that share a similar relation to
the ring and the handbag based on this property. In
these sentences, the property highlighted is the size
difference between the ring and the handbag. Typ-
ically, a ring is smaller than a handbag. Therefore,
analogous entities are:
pebble schoolbag. The analogous sentences would
be:
The pebble doesn’t fit into the schoolbag because it
is too large. The pebble doesn’t fit into the schoolbag
because it is too small. Compare the two sentences
and answer the questions:
text1 text2 Think about the property these sentences
reflect about ans1 and ans2. Provide two entities with
an analogous relation to ans1 and ans2 based on this
property.

574

B.3 Prompt 3 575

Prompt 3

Compare the following two sentences and answer the
questions:
The body-builder doesn’t lift the child because he
is too heavy. The body-builder doesn’t lift the child
because he is too light. Think about the property re-
flected by these sentences regarding the body-builder
and the child. Provide two entities that share a similar
relation to the body-builder and the child based on
this property. In these sentences, the property high-
lighted is the weight difference between the body-
builder and the child. Typically, a body-builder is
heavier than a child. Therefore, analogous entities
are:
strong man little boy. The analogous sentences would
be:
The strong man doesn’t lift the little boy because he
is too heavy. The strong man doesn’t lift the little boy
because he is too light. Compare the two sentences
and answer the questions:
text1 text2 Think about the property these sentences
reflect about ans1 and ans2. Provide two entities with
an analogous relation to ans1 and ans2 based on this
property.

576
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B.4 Prompt 4577

Prompt 4

Compare the following two sentences and answer the
questions:
The elite students were bullying the undisciplined stu-
dents, so we punished them. The elite students were
bullying the undisciplined students, so we rescued
them. Think about the property reflected by these
sentences regarding the elite students and the undis-
ciplined students. Provide two entities that share a
similar relation to the elite students and the undis-
ciplined students based on this property. In these
sentences, the property highlighted is the behavior
towards discipline between the elite students and the
undisciplined students. Typically, elite students are
more disciplined than undisciplined students. There-
fore, analogous entities are:
lawyers homeless guys. The analogous sentences
would be:
The lawyers were bullying the homeless guys, so
we punished them. The lawyers were bullying the
homeless guys, so we rescued them. Compare the
two sentences and answer the questions:
text1 text2 Think about the property these sentences
reflect about ans1 and ans2. Provide two entities with
an analogous relation to ans1 and ans2 based on this
property.

578

B.5 Prompt 5579

Prompt 5

Compare the following two sentences and answer the
questions:
The fish eats the worm, and it is tasty. The fish eats the
worm, it is hungry. Think about the property reflected
by these sentences regarding the fish and the worm.
Provide two entities that share a similar relation to
the fish and the worm based on this property. In
these sentences, the property highlighted is the taste
difference between the fish and the worm. Typically,
a fish tastes better than a worm. Therefore, analogous
entities are:
ring-necked pheasant grasshopper. The analogous
sentences would be:
The ring-necked pheasant eats the grasshopper, and it
is tasty. The ring-necked pheasant eats the grasshop-
per, it is hungry. Compare the two sentences and
answer the questions:
text1 text2 Think about the property these sentences
reflect about ans1 and ans2. Provide two entities with
an analogous relation to ans1 and ans2 based on this
property.

580

C Prompts used in Experiment581

The prompts we used in the experiment are as fol-582

lows:583

C.1 Zero-Shot584

Zero-Shot

"Q: Compare the two sentences and answer the ques-
tions"

585

C.2 One-Shot 586

One-Shot

"Q: Compare the two sentences and answer the ques-
tions
1. The fish ate the worm. It was hungry. What does
"it" refer to?
2. The fish ate the worm. It was tasty. What does "it"
refer to?
Select from ["The fish", "The worm"]
A: 1. The fish. 2. The worm"

587

C.3 WinoWHy 588

WinoWHy

"Q: Compare the two sentences and answer the ques-
tions
1. The firemen arrived after the police because they
were coming from so far away. What do "they" refers
to?
2. The firemen arrived before the police because they
were coming from so far away. What do "they" refers
to?
Select from ["The firemen", "the police"]
In the first sentence, the answer is the firemen since
if they were coming from so far away then it’s more
likely they arrived after. In the second sentence, the
firemen arrived before the police, so the police were
farther away thus arriving late. Thus the answer is:
A: 1. The firemen 2. the police"

589

C.4 ZS CoT 590

ZS CoT

Let’s think step by step
591

C.5 CoT 592

CoT

"Q: Compare the two sentences and answer the ques-
tions
1. The fish ate the worm, it was tasty. What does "it"
refer to?
2. The fish ate the worm, it was hungry. What does
"it" refer to?
Select from ["fish", "worm"]
In the first sentence, the worm is the main object that
was eaten, the one that is eaten should be considered
as tasty. In the second sentence, the fish was the one
eating so it must be hungry. Thus the answer is:
A: 1. worm 2. fish"

593
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C.6 AoT594

AoT

"Q: Compare the two sentences and answer the ques-
tions
1. The tasty fish ate the worm, it was tasty. What
does "it" refer to?
2. The tasty fish ate the worm, it was hungry. What
does "it" refer to?
Select from ["tasty fish", "worm"]
Conceptualization: Fish can be conceptualized as a
predator, and worm can be conceptualized as a prey.
The question can be conceptualized as:
1. The predator ate the prey, it was tasty. What does
"it" refer to?
2. The predator ate the prey, it was hungry. What
does "it" refer to?
Select from ["prey", "predator"]
Because the subject of "ate" should be hungry and
the object should be tasty, so:
Answer: 1. prey. 2. predator
Conclusion: As worm is a prey, and fish is a predator
in the context,
A: Thus the answer is:
1. worm 2. fish"

595

D Other AoT Prompts596

We also test the other prompts of AoT. The results597

are listed in the following table.

AWSC-H AWSC-M
single pair single pair

AoT1 70.58 54.90 68.29 56.09
AoT2 65.68 41.17 67.80 42.43
AoT3 61.76 43.137 65.36 41.46

Table 4: Performance comparison using various AoT
methods on the AWSC-H and AWSC-M datasets.

598

E Human Annotation599

We introduce the details of the annotation process600

in this section. The annotators were divided into601

two groups to annotate the labels and availability602

of the data. Finally, we conducted cross-validation.603

Compared to the labels of the data, annotators are604

more likely to disagree on the availability of the605

data, such as whether the data is reasonable and606

its strength. However, this situation occurred in607

less than 7.5% of cases. In such cases, we directly608

discarded the data.609
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