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Abstract

We pose a fundamental question in computational learning theory: can we efficiently
test whether a training set satisfies the assumptions of a given noise model? This
question has remained unaddressed despite decades of research on learning in the
presence of noise. In this work, we show that this task is tractable and present the
first efficient algorithm to test various noise assumptions on the training data. To
model this question, we extend the recently proposed testable learning framework
of Rubinfeld and Vasilyan [RV23] and require a learner with an associated test
to satisfy the following two conditions: (1) whenever the test accepts, the learner
outputs a classifier along with a certificate of optimality, and (2) the test must
pass for any dataset drawn according to a specified modeling assumption on both
the marginal distribution and the noise model. We then consider the problem of
learning halfspaces over Gaussian marginals with Massart noise (where each label
can be flipped with probability less than 1/2 depending on the input features), and
give a fully-polynomial time testable learning algorithm. We also show a separation
between the classical setting of learning in the presence of structured noise and
testable learning. In fact, for the simple case of random classification noise (where
each label is flipped with fixed probability = 1/2), we show that testable learning
requires super-polynomial time while classical learning is trivial.

1 Introduction

Developing efficient algorithms for learning in the presence of noise is one of the most fundamental
problems in machine learning with a long line of celebrated research. Assumptions on the noise model
itself vary greatly. For example, the well-studied random classification noise model (RCN) assumes
that the label corruption process is independent across examples, whereas malicious noise models
allow a fraction of the (joint) data-generating distribution to be changed adversarially. Understanding
the computational landscape of learning with respect to different noise models remains a challenging
open problem, serving as the central focus of numerous works in the theory of supervised learning
[BFKV98, ABHU15, ABHZ16, YZ17, ZLC17, MV19, DKTZ20a, DKTZ20a, DKK*22, DKS18,
BEKO02, DDK™24] and unsupervised learning [DKK 24, CKMY22, CGR18, PMJS14, MPW 16,
BB20, MS16, DDNS22, BKS23, KLL*23, CG18, BBKS24].

In this paper, we address for the first time whether it is possible to efficiently test if the assumptions
of a specific noise model hold for a given training set. There are two key reasons for developing
such a test. First, without verifying the assumptions of the noise model, we cannot guarantee that
our resulting hypothesis achieves the optimal error rate. Second, it is essential to select the learning
algorithm best suited to the noise properties of the training set. Specifically, highly structured noise
models often admit faster algorithms, and we should choose these algorithms whenever possible.
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We use the recently introduced testable learning [RV23] framework to model these questions. In
this framework, a learner first runs a test on the training set. Whenever the test accepts, the learner
outputs a classifier along with a proof that the classifier has near-optimal error. Furthermore, the test
must accept with high probability whenever the training set is drawn from a distribution satisfying
some specified set of modeling assumptions. If the test rejects, the learner recognizes that one of
the modeling assumptions has failed and will therefore refrain from outputting a classifier. Here,
our modeling assumptions will include both the structure of the noise model and the structure of the
marginal distribution from which the data is generated.

More concretely, we will consider the problem of learning halfspaces under Gaussian marginals
with respect to Massart noise, an extensively studied problem where an adversary flips binary labels
independently with probability at most 1/2 (the probability of flipping can vary across instances).
The goal is to find a halfspace sign(v - x) with near-optimal misclassification error rate opt + e,
where opt is the best misclassification error rate achievable by a halfspace. For this problem, a long
line of work [ABHU15, ABHZ16, YZ17, ZLC17, MV19, DKTZ20a] resulted in the algorithm of
Diakonikolas et al. [DKTZ20a] that runs in time poly(d/¢) and achieves the optimal error rate. In
contrast, the worst-case-noise version of this problem (i.e. agnostic learning or, equivalently, learning
with adversarial label noise) is believed to require exponential time in the accuracy parameter, even
with respect to Gaussian marginals [KKMS08, DKK*21, GGK20].

In this work, we give a testable learning algorithm for halfspaces that runs in time poly(d/¢) and
certifies the optimality of its output hypothesis whenever it accepts. Additionally, the algorithm is
guaranteed to accept (with high probability) and output a classifier if the marginal distribution is
Gaussian and the noise satisfies the Massart condition.

1.1 Our Results

Noise Model. We focus on the class of i.i.d. oracles where the marginal distribution on R? is the
standard Gaussian and the labels are generated by an origin-centered halfspace with Massart noise, as
defined below.

Definition 1.1 (Massart Noise Oracle). Let f : R? — {41} be a concept, let 7 : R? — [0,1/2] and
let D be a distribution over R?. The oracle EX%?}?;“ receives m € N and returns m i.i.d. examples
of the form (x,y) € R% x {£1}, where x ~ Dand y = £ - f(x), with ¢ = 1 w.p. 1 — n(x) and
& = —1 w.p. n(x). The quantity sup, g« 7(x) € [0,1/2] is called the noise rate.

Formally, we consider the oracle class Exxagjj“m { EXNIassart f € Hhs, SupPycpa 77( ) <o},
where A is the standard Gaussian distribution in d dlmensmns and Hs is the class of origin-centered
halfspaces over R, which is formally defined as follows.

Definition 1.2 (Origin-Centered Halfspaces). We denote with Hys the class of origin-centered
halfspaces over R?, i.e., the class of functions f : R? — {41} of the form f(x) = sign(v - x) for
some v € S, where sign(t) = 1 if ¢ > 0 and otherwise sign(t) = —1.

Learning Setting. Our results work in the following extension of testable learning [RV23].

Definition 1.3 (Testable Learning, extension of Definition 4 in [RV23]). Let H C {R% — {+1}}
be a concept class, O a class of (randomized) example oracles and m : (0,1) x (0,1) — N. The
tester-learner receives ¢, € (0, 1) and a dataset S consisting of i.i.d. points from some distribution
Dy, over R x {£1} and then either outputs Reject or (Accept, h) for some h : R — {£1},
satisfying the following.

1. (Soundness). If the algorithm accepts, then h satisfies the following with probability 1 — §.

P h(x)] < opt + ¢, where opt = min P X
(x7y)NDx1y[y# (x)] < op pt=min 7y)Nny[y#f( )]

2. (Completeness). If S is generated by EX(m/), for some i.i.d. oracle EX € O and m’ >
m(e, d), then the algorithm accepts with probability at least 1 — 6.

The difference between Definition 1.3 and the definition of [RV23] is that the completeness criterion
does not only concern the marginal distribution on R?, but the joint distribution over R? x {+1}.
The choice of the oracle class O encapsulates all of the modeling assumptions under which our



algorithm should accept (both on the marginal distribution on R?, as well as on the labels). Note that
the probability of success can be amplified through repetition (see [RV23]), so it suffices to solve the
problem for § = 1/3. Our main results and their relation to prior work are summarized in Table 1.

Noise Model Classical Setting Testable Setting
Massart
o = 1/2 — ¢) poly(d, 1/¢) [DKTZ20a] poly(d, 1/e) B.1
Strong Massart ~ (Upper) dOog 2)gpoly () [DKK+22] d01/<*) [RV23, GKK23]
(no = %) (Lower) d20ee(1/€)) [DKK+22] d201/€%) C6
O(1/€2) O(1/€?)
Adversarial (Upper) dQ . [KKMSO08] d ; [1§V?3, QKK23]
(Lower) d(1/<°) [DKPZ21] d?(/€) (implied)

Table 1: Runtime upper and lower bounds (in the Statistical Query model) for learning the class of
origin-centered halfspaces Hys over the standard Gaussian distribution with respect to different noise
assumptions.

Upper Bound. In Theorem B.1, we show that there is a polynomial-time tester-learner for the class

Hps with respect to EX%?%?:WO for any 19 < 1/2 — ¢, where ¢ is any positive constant. Moreover,

whenever our algorithm accepts, it is guaranteed to output the optimal halfspace with respect to the
input dataset .S, even if S is not generated from i.i.d. examples and can, therefore, be completely
arbitrary. Given the upper bounds of Table 1 our algorithm can be used as a first step before applying
the more powerful (but also more expensive) tester-learner of [RV23, GKK23]. If our algorithm
accepts, then we do not need to run the more expensive algorithm. In other words, our results
highlight that testable learning can be used for algorithm selection for problems where different
assumptions motivate different algorithmic approaches.

Lower Bounds. Our upper bound holds when the noise rate is bounded away below 1/2. We show
that this is necessary: in the high-noise regime (19 = 1/2), the best known lower bounds for learning
under adversarial label noise also hold in the testable setting, with respect to random classification
noise of rate 1/2 (Definition 2.1), which is a special case of Massart noise. We give both cryptographic
lower bounds (Theorem C.4) assuming subexponential hardness on the problem of learning with
errors (LWE), as well as statistical query lower bounds (Theorem C.6). Our lower bounds are inherited
from lower bounds from the literature of agnostic learning [DKPZ21, Tie23, DKR23] (combined
with Observation C.1). Our testable learning model highlights an underappreciated aspect of these
agnostic learning lower bounds, namely, that the hard instances are in fact indistinguishable from
completely random instances (i.e., random classification noise of rate 1/2).

Our results imply a separation between the classical and testable settings in the high-noise regime
(no = 1/2, see second row of Table 1), demonstrating that the complexity of testable learning displays
a sharper transition with respect to varying noise models compared to classical learning. For the of
RCN at noise rate 1/2 case, the separation is even stronger, since learning is trivial in the classical
setting.

1.2 Our Techniques

The techniques we employ in this work are significantly more sophisticated than recently developed
tools from testable learning. In fact, it is not even clear that techniques from testable learning should
apply, as assumptions on the marginal distribution are quite different from assumptions on the noise
model. Concretely, we depart from prior work in testable learning [GKSV24, GKSV23] where the
testers are designed to certify specific properties of a particular learning algorithm. Instead, here
we obtain a “black-box" result that can take any learner that is guaranteed to output a near-optimal
halfspace in the Massart setting and certify optimality properties of the learner’s output hypothesis.
To do this, we decompose the error of the candidate output in terms of quantities for which we can
provide certifiable bounds by developing appropriate testers (see Section 2 for more details on the
decomposition). In particular, we provide a disagreement tester with significantly sharper guarantees
compared to the one developed for standard testable learning [GKSV23], and a spectral tester that
combines and expands ideas from [GKSV23] as well as recent work on tolerant testable learning



[GSSV24]. The main technical tool we develop to provide these improved guarantees is a notion of
families of sandwiching approximators with respect to partitions of R.

An outline of the proof of our main result (Theorem B.1) is provided in Appendix B. As a warm-up,
in Section 2, we consider the special case of random classification noise, whose analysis is simpler.
We complete the proof sketch of our main result in Appendix B. In the following, we give an overview
of the disagreement and the spectral testers.

Disagreement tester and sandwiching polynomials. Let v be a unit vector and S be a dataset of
size poly(d/e). If S consists of Gaussian data-points, then for every unit vector v’ (w.h.p. over .S)

XIEP’S [sign(v - x) # sign(v' - x)] = L(v,V)/m + €.

Suppose, given S and v, one would like to certify that this property approximately holds for every v’.
The method of exhaustive search - i.e. checking this property for different candidate vectors v’ - can
be shown to require at least 2°2(4) time. Using a moment-based approach, we show how to improve
this run-time exponentially. In particular, in time poly(d, 1/¢), we can certify that for all v/ € S?~!

x]gs [sign(v - x) # sign(v' - x)] = (1 £0.01)4L(v,Vv')/m €. (1.1)

Moreover, whenever S is Gaussian, our tests are guaranteed to pass (Theorem 2.4). Note that
[GKSV24, GKSV23, DKK 23] provided disagreement testers that certified one-sided bounds and
suffered constant multiplicative error factors', while here our disagreement testers certify both upper
and lower bounds on the disagreement probability, with a small and controllable multiplicative error
factor.

As mentioned earlier, directly checking the disagreement for each candidate vector v’ in a Euclidean
cover of the sphere S?~! does not work, since their number is exponential to the dimension d. Instead,
our tester discretizes R? into buckets corresponding to v - x € [ie, (i + 1)¢] for varying i (Figure 2)
and checks for any constant-degree monomial m that

E [m(x) : ]liengg(iJrl)e] ~ [m(x) : 1i5§x-v§(i+1)e]~ (1.2)

E
x~S x~N(0,14)
We show that passing this test for constant-degree m is sufficient for our purposes (Lemma 2.5).
The previous work [GKSV24, GKSV23, DKK*23] considered only tests involving monomials 1 of
degree at most 4, and (as explained earlier) achieved bounds far weaker than Equation (1.1). A key
ingredient to our improved testers is extending the notion of sandwiching polynomials of [GKK23]
to much more general piecewise-polynomial functions (see Appendix D).

Spectral tester and monotonicity under removal. The disagreement tester is only guaranteed to
accept when the input S is drawn i.i.d. from the standard Gaussian distribution. However, in our
analysis it is important to have a tester that will accept even if given a set S’ which is a subset of a
Gaussian sample. We call this property monotonicity under removal and its importance is related to
the fact that in the Massart noise model, the labels are not flipped independently of the corresponding
features, but the probability of receiving a flipped label can adversarially depend on x. Note that
tester in Equation (1.2) is not monotone under removal.

To obtain a tester for the disagreement region that is monotone under removal (Theorem B.3), we
augment our Disagreement Tester using ideas from the recent work by [GSSV24] on tolerant testable
learning (see Appendix E). In particular, instead of checking Equation (1.2), our Spectral Tester
checks that for every constant-degree polynomial p we have

xIES[p(X)z . ]lich‘vg(iJrl)e] 5 XNNI[%O,I(Z)[p(X)Q : ﬂiegx.vg(pﬂ)e]; (]'3)
which can be verified efficiently by computing the spectrum of an appropriate matrix. The main
difference between our spectral tester and the one in [GSSV?24] is that ours partitions R< into a
number of strips and performs a test for each of them, while the one by [GSSV24] runs the same
test on the whole R iteratively, each time removing a number of points from the input set. See
Algorithm 2 for the full algorithm description. As in the case of the Disagreement Tester, the analysis
again leverages the method of piecewise-polynomial sandwiching functions introduced in this work.

'.e. certified that Pxe s [sign(v - X) # sign(v’ - x)] < O(L(v, V")) + e



1.3 Related Work

Learning with label noise. Learning of halfspaces under label noise has been the topic of a large
number of works. Perhaps the most well-studied noise model is the framework of agnostic learning
which corresponds to adversarial (i.e. worst-case) labels. In case of halfspaces, the literature exhibits
a tradeoff between run-time and the classification error achievable:

« In time d°(1/¢") one can find a hypothesis with accuracy opt + € under Gaussian data
distribution [KKMS08, DGJ*10]. See also [DKK™21] for a proper learning algorithm. An

algorithm with a run-time d°(1/ 27 (and let alone a polynomial run-time) is believed to
be impossible due to statistical query lower bounds [GGK20, DKZ20, DKZ20], as well as
recent cryptographic reductions from lattice problems [DKR23, Tie23]. This works utilize
reductions to the continuous LWE problem [BRST21], shown in [GVV22] to be harder
than the LWE problem widely used in lattice-based cryptography (a quantum reduction was
given in [BRST21]).

* A worse error bound of O(opt) + € can be obtained in time poly(d/e) [ABL17]. Despite
various refinements [Dan15, DKTZ20b, DKK™*21], the improvement of the error bound to
opt + € is precluded by the aforementioned hardness results.

Overall, if one is not allowed to assume anything about data labels, one has to choose between a high
run-time of d°(*/<") and or a higher error of O(opt) + €.

In order to obtain an error bound of opt + ¢ in time poly(d/e) a large body of works focused
on moving beyond worst-case models of label noise. In the Random Classification Noise (RCN)
model [AL88] the labels are flipped independently with probability 7. It was shown in [BFKV98]
that in the RCN model halfspaces can be learned up to error opt + ¢ in time poly(d/e). See also
[Coh97, DKT21, DTK23, DDK*24].

The Massart noise model, introduced in [MNO6], is more general than the RCN model and allows the
noise rate 7(x) to differ across different points x in space R, as long as it is at most some rate 7. First
studied in [ABHU15], learning halfspaces up to error opt + € under Massart noise model has been the
focus of a long line of work [ABHZ16, MV 19, YZ17, ZLC17, DKTZ20a, Z1.21, ZSA20, DKK22].

We would like to note that intermediate steps in the algorithm [DKK*22] work by finding what is
referred in [DKK™*22] as sum-of-squares certificates of optimality for certain halfspaces. We would
like to emphasize that certificates in the sense of [DKK22] have to be sound only assuming that the
labels satisfy the Massart property. In contrast with this, certificates developed in this work satisfy
soundness without making any assumptions on the label distribution (which is the central goal of this
work).

There has also been work on distribution-free learning under Massart noise [DGT19, CKMY20],
which achieves an error bound of 7y + ¢, but as a result can lead to a much higher error than the
information-theoretically optimal bound of opt + €.

Testable learning. The framework of testable learning was introduced in [RV23] with a focus on
developing algorithms in the agnostic learning setting that provide certificates of (approximate)
optimality of the obtained hypotheses or detect that a distributional assumption does not hold.
Many of the existing agnostic learning results have since been shown to have testable learning
algorithms with matching run-times. This has been the case for agnostic learning algorithms with
opt + € error guarantee [RV23, KSV24b, GSSV24, STW24], as well as O(opt) + € error bounds
[GGKS24, GKSV23, DKK*23, DKLZ24].

We note that [GGKS24, GKSV23] also give testable learning algorithms in the setting where data
labels are assumed to be Massart (and the algorithm needs to either output a hypothesis with error
opt + € or detect that data distribution is e.g. not Gaussian). We emphasize that the results of
[GGKS24, GKSV23] do not satisfy soundness when the user is not promised that data labels satisfy
the Massart noise condition (which is the central goal of this work).

Testable Learning with Distribution Shift (TDS learning). The recently introduced TDS framework
[KSV24b, KSV24a, CKK*24, GSSV24] considers a setting in which the learning algorithm is given
a labeled training dataset and an unlabeled test dataset and aims to either (i) produce accurate labeling
for the testing dataset (ii) detect that distribution shift has occurred and the test dataset is not produced



from the same data distribution as the training dataset. Although conceptually similar, the work in
TDS learning addresses a different assumption made in learning theory. Nevertheless, the spectral
testing technique introduced in [GSSV24] is a crucial technical tool for our results in this work.

2 Polynomial-Time Tester-Learners

We first focus on the simpler RCN noise model, and the Disagreement Tester we design to test the
RCN noise model. We show how to obtain a tester-learner with respect to the challenging Massart
noise model, and describe the Spectral Tester in Appendix B.

Notation. We denote with R, N, Z the sets of real, natural and integer numbers correspondingly.
For simplicity, we denote the d-dimensional standard Gaussian distribution as Ay or A if d is clear
by context. For any set S, let Unif(S) denote the uniform distribution over S. We may also use
the notation x ~ S in place of x ~ Unif(S). For a set of points in R?, we denote with S the
corresponding labeled set over R? x {£1} where the corresponding labels are those in the input of
the algorithm unless otherwise specified. For a vector x € R?, we denote with x; its i-th coordinate.

We formally define random classification noise as follows.

Definition 2.1 (Random Classification Noise (RCN) Oracle). Let f : R? — {41} be a concept, let
7o € [0,1/2] and let D be a distribution over R%. The oracle EX%(S?',% receives m € N and returns
m i.i.d. examples of the form (x,7y) € R? x {£1}, where x ~ D and y = £ - f(x), where £ = 1
w.p. 1 —ng and £ = —1 w.p. 7g. In other words, EX%%'){,,O = EX%?}‘?‘;” where 7(x) is the constant
function with value 7. In the special case 19 = 1/2, the function f does not influence the output

distribution and we denote the corresponding oracle with EX%?{\'/T

Informally, for some ground-truth halfspace f, the RCN oracle EXZR)(}\{,,?O outputs an example x ~ D
whose label is f(x) with probability 1 — 1 and is flipped with probability 79. We consider the case
that D = Ny, and 9 < 1/2 — ¢ for some constant ¢ > 0 and f € Hps.

Theorem 2.2 (Warm-up: RCN). Let ¢ € (0,1/2) be any constant and ng = 1/2 — c. Then, there is

an algorithm that testably learns the class Hns with respect to EX?E%MO = {EX%‘Z?WO 2 f € Hns}
with time and sample complexity poly(d, 1/¢)log(1/4).

Testing whether the noise is indeed RCN directly is impossible, since it requires estimating E[y|x]
for all x € R, but we never see any example twice. Instead, we will need to design more specialized
tests that only check the properties of the RCN model that are important for learning halfspaces.
Specifically, we show that some key properties of the RCN noise can be certified using what we
call the Disagreement Tester (Theorem 2.4). Suppose, first, that when the samples are generated by
an oracle EX;‘:/C"}* no» for some f*(x) = sign(v* - x), then we can exactly recover the ground-truth
vector v* € S9! by running some algorithm A (in reality, v* can be recovered only approximately,
and we will address this later).

Relating the output error to optimum error. Let S be the input set of labeled examples and let
v € S%1 be the output of A on input S. Note that, since S is not necessarily generated by EX%’?*WO,
we do not have any a priori guarantees on v. We may relate the output error P, ) g [y # sign(v-x)]
to the optimum error P, ) 5[y # sign(v* - x)], by accounting for the set S, of points (x,y) € S
that are labeled correctly by v but incorrectly by v*, as well as the set S}, of points in .S that are
labeled incorrectly by v but correctly by v*. Overall, we have the following

: . S|
P [y#sign(v-x)]= P [y#sign(v'-x)]+
(x’y)NS[ (v-x)] (x,y>Ns[ (v x)] |

E
‘Om

o2l
92

Towards a testable bound. We have assumed that if the noise was indeed RCN, then v = v*.
Therefore, in this case, |.S,| = |Sg| = 0. However, if the noise assumption is not guaranteed, given S,
we cannot directly compute the quantities |Sy|, |Sg|, as their definition involves the unknown vector




Figure 1: The shaded region is {x € R? : sign(v - x) # sign(v* - x)}. Left: red square points have
label +1, blue round points have label —1. Right: green square points are in S, and purple round
points are in S,

v*. Nevertheless, we show how to obtain a certificate that |Sy|/|S| — |S,|/|S] is at most O(e). We
first express the ratios above as

1S6]/1S] = ( IP)’ S[y # sign(v - x) and sign(v* - x) # sign(v - x)], 2.2)
X,y)~
1S,1/1S] = " gP)’NS[sign(v* -x) # sign(v - x)] — |Sy|/]S]. (2.3)

Combining equations (2.1), (2.2) and (2.3), defining Srae = {(x,y) € S : y # sign(v - x)} we
obtain the following bound:
|§b‘ |Sg| |5False‘

- <2 P [sign(v*-x) #sign(v-x)]— P [sign(v*-x) #sign(v-x
51131 =2 T8l s eV 0 (0] B fsien(v ) ((2:])

The term |Sraise| /S| can be explicitly computed, since we have v and S and we can verify whether
its value is at most 1/2 — ¢, as would be the case if the noise was RCN. Otherwise, we may safely
reject. Now, we want to obtain certificates that the first term in Equation 2.4 can’t be too large and
the second term can’t be too small.

The disagreement tester and how it is applied. Our goal is to certify that both probabilities in
Equation 2.4 are approximately equal to £ (v, v*)/m, which is what we would expect if the example
oracle were indeed in EX/R\/CVNHHMU. This is because of the following fact, as well as the fact that even

after conditioning on the event y # sign(v* - x), x remains Gaussian.
Fact 2.3. Let x ~ Ny and v,v* € ST1. Then Py, [sign(v* - x) # sign(v - x)] = £(v,v*)/7.

Recall, however, that we do not make any assumptions on the input examples. Therefore, we would
like to certify the guarantee of Fact 2.3. We show that this is possible by developing the following
tester.

Theorem 2.4 (Disagreement tester, see Theorem D.1). Let u € (0, 1) be any constant. Algorithm 1
receives €,8 € (0,1), v € S¥ ! and a set S of points in RY, runs in time poly(d, 1/¢,|S|) and then
either outputs Reject or Accept, satisfying the following specifications.

1. (Soundness) If the algorithm accepts, then the following is true for any v' € S
(1= WL,V 7~ e < P [sign(v-x) # sign(v’ - x)] < (14 W) £(v,v)/7+ e

2. (Completeness) If S consists of at least (%)C i.i.d. examples from Ny, where C > 1is
some sufficiently large constant depending on i, then the algorithm accepts with probability
at least 1 — .

We choose 11 = ¢ and run the tester above on the datapoints in S and Skase = {(x,y) € S 1y #
sign(v - x)}. If the tester accepts, then (using Equation 2.4) the excess error |Sp|/|S| — |S,|/|S]| is
at most ((1 —2¢)(1 +¢) — (1 — ¢))4(v,v*)/m + 2¢ which, in turn, is upper-bounded by 2e, since
(1-2¢)(1+c¢)—(1—c)=—-2c%<0.

Designing the disagreement tester. Our disagreement tester builds on ideas from prior work on
testable agnostic learning by [GKSV24]. In particular, [GKSV24] show that when the angle between
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Figure 2: For vectors v, v/ € S?71, the region {x € R? : sign(v - x) # sign(v’ - x)} is contained in
the union of green regions and it contains the union of blue regions. In the diagram we highlight one
of the green regions (top left) and one of the blue regions (bottom right).

the input vector v and some unknown vector v’ is €, then one can give a testable bound of O(e) on
the quantity Py s[sign(v - x) # sign(v’ - x)] by running some efficient tester (Proposition D.1 in
[GKSV24]). To achieve this, the region {x € R% : sign(v -x) # sign(v’-x)} is covered by a disjoint
union of simple regions whose masses can be testably upper bounded. In order to bound the mass of
the simple regions, it is crucial to use the fact that v is known.

Here, our approach needs to be more careful, since we (1) require both upper and lower bounds on the
quantity Py g[sign(v - x) # sign(v’ - x)|, (2) we do not have a specific target threshold for the angle
£(v,v’), but we need to provide testable bounds that involve £ (v, v’) as a free parameter and (3)
we can only tolerate a small constant multiplicative error factor (1 4 w). To obtain this improvement,
we combine the approach of [GKSV24] with the notion of sandwiching polynomial approximators.
Sandwiching polynomial approximators are also used to design testable learning algorithms (see
[GKK23]), but we use them here in a more specialized way, by allowing the sandwiching function to
be piecewise-polynomial.

In particular, we first observe that the region {x € R? : sign(v - x) # sign(v’ - x)} can be
approximated from above and from below by the disjoint union of a small number of simple regions
(Figure 2). More precisely, if we let v | be the unit vector in the direction v/ — (v’ - v)v, then we
have

IP’S {v x>0>v- x} < Z P [v -x € [ie, (i +1)e], v -x < —ie/tan(v,v')} (2.5)
=0

]P’S |:V x>0>v- x} > Z IP’S[V -x € [ie, (i + 1)), v -x < —(i + 1)e/tan(v7v’)} (2.6)
* i=0 "

In fact, the number of interesting terms in the summations can be bounded by O(elog'/?(1/¢)),
because the remaining terms are testably negligible, due to Gaussian concentration and since we have
access to v.

Each term in the summations of (2.5), (2.6) is of the form Eyx.s[Z;(x) - fi(x)], where f; is some
unknown halfspace and Z;(x) = 1{v - x € [i¢, (i + 1)€|}. Since we know v, Z;(x) is a known
quantity for all x in S. The quantities f;(x) are unknown, but we can effectively substitute them by
polynomials, because, under the Gaussian distribution they admit low-degree sandwiching approxi-
mators. This allows us to provide a testable bound by matching the low degree Chow parameters of
the functions Z;(x) under Unif(S) to the corresponding Chow parameters under Ny, due to the fact
that polynomials are linear combinations of monomials and the number of low-degree monomials is
small enough so that we can test them all.

Moment matching and Chow matching in particular are known to have applications in testable
learning (see, e.g., [GKK23, RV23, GKSV24, KSV24b, CKK*24]), but here we have to use this tool
in a careful way. We prove the following lemma (see Proposition D.6) based on a delicate argument
that uses the sandwiching approximators of [DGJT10, GOWZ10] (see Appendix D.3).

Lemma 2.5 (Informal). Let C' > 1 be some sufficiently large constant. Suppose that for all o € N¢
with ||a|li < C/u* and for all i: |Ex-s [L-(x) Tie :c?’} — B [L-(x) e xjj” <

2 ’
Ecgfiw. Then, for all v/, |[Pxs[v-x > 0> v - x| = Pxn[v-x > 0>V -x]| < pEY e

2



Algorithm 1: Disagreement tester

Input: ¢,6, 1 € (0,1), v € S¥! and set S of points in R?
Let C' > 1 be a sufficiently large constant

Set K = 2,/log(2/e), k = C/p* and A = =55z%

for o € N with ||a|j; < k do
fori=—K,~K+1,...,0,1,...,K —1do

L LetZ;(x) = 1{ie <v-x < (i + 1)e} forallx € S

Let A, = ]EXNS[HjE[d] £ T3 (%)] — By [T e 25 T ()]

Let Ao = [Exs([Tjepq 257 1V -x > Ke}] — Exn, []jeq 257 v -x > Ke}]‘
Let
| A= [ExeslT e 7 1V - x < ~Ke}] ~ Exon, [[jepq 23 1V - x < —Ke}]‘

if for some (i, &) we have A; , > A then output Reject else output Accept

Based on the above lemma (and a symmetric argument for the case v - x < 0 < _v’ - X), the
disagreement tester of Theorem 2.4 only needs to test quantities of the form E[Z; [] j x?” ], which are

known as constant-degree Chow parameters [Cho61, OS08] of the functions Z;(x), as described in
Algorithm 1. Due to standard concentration arguments, if .S was i.i.d. from the Gaussian distribution,
then the tests would pass.

Approximate recovery of ground truth. The final technical hurdle that remains unaddressed in
the above derivation of the testable learning result for RCN is the fact that even under the target
assumption, the ground-truth vector can be recovered only approximately. In particular, the following
is true.

Fact 2.6. For any €/,6 € (0,1) and n9 = 1/2 — ¢, where ¢ > 0 is any constant, there is an
algorithm with time and sample complexity poly(d, 1/€")log(1/9) that has access to an example

oracle EX%’?*WO for some unknown f*(x) = sign(v* - x), v* € S*! and outputs v € S~ such

that £(v*,v) < €, with probability at least 1 — 0.

The place where we have to be more careful is when we argue that the distribution of x conditioned
on y # sign(v - x) is Gaussian, under the target assumption. This is not true anymore, because v
is not necessarily equal to v* and, therefore, the event y # sign(v - x) does not coincide with the
event y # sign(v* - x), which, due to the definition of RCN noise, is independent from x. However,
the only case that these two events do not coincide is when £ (x,v) < O(€¢'d), due to the guarantee
of Fact 2.6 that v and v* are geometrically close. Since we have access to both S and v, we may
directly test whether Py s[£(x,v) < O(€¢'d)] is bounded by O(¢), as would be the case under the
target assumption, if € is chosen to be poly(e/d). Therefore, this event is certifiably negligible and
the initial argument goes through.
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A Preliminaries

A.1 Some standard notation.

When we say a = b & ¢ we mean that a in in the interval [b — ¢, b + ¢|. When we say a polynomial is
“degree-k” we mean that the degree polynomial is at most k. For a vector x in R?, let x®* denote
the (d'};l)-dimensional vector whose elements are of the form x* = [] jeld x?] for o € N with

lells =3 ;@ < k. In other words, x®* is the vector one gets by evaluating all multidimensional
monomials of degree at most & on input x. We also view degree-k polynomials as corresponding to

d+1y . . . . .
elements ]R( k ), i.e. their coefficient vectors. Using this notation we have
p(x) =p-x

Additionally, for a degree-k polynomial p over R?, say p(x) = > orl|ally <k Pax®, we will use the
notation ||p|| ¢ to denote the 2-norm of the coefficients of p, specifically

D]l coet ::( Z pi)l/Q

a€eNd

Note that if the largest in absolute value coefficient of polynomial p has absolute value B, then we
have

B<|pllog < B(d+1)*2. (A1)

coeff

In this work we will use the convention that sign(0) = 1.

A.2 Standard lemmas.

We will also need the following lemma:

Lemma A.1. Let H be a collection of subsets of R* of non-zero VC dimension Ayc and let S be
a collection of N i.i.d. samples from N (0, 1;). Then, with probability at least 1 — § for every
polynomial p of degree at most k with coefficients bounded by B in absolute value and all sets A in
H we have

E [p(x)]]-xeA]* E [P(X)]lxeA] <

60(2k)**2(d + 1) Aye (log N\*
x~ .S XNN(O,Id) ,

é N

_ 60B2(4k)+2(d + 1) Ayc <logN> 14
< 5 v .

E_|(p())* Lxea] -

x~S

|(#())* Lea

E
x~N(0,1q)
Proof. Let R be a positive real number, to be set later. For any monomial m over R? of degree at
most k, we can decompose

m(x)]]-xEA = m(x)ﬂxeA/\\m(x)\gR + |m(x)|]]-\m(x)\>R

This allows us to bound the quantity in our lemma in the following way:

E Ixeal]— E Ix
st[m(x) cAl xNN(o,Id)[m(x) cAl

xIES [1m(%)|Lxe anjm(x)|< RAmG)>0] — xﬂES Um(x)|]lxeA/\\m(x)\SR/\m(x)<O]‘

+( E 1 E T, A2
(2, [mO0mcopon] + B [m60mcoron] ) 32
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We start by considering the first term above:

X]:ES [m(x)]]-xeA/\\m(x)|§R/\m(x)>0] - XNNEE:O,I,i) [m(x)ILxeA/\\m(x)\SR/\m(x)>0] =
R R
/0 P [m)Ixeanimei<r 2 2] d2 —/0 ooy PO Ixeanimea<r 2 2] dz| <
R
P ]]-x X 2 - ]P) ]]-x m(x 2 d S
/O By M) eeanimeorsr 2 2] = P [m()Ixeanimei<r 2 2] | dz
R max | P [z<m(x) <RAx€A]— P [z<m(x) <R/\X€A]‘ (A3)
2€[0,R] |x~S x~N(0,14)

To bound the right side of Equation A.3, consider the class G of {0, 1}-valued functions of the form
1.<p(x) <RAxeA, Where A is a set in H and p is a polynomial in d dimensions of degree at most
d. Recall that the VC dimension of degree-k polynomial threshold functions is at most (d + 1)¥.
From the Sauer-Shelah lemma, it follows that the VC dimension of G is at most 10((d + 1)¥ + Ayc).
Combining it with the standard VC bound, we see that with probability at least 1 — §/4 for all
monomials m of degree at most k we have

100((d + 1)* + Avc) logN)%
N§

P lz<m(x) SRAXEA - P [z <m(x) gR/\xeA]’§<

Combining this with Equation A.3 we get:

<

[m(x) Lce An |m(x)| < RAm(x)>0]

((d+1)* + Ayc) log N
1
OR\/ N§
We now proceed to bounding the second term and the third terms in Equation A.2. If we express

m(x) as [[; x;-j, we see that each 7; is at most k and there are at most k values of j for which the
power i; is non-zero. This implies

X]:ES [m(x) ]].xeA/\\m(x)|§R/\m(x)>0] - XNNEE:OJ,i)

(A4)

B [(m(x))Q] < 2k - (2k)Il < (2k)F+2. (A.5)

Let ¢’ be a real number between 0 and 1, value of which will be chosen later. The Markov’s inequality
implies that with probability at least 1 — §’ we have

B (0,10) [|m() L m) > R < B (0,10) [|m(x)]?] < (2k)F+2
o’ - R - R&
(A.6)

EIm )T imeo > r] <

We also note that

Exn(0,14) [m(x)[?]
R R

Overall, substituting Equations A.4, A.6 and A.7 into Equation A.2 we get

(d+DF + Avo)log N (2k)*+2
< .
< IOR\/ s +22

E  [Im&)|1jme)>r] <

A7
x~N(0,14) ( )

E 1. - E 1.
st[m(x) eAl xNN((),Id)[m(X) eAl

Choosing R to balance the two terms above, we get

(2k)k+2 \/((d +1)% + Ayc)log N
E 1 — E 1 < .
B [m(x)1xea] o [m(x)1xeca]| < \/80 5 N3
Taking ¢’ = w and taking a union bound to insure that Equation A.6 holds for all monomials

m of degree at most k, we see that with probability at least 1 — §/2 it is the case that all monomials
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m of degree at most k and all A in H it is the case that

E Ixeal— E Ix
st[m(X) cAl xNN(o,Id)[m(x) cAl

< (/390K + P J((d+DF + Ave)log N
- 53/2 N -

60(2k)*+2(d + 1)*Ayc [log N\ '/*
5 ~ . (A8)

Recall again that there are at most (d + 1)k degree-k monomials m. This allows us to combine
Equation A.8 with the triangle inequality to conclude that with probability at least 1 — §/2 for every
polynomial p of degree at most k with coefficients bounded by B in absolute value and for all A in
‘H we have

E [p(x)]lxeA]_ E [p(x)]lxeA} <

x~S x~N(0,14)

60B(2k) +2(d + 1)2% Ayc <10g N) 1/4
= 5 N ‘

The polynomial p? has a degree of at most 2k and each coefficient of p? is bounded by B? (d + 1)%.

Therefore, with probability at least 1 —4 /2 for every polynomial p of degree at most k& with coefficients
bounded by B in absolute value and for all A in H we have

60B2(4k)%+2(d + 1)%* Aye (log N\ *
2 B 2 < vC

B0 beea] = B [0(x))* 1ea]| < : =)
which completes the proof. O

B Testable Learning with respect to Massart Noise Oracles

We now turn to the more challenging task of testable learning with respect to Gaussian Massart
oracles and state our main theorem which shows that there is a fully polynomial-time algorithm
even in this case. Observe that, informally, for some ground-truth halfspace f, the Massart oracle
EX'X'[a}s‘j]'(f can be equivalently viewed as follows: The oracle outputs a Gaussian example x, and
with probability 79 the adversary is given an option to make the accompanying label incorrect (i.e.
—f(x)), and otherwise the label is correct (i.e. f(x)). The Massart noise model is known to be
more challenging that the RCN model, because the label noise (in general) does not have symmetry
properties that can be harnessed to make error terms coming from different regions cancel each other
out.

Theorem B.1 (Main Result). Let ¢ € (0,1/2) be any constant and ng = 1/2 — c. Then, there
is an algorithm that testably learns the class Hns with respect to Ex}(',f;jj:no = {EXL\\/'E??? : f €
Hhs, SUPyera 17(X) < 1o} with time and sample complexity poly(d, 1/€) log(1/0).

Moreover; even if the input set S is arbitrary (not necessarily i.i.d.), whenever the algorithm accepts, it
outputs h € Hps such that Py ) 5[y # h(x)] < optg+€, where optg = minyey,, P )5y #

fX)].

The final part of Theorem B.1 states that the guarantee we achieve is actually stronger than the one in
Definition 1.3, since the output is near-optimal whenever the algorithm accepts, without requiring
that the input S consists of independent examples. For small ¢, the runtime of our algorithm scales
as (d/e)P°Y(1/¢) This gives a polynomial-time algorithm when ¢ is constant, but we leave it as an
interesting open question whether the dependence on 1/¢ can be improved. We provide lower bounds
for the case ¢ = 0 in Appendix C.

The proof of Theorem B.1 follows the same outline we provided for the case of random classification
noise. However, there are two differences. First, we need a version of Fact 2.6 that works under
Massart noise (and Gaussian marginal) and gives an algorithm that approximately recovers the
parameters of the ground truth. Second, the disagreement tester from before does not give a testable
bound for the quantity |Sy|/[S| = P )5y # sign(v-x) and sign(v* -x) # sign(v - x)| anymore.
Even if we assume once more that under the target assumption we have exact recovery (i.e., v = v™*),
the event y # sign(v* - x) is not independent from x and, if we used the disagreement tester
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of Theorem 2.4, the completeness criterion would not necessarily be satisfied under the target
assumption.

Fortunately, the first difference is not an issue, since appropriate results are known from prior work
on classical learning under Massart noise and Gaussian marginal (see, e.g., [ABL17, DKTZ20a]).

Fact B.2 ([DKTZ20a]). Forany¢€',0 € (0,1) and ng = 1/2 — ¢, where ¢ > 0 is any constant, there
is an algorithm with time and sample complexity poly(d, 1/€) log(1/8) that has access to an example
oracle in EXL\\/'E}SEEO for some unknown f*(x) = sign(v* - x), v* € S*! and outputs v € S s.1.
L(v*,v) < €, with probability at least 1 — 4.

The spectral tester and how it is applied. In order to resolve the second complication and provide a
certificate bounding the quantity |S,|/|S|, we follow a different testing approach, based on ideas from
tolerant testable learning [GSSV24], where the testers must accept whenever the input distribution is
close to the target (and not necessarily equal). We provide the following tester which is guaranteed to
accept subsets of Gaussian samples, since it is monotone under datapoint removal.

Theorem B.3 (Spectral tester, see Theorem E.1). Let n € (0,1) be any constant. There is an
algorithm (Algorithm 2) that receives ¢,5 € (0,1), U € N, v € S and a set S of points in R,
runs in time poly(d, 1/e,|S|) and then either outputs Reject or Accept, satisfying the following
specifications.

1. (Soundness) If the algorithm accepts and |S| < U, then the following is true for any
v e Sdfl

= 57 1fsign(v - x) £ sign(v' %)} < (14 @)LV, V) [+ e
x€eS

2. (Completeness) If S consists of at least (%)C i.i.d. examples from Ny, where C > 1is
some sufficiently large constant depending on p, then the algorithm accepts with probability
at least 1 — §.

3. (Monotonicity under removal) If the algorithm accepts on input (¢,6,U, v, S) and S' is such
that S" C S, then the algorithm also accepts on input (e, 5, U, v, S").

Given this tool, we are able to obtain a testable bound for |S,|/|S|. Recall that the set Sy is
the set of points (x,y) in S such that y # sign(v - x) and sign(v* - x) # sign(v - x). For
the soundness, observe that |S;|/|S| = % & Y xeSe. Lsign(v - x) # sign(v* - x)}, where

S
Salse ={(xy € S :y # sign(v - x)}. The soundness condition of Theorem B.3 gives us
that |Sy|/|S| < & (1 + p)4(v,v*) + ¢, as long as |Srase| < U. The quantity Skee can be

151 _
testably bounded by (1/2 — ¢)|S], since Skase 18 defined with respect to v and we can therefore pick

U = (1/2 — ¢)|S|. Overall, we obtain the same bound for |Sy|/|S| as in the RCN case.

In order to show that our test will accept under the target assumption, the main observation is that
we can interpret the Massart noise oracle with noise rate 7 as follows: To form the input set .S, the

oracle first calls the RCN oracle of rate 7 to form a set SRV, Let SRSN be the subset of SRN such

that y # sign(v* - x). The Massart noise oracle then flips the labels of some elements SFGl back
to match the ground-truth label. In other words, we have that Sgase C S,'?;fs’: (assuming v = v*).

Observe that .S ,Ba(fs'\i is drawn according to the distribution of x conditioned on y # sign(v* - x) and

is, therefore, an i.i.d. Gaussian sample.

Designing the spectral tester. Theorem B.3 follows from a combination of ideas used to prove
Theorem 2.4 and the spectral testing approach of [GSSV24]. In particular, instead of matching
the Chow parameters Ex~s[Z;(x) [ ;¢4 x*] of the quantities Z; as in Algorithm 1, we bound

the maximum singular value of the Chow parameter matrices Ey.g[(x®F)(x®%)TZ;(x)], where
x®* denotes the vector of monomials of degree at most k. This can be done efficiently via the
SVD algorithm and, crucially, satisfies the monotonicity under removal property of Theorem B.3.
Moreover, once the Chow parameter matrix is bounded, we have a bound for all quantities of the
form Eys[(p(x))?Z;(x)], where p is of degree at most k. Combining this observation with an
analysis similar to the one for Lemma 2.5 (see Propositions E.4 and E.5) and a stronger version of
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Algorithm 2: Spectral tester

Input: ¢,6, 1 € (0,1), v € S¥! and set S of points in R?
Let C' > 1 be a sufficiently large constant

Set K = 2,/log(2/e), k = C/p’ and A = ﬁzc,c
fori=-K,—-K+1,....0,1,....K —1do

L LetZ;(x) = 1{ie<v-x < (i+ 1)e} forallx € S

if By os[(x®F)(x®%) TZ;(x)] = Exn[(x®%)(x®F) TZ;(x)] + AT then continue

else output Reject
if Exos[(x2F) (x®F) T 1yas kep] = Exan [(x2%)(x®F) T 1y x> ke}] + AT then continue
else output Reject B B
if Exos[(x2%) (x®F) T 1y kep) 2 Exn [(x®F) (x®%) T 1{y.x<—Ke}] + AT then continue
else output Reject a a
Output Accept

the sandwiching polynomials of [DGJT10, GOWZ10] by [KSV24b], we obtain that Algorithm 2
satisfies Theorem B.3.

Overall algorithm. The overall algorithm receives an input set of labeled examples S and obtains a

candidate v € S%~! by running the algorithm of [DKTZ20a] with parameter ¢ = ¢3/2/(C\/d) for
some large enough constant C' (see Fact B.2). Then, it runs the disagreement tester of Theorem 2.4
with parameters (S, v, €, 0, i) (for some small constant ;2 depending on the noise rate g = 1/2 — ¢).
Subsequently, the tester checks whether P, ) 5[y # sign(v - x)] is at most 1/2 — ¢/2.

Finally, it splits the set Sraise = {(X,y) € S : y # sign(v - x)} in two parts as follows.
St ={ (%,9) € Srase : | 4(v, %) = w/2 > /2/(d = )Y?} and S, = Srake \ Sfie

For SPer it checks that it contains at most O(€)|S| elements, while for S, it runs the spectral

tester of Theorem B.3 with inputs (U = (1/2 — ¢/2)|S|, S =SB v, €, 6, ).

False’

C Lower Bounds in the High-Noise Regime

Notation. The set Z, equals to {0,1,2,...,¢ — 1}. We denote with Ny(x,;S) the Gaussian

distribution in d dimensions with mean p € R¢ and covariance matrix 3 € R%*?, truncated on the
set S C R,

We show that there is no efficient tester-learner that accepts whenever the input dataset is generated by
Gaussian examples with random classification noise (RCN) of rate 1/2. We give both cryptographic
lower bounds, as well as lower bounds in the statistical query (SQ) framework that match the best
known bounds for classical (non-testable) learning under adversarial label noise. Since RCN noise is
a special type of Massart noise, where all of the labels are flipped with the same rate (i.e., n(x) is
constant), the lower bounds we give also imply lower bounds for the case of Massart noise of rate
1/2 (which is also called strong Massart noise). Recall that random classification noise is defined in
Definition 2.1.

The hard distributions for learning under adversarial label noise proposed by [DKPZ21, Tie23,
DKR23] are all indistinguishable from the distribution generated by the oracle EX%'}' /2. Using this
fact, we obtain our lower bounds by the following simple observation that any tester-learner that
accepts EX?\/C"}' /2 can distinguish between EX/R\/CE' /2 and any distribution where the value of opt is
non-trivial.

Observation C.1. Let H C {R? — {£1}} be a concept class, 7 € (0,1/8) and suppose that
algorithm A testably learns H with respect to EXﬁE'}' /2 UP 10 excess error € € (0,1/4) and probability
of failure § = 1/6. Let D, be the class of distributions over R x {41} such that the marginal on R? is
Ngandmingeqy Ply # f(x)] < % —e—27. Then, there is an algorithm A’ that calls A once and uses
additional time poly(d, 1/7) such that | P[A"(Ng x Unif({£1})) = 1] — P[A (Dx,) = 1]| > 1/3
forany Dy, € D,
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Proof. Let Dy, be the input distribution. The algorithm A’(Dx ) calls A(Dx ) once and then:

* If A outputs Reject, then A’ outputs 0.

* If A outputs (Accept, h), then A’ estimates the quantity ¢ = P(x ,yp, , [y # h(x)] up to
tolerance 7 and probability of failure 1/6 and outputs 1 if the estimate ¢ is at least 1/2 — 7
and 0 otherwise.

We now consider the case that Dy , = Ny x Unif({£1}). According to Definition 1.3, the probability
that A accepts is at least 5/6. Moreover, we have that regardless of the choice of A, Pix,y)~Dxy [y #

h(x)] = 1/2 and therefore A" will overall output 1 with probability at least 2/3.
In the case that Dy , € ©,, A’ will output 0 unless the guarantee of the soundness does not hold
(which happens with probability at most 1/6) or the error of estimation of ¢ is more than 7 (which

happens with probability at most 1/6. Hence, overall, A" will output 1 with probability at most
1/3. O

C.1 Cryptographic Hardness

We provide cryptographic lower bounds based on the widely-believed hardness of the problem of
learning with errors (LWE), which was introduced by [Reg09] and is defined as follows.

Definition C.2 (Learning with Errors). Let d,q,m € N and ¢ > 0. The LWE problem with
parameters d, g, m, o and advantage o € (0, 1) is defined as follows. Let s ~ Unif (Zg) and consider
the following distributions over Zg x R.

* Dpuil: X ~ Unif(Zg) and y ~ Unif(Z,).
* Dai: x ~ Unif(Z2), z ~ N1(0,06%Z), y = (x-s +z) mod ¢

We receive m i.i.d. examples from some distribution Dy, over Zg x R which is either equal to D,
or D,; and we are asked to output v € {1} such that |P[v = 1|Dx y = Dpui] — Plv = 1|Dx , =
Dalt” Z .

There is strong evidence that the LWE problem cannot be solved in subexponential time, since there
are quantum reductions from worst-case lattice problems [Reg09, Pei09].

Assumption C.3 (Hardness of LWE). Let d,q,m € N and o > 0 such that ¢ < d*, o0 = ¢/d
and m = 2°") where v € (0,1), k € N are arbitrary constants and ¢ > 0 is a sufficiently large
constant. Then, any algorithm that solves LWE with parameters d, q, m, o and advantage 2~°(4")
requires time 2f2(d™),

As an immediate corollary of results in [DKR23] (combined with Observation C.1), we obtain the
following lower bound under Assumption C.3.

Theorem C.4 (Cryptographic Hardness in High-Noise Regime, Theorem 3.1 in [DKR23]). Under
Assumption C.3, every algorithm with the guarantees of A’ in Observation C.I for 7 = € <
1/10g"?*P(d) and H = Hys, requires time min{d®(*/(v/18(@)*) 2d” }, where o, 8 € (0,2) are
arbitrary constants.

Therefore, the same is true for any testable learning algorithm for Hys with respect to the RCN oracle
with noise rate ng = 1/2 that has excess error ¢ < 1/1og'/**? (d) and failure probability § < 1/6.

C.2 SQ Lower Bounds

We also give lower bounds in the statistical query (SQ) model, which was originally defined by
[Kea98]. The SQ framework captures most of the usual algorithmic techniques like moment methods
and gradient descent ((FGR* 17, FGV17]), and there is a long line of works in computational learning
theory giving SQ lower bounds for various learning tasks.

Definition C.5 (Statistical Query Model). Let Dy, be a distribution over R? x {#1} and 7 > 0.
A statistical query (SQ) algorithm .A with tolerance 7 has access to Dy, as follows: The algorithm
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(adaptively) makes bounded queries of the form ¢ : R? x [~1,1] — [~1, 1]. For each query ¢, the
algorithm receives a value v € R with |v — Ex..plg(x,y)]| < 7.

We obtain our lower bound as an immediate corollary of results in [DKR23], combined with Obser-
vation C.1, where note that the reduction of the hard distinguishing problem to testable learning also
works in the SQ framework, using one statistical query with tolerance 7.

Theorem C.6 (SQ Lower Bound in High-Noise Regime, Propositions 2.1, 2.8, Corollary B.1 in
[DKPZ211). Every SQ algorithm with the guarantees of A" in Observation C.1 for T = € > d~¢ and

. . . . . — 2
H = Hns, where ¢ > 0 is a sufficiently small constant, either requires queries of tolerance d—(1/€")
Q1) .
or makes 2% queries.

Therefore, the same is true for any SQ testable learning algorithm for Hys with respect to the RCN
oracle with noise rate g = 1/2 that has excess error € > d~° and failure probability 6 < 1/6.

D Disagreement Tester

In this section we prove the following theorem.

Theorem D.1. For every positive absolute constant i, there exists a deterministic algorithm
Taisagreemen: and some absolute constant C' that, given

. . . C
* adataset S of points in R? of size N > (%?) .

* a unit vector v in R4,
* parameters €, and p in (0, 1).

For any absolute constant p, the algorithm runs in time poly (%) and outputs Accept or outputs

Reject, subject to the following for all € and 6 in (0, 1):

c
e Completeness: if S consists of N > (%) i.i.d. samples from the standard Gaussian
distribution, then with probability at least 1 — O (0) the set S is such that for all unit vectors
v the algorithm Tjisagreemens accepts when given (S, v, €, 0, i) as the input.

* Soundness: For any dataset S and unit vector v, if the tester Tjisagreement accepts, then for
every unit vector v' in R the following holds
. . L(v, v
]P’S [sign(x - v) #sign(x - V') = (1 £ ,u)g
T

X~

£ O(e).

We argue that the following algorithm (see also Algorithm 1) satisfies the specifications above:

* Given: parameter ¢,  in (0, 1), dataset .S of points in R4 of size N > (%)C, a unit vector
v in R4,

1. by < 24/log2/e

2. ko C;;l

3. Forall e and b in {—o0, —kie, —(k; — 1)e, -+, —¢,0,+€,- -, (k1 — 1)e, k1€, 400}

(a) For all monomials m of degree at most ks over R4

X s 1/4
A% B p(0.1 M%) - Layyp) £ 2R (1°§VN) . (For how

m

to compute this approximation, see Claim 3).
200(2k2(d+1))*212 (1og N 1/4
) N

i, If |Exos[m(x) - Tagxvas] — A%Y| >
Reject.

, then output

4. If did not reject in any previous step, output Accept.

It is immediate that the algorithm indeed runs in time poly (de—]gf).

21



D.1 Completeness

Suppose the set dataset .S consists of i.i.d. samples from A (0, I;). We observe that the collection H
of sets of the form 1,<y.x<p has VC dimension at most (d + 1)2. This allows us to use Lemma A.1,
to conclude that with probability at least 1 — ¢ for all pairs of a and b, for all unit vectors v and for
all monomials m of degree at most ks we have

E [m(x) : 1a§x-v<b] - E [m(x) : ]]-a§x~v<b] >

60(2kz)F2+2(d + 1)k2+2 (log N\ /*
x/\/s XNN(O.Id)

) N

and Claim 3 implies that

- 1 N

60(2ks)*22(d + 1)k2+2 [log N\ '/*
x~N(0.1q)

a5t B ) Luse
The two inequalities above together imply the completeness condition.

D.2 Soundness

In order to deduce the soundness condition, we will need the following notions:

Definition D.2. Let C be a collection of disjoint subsets of R?. We say that C is a partition of R if
R? equals to the union |J 4o A.

Definition D.3. We say that a function f : R? — {0, 1} is e-sandwiched in L; norm between a pair
of functions f,p : R — R and fiown : R? — R under N(0, 1) if:

* For all x in R% we have fyoun(x) < f(x) < fup(x)

° Ex~/\f(0,1d) [fup(x) - fdown(x)] <e

Definition D.4. We say that a function f : R — {0, 1} has (e, B)-sandwiching degree of at most
k in L; norm under N(0, I;) with respect to a partition C of R if the function f is e-sandwiched
in Ly norm under N(0, I5) between Y- , . (Piownla) and Y- e (pip1a), where piy and pgl,, are
degree—k polynomials over R%whose coefficients are bounded by B in absolute value.

Subsection D.3 is dedicated to proving the following bound on the sandwiching degree of a specific
family of functions with respect to a specific partition of R%.

Proposition D.5. For all € and ko, let k1 = 27“?2/6, and let v be a unit vector in RY. Then, there
exists a partition C of R¢ consisting of sets of the form {X ER’:a<v-x< b}for a certain col-
lection of pairs a,bin {—oco, —kie, —(k1 — 1)e, -+, —€,0,4€,--- , (k1 — 1), k1€, +00}. Then, for

every unit vector v', the function f(X) = Lgign(v.x)£sign(v'-x) 1as (O (‘{;‘{}Z,)> + 10¢, O (d10k2)>-
2

sandwiching degree of at most ko in Ly norm under N'(0, 1) with respect to the partition C of R%.

A bound on the sandwiching degree of a class of functions leads to a guarantee for the tester
%isagreement :

Proposition D.6. Let C be a partition of R and suppose that a set S of points in R? satisfies the
following condition for all A in C and degree-ky monomials m over R%:

E [m(x) - 1xeal — B [m(x) - Ixeal| < m

D.1
x~S x~N(0.1q) ( )

Then, every {0, 1}-valued function f that has has (v, B)-sandwiching degree of at most k in L1 norm
under N'(0, 1) with respect to the partition C we have

B =1 B (0= 1]} <40
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Proof. Since f has (v, B)-sandwiching degree of at most k in L; norm under N (0, I;) with respect
to the partition C, we have a collection of polynomials {pg,,,, Pip | for all Ain C that have coefficients
bounded by B, satisfy for all x the condition

f(x) € [Z (Piown () Ixen) » > (pfp(x)llxeA)} : (D.2)

AecC Aec
as well as

Z (p::)(x)]]-xeA) - Z (pgtwn(x)]]-xEA)] < D.3)

]E [
x~N(00a) | 475 AeC

From the bound B on all coefficients of plﬁ) and p;., and Equation D.1 we see that:

d+1)"|c|B
> E 4 1y - E [(pi 1x <6(—:, D4
AecxNN(OJd) [(pdown(x) GA)] AGCXND [(pdown(x) €A>] = (d+1)k |C|B € ( )
d+1)"|c|B
A (x) 1, - E [(ph(x)1k <+ B _ s
Lt N (0,10) [(Pip () Txen)] AECXND[(p“P(X) EA)]‘_ d+1*|c|B « (B

Equation D.2 implies that

A
,gcxwl%%) (Pl Lxea)] < B [FG0) < AZCXNN(O o [0 1xen)] . @6

and Equation D.2 together with Equations D.4 and D.5 implies that:

AXGEXNNH-E:OJH [(patwn( ) xEA — € < Aze:c pdown )HXEA)} S xND[f(X)} S
<3 B [Phxea)] 30 E - [(ph(0)1xea)] e D)
Aec™ Acc X (0,1a)

Together Equations D.7 and D.6 constraint the values of both Exp[f(x)] and Ex.ar(0,1,)[f (x)] to
the same interval that via Equation D.3 has a width of at most v + 2¢. This allows us to conclude

P P =1]|=| E — E < 2
Bl =1- B 160 =1 = | B - B 6ol < v e
completing the proof. O
Claim 3 implies that all pairs of a and b in the set

{—o0, —kie,—(k1 — )¢, -+ ,—€,0,4€,-- -, (k1 — 1)€, k1€, 400} and for all monomials m of de-

gree at most ko we have

60(2k2)*2+2(d + 1)k2+2 [log N\ '/*
5 N '

If the algorithm accepts, then we have for all pairs of a and b in

A%t R gexven]| <
A= B ) Luseal <

{—o00,—kie,—(k1 — )¢, -, —€,0,+¢€, -+, (k1 — 1)€, k1€, 400} and for all monomials m of de-
gree at most ko that

]E [m(x) . ]]-agx~v<b] Aa b

m
x~S

_ 200(2kg)">+2(d 4 1)+ <logN)1/4
= 5 N '

The two inequalities above imply that

E [m(x) : I|-a<x-v<b} - E [m(x) : ]]-agx~v<b] >~

x~S - x~N(0.1q)

260(2%ks)k2+2(d + 1)k2+2 (log N) 1/4
5 N
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Taking the equation above, together with Proposition D.6 and Proposition D.5 we conclude that

(P lsign(v-x) #sign(v/-x)] = P lsign(v-x) # sign(v’- x)ﬂ =0 (ligcvf)) +
(2k )k2+2(d+ 1)k2+2 log N 1/4
o (B ()

Substituting ko %, N > (%)C, taking C' to be a sufficiently large absolute constant and
recalling that Py xr(0,1,)[sign(v - x) # sign(v’ - x)] equals to £(v, v’) /7 we conclude that

“{(VT’V') +0(e).

IE”S [sign(x - v) # sign(x - v')] = (1 £ p)

X~

D.3 Bounding sandwiching degree of the disagreement region

To prove Proposition D.5, we will need the following result by [DGJT10], [GOWZ10].

Fact D.7. For every positive integer k and a real value t, the function f(z) = 1,<; has
(O(loﬁ;k), O(2'%%))-sandwiching degree in Ly norm of at most k under N'(0, 1).

The following corollary slightly strengthens the fact above:

Corollary D.8. Lett € R. For every positive integer k > 2, the function f : R — {0,1} with

f(z) =1,<is (O(min(lo\g/;k, %)), 2'%)-sandwiched in Ly norm under N (0, 1) between a pair of
polynomials R}, and Rip of degree k.

Proof. Indeed, if 10\%’“ < %2 then the corollary follows from Fact D.7. So all we need to do is

to consider the other case. We see that either ¢ > 1 ort < —1 (since k > 2). if t > 1 we take
Pdown(X) = 0 and pyp(x) = (%)2 If t < —1, we take take pyp(x) = 1 and pgown(x) = 1 — (%)2

In either case, we see that the polynomials pgown and py, form a pair of (O (min (10\%’“, %2)) , 1) -
sandwiching polynomials of degree 2.

Let v be the unit vector equal up to scaling to the component of v’ perpendicular to v. Then, we
have

'(/)down(x) < 1v-x20/\v’»x<0 < wup(x) (D.8)
wdown(x) < ]lv~x>0/\v’~x§0 < wup(x) (D.9)
where
1 ifv-x>keorv-x=0
hup(x) = S Iy | xtano<—je ifv-x#0and v-x € [je, (j+ 1)) for0 <j<ky —1
0 ifv-x<0

0 ifv-x>kieorv-x=0
’(/}down(x) = ]]-vatan9<—(j+1)e ifv- X7é Oandv-x € [jea (.7 + 1)6) for 0 S] < kl -1
0 ifv-x<0
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Recall that for every ¢ € R, Corollary D.8 gives us one-dimensional degree-k, sandwiching polyno-
mials Rg,,,(2) and R}, (2) for 1.<;. Using this notation, we have for all x in R4

Denote this @gown (X)

ki—1
—(J e/ tanf
Z ]]-v-x-[je,(j+1)e)Rdogg:_l) /t (VJ_ 'X) < 77[Jdown(x) < 1v-x20/\v’-x<0 <
=0
ki1—1
< Pup(x) < Lyix>kye + Z ILv-x'[je,(j—o—l)e)Ru_p]e/tame(VJ_ -x) (D.10)
=0

Denote this ¢yp (%)

In order to conclude Proposition D.5. We show the following two claims:
Claim 1. We have

E o)~ oum] <0 [ BB 4w ) 410
up\X) — own (X)] > . v,V
x~N(0,14) Pup Pdown k;/4 €
(j+1)e/ tan 6

Claim 2. For all integers j in [0,k1 —1]], every coefficient of R,, (vi - x) and

R,;,Je/ tan g(vl - x) is at most O (dw’”) in absolute value.

wn

Proposition D.5 follows from the two claims above for as follows. We first observe that Equations
D.9 and D.10 imply that

Spdown(_x) < ]lv-x<0/\v"x20 < @up(_x)-
Recalling our convention that sign(0) = 1, we see that
15ign(v-x);£sign(v’~x) = 1v-x20/\v’-x<0 + ]lv»x<0/\v’~x20
this, together with D.10 allows us to bound

Qﬁdown(x) + @down(_x) < ]lsign(v-x);ésign(v’-x) < @up(x) + qup(_x)v (D.11)
Claim D.10 allows us to conclude that

lo I.Sk
E [@up(x) + Spup(_x) - (Pdown(x) - Spdown(_x)] <0 <g2 : K(V,V/) + 20e.

x~N(0,1q)
(D.12)
Equations D.11 and D.12, together with comparing the definition of ¢y, and @gown With Definition
D.4 and recalling Claim 2, allow us to conclude that there exists a partition C of R¢ consisting of sets

of the form {x € R? : a < v - x < b} for a certain collection of pairs a, b in
{—o00,—kie,—(k1 — )¢, -, —€,0,+¢€,- -+, (k1 — 1)€, k1€, 400}, such that for every unit vector

v/, the function f(x) = Lggn(v.x)zsign(v/x) has (O (‘CI(CE’/Z )> + 10e,0 (d10k2)>—sandwiching

degree of at most ko in L; norm under N (0, I;) with respect to the partition C of R?. This implies
Proposition D.5.

We now proceed to proving Claim 1

Proof of Claim 1. We have the following.

E u - lown S
oon B (%) = Yaown ()]
k1—1
P x>k P X € Je, (J+1)e)} A -xtanf € [—(j + 1)e, —je)}| <
oy Vo 16}+;XNN(M) [{v-x € [je, (i + D} A{ve -xtand € [-(j + 1)e, —je)}]

—(k1€)? = . .
e +€ P v, -xtanf € [—(j + 1)e, —je)] < 2¢ (D.13
jE:Ox~N<o,1d>[ il [0+ D¢, —je)] (D.13)

<1
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Let 6 denote the angle £ (v, v’). Given the inequality above, in order to finish the proof of Claim
1, it remains to upper-bound Eyxr(0,7,) [Pup(x) — hyp(x)] and Exnr(0,14) [Pup(x) — hyp(x)] by
0(0) + 4e.

From Corollary D.8 we know that for any ¢ we have:

C (log®k 1
t ot < 1 '
B () Ria(2)] < 0 (min (55,2 D.14)

and for every z in R
Rioun(2) < Lo<y < RE(2). (D.15)

Since v and v are orthogonal, the random variables v x and v - x are independent standard
Gaussians. Using this, together with Equations D.14 and D.15 we obtain the following.

waI[%o,Id) [Pup(x) — Yup(x)]
ki—1
— 2 XNNE;W) [v-x € [je, (j+1)e)] XNN]%OM [R;pje/mne(w x) — lexg_je/tane}
ki—1
<X FoplrleG+bal E, (Rl 00 (25) = Bydel ™ ()]
ki—1
<3 Fanle elinti+non0 (2 (54)7)

(

<.
Il

First, consider the case 6 > /4. The above inequality implies

log” k kf P [z € [je (j + 1)e)]
z € €
Vk ) fm N0 LEVel

[‘Pup(x) - ¢up(X)] <0 (

E
XNN(O,Id)

=P, ~n0,1)[—h1e<z1 <(k1—1)€]

log® 0log' S k
-0 ( 0g"ky\ _ o (0log "k
Vka k;/4
On the other hand, if § < 7/4 we have tan 6 < 26 and therefore, recalling that for any j it is the case
that P, _ar0,1) [21 € [j€, (J + 1)€)] <€, we have

B [%p(x) - ¢up(x)} - ’11_01 0 ( min<lo\g;£2 | (ta;rz 9)2) e)

w
™
)

< [ o (220)')) o
—o(tgize « [ o (2 (420)'))

which together with a change of variables with a new variable z’ = z/ tan  allows us to proceed as
follows:

B [0 0] = (2 £2.) 4 tano /0 o (mn(RE 2 (1)) 4 -

V2 Vs T\
_ O(lo\g/zQe+tan0<lo\g/¥2 (bgz)o'SJr(lO%Q)O's)) = 0((”(;2:@) (D.16)
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Overall, in either case we have Ex. (0,7, [up(X) — Yup(x)] = O (‘91(’:5’“2> We now go through

a fully analogous argument to show that also Ey.xr(0,7,) [down(X) — @down(X)] = O ‘W)

Again, from the independence of v x and v - x, together with Equations D.14 and D.15 we have:

xNNIF(:OJd) [wdown (X) — Pdown (X)]
k1—1 ( )e/
= P . ey ) j 1 E []]-v x<—(g €/ tan R Jre/tang
JZ:% A [v-x € [je (j+ 1)e)] N (0,1,) L v xS +De/ tand ™ fldown (v

. 7 . 1 E [ (j+1)e/ tan b o (j+1)e/ tan 6 ]
z;) z1~N(O 1) Zl < [‘]E (] + )6)] 22~N(0,1) Rup ( ) Rdown ( 2)
k1—1

og® 2 an 2
DI CE S G+ 1) o min(PEE2 (20)7))

Jj==

Again, we first consider the case § > 7 /4. The above inequality implies

x~N (0,14) {wd"w“( x) — ‘Pdown(x)} <

k1—1

oS Bl o)) ~o(252) o 27E)

=P. ~n(0,1) {OSZ1<(I<:1*1)E}

On the other hand, if § < 7/4 we have tan 6 < 26 and therefore, recalling that for any j it is the case
that P, _ar(0,1) [21 € [j€, (J + 1)€)] < €, we have

ki—1

B0 ] < 35 0 (2 (7)) )

< /+<>0 O(min(lo%Q, (ta:H)Q)) dz = O(eloél/.i kz’),

oo
where the last step follows via precisely the same chain of inequalities as in Equation D.16.
In total, combining our bounds on Ey (0,7, [{down (X) — @down (X)]s Excrnr(0,1,) [up(X) — tup(X)]
and By nr(0,7,) [%up(X) — Yaown(x)] we conclude that the quantity By ar(0,7,)[@up(X) — @down(X)]
is at most O(w - L(v,v")) + 10¢, as desired.
2

It only remains to prove Claim 2 to conclude the proof of the completeness condition.

Proof of Claim 2. Corrollary D.6 says that for any value of ¢, the degree-ks one-dimensional poly-
nomials R}, (z) and Rj,,,(z) have all their coefficients bounded by O (210%2) If one substitutes
v - x in place of z into either of these polynomials and opens the parentheses, the fact that v is a unit
vector allows us to bound the size of the largest coefficients of Rj,, (v1 - x) and Rf (v - x) by

O((d + 1)%2 (kg + 1)210%2) = O(d'°*2), proving the claim. O

D.4 Miscellaneous Claims

Claim 3. There is a deterministic algorithm that given a unit vector v in R?, scalars a and b,
a monomial m over R of degree at most ko, an accuracy parameter 3 € (0, 1], runs in time
poly ((kgd)k2 /B) and computes an approximation of Ex.ar(0,1,) [m(X) - La<x.v<b] up to an addi-

tive error 3.
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Proof. Firstly, we compute an orthonormal basis {wy,--- ,wg_1} for the (d — 1)-dimensional
subspace of R? that is orthogonal to v. We express m(x) = p(wy1 - X, -+ ,Wq_1 - X, V - X), and note

that the polynomial p has all its coefficients between 0 and (d + 1)k2 , and p is comprised of at most
(d + 1)** monomials. Thus, to have an additive 3-approximation for Ey.. N(©,10) [M(X) - Ta<xv<b)s

it sufficies to compute for every monomial ' of degree at most ko an additive —kz -approximation
to the quantity
E m (w1 X, ,Wd—1 X,V -X) - Lo<v.
XNN(O,Id)[ ( 1 ) y Wd—1 3 ) a<lv x<b] 5

which via the spherical symmetry of NV(0, I) equals to Exxr0,1,) [ (X) - La<a, <b)-

Secondly, for every monomial m’ of degree at most k2, we compute an approximation of the
quantity Eyxar0,7,) [m'(X) - Ta<z, <] up to an additive error of To this end, we write
m/(x) = [, (z;)** where >, a; < ko and see that

E m' X)- Ila T = '—1 I]-a is even / 722/22(11 dz.
B 69 Luse (H( L, ) N

i>1

B
10d*2 *

Sk;%?

Note that a; is an integer between 0 and k. Since we were seeking to compute a (Fike-approximation
to Exnr(0,1,) [ (X) - La<z, <b), We see that this approximation can be obtained from the equaiton

. . S b
above together with an additive -approximation to \/% fa e~ /2% dz. We denote

B
(d+1)%F2 10k
p(z) = e~ /222 and let 8 = W . We see that the function p has the following key
properties: ’

—z2/22a1+1

1. For all z in RY, the derivative p/(z) = aje * /22711, 5 — ¢ we have

0/ (2)] < (ke + 1)

2. For all z in R? satisfying zg > 4ko + 2 the value f e=**/2201| dz is at most

|z]>z0

f|z|>20 e~*"/4 dz which in turn is at most e~%0/4,

The three properties above imply that one can approximate the value of f b p(z) dz up to an additive

error of 3’ via discretization, i.e., by splitting the interval [a,b] N [—/2In(8), /2In (8’)] into

intervals of size at most A and for each of these intervals [a’;, b;} use the 1nequa11ty

b,
[ otz = o) (a5 ) & (sup ) ) s~ 0
al z€
which implies that

by property (2) of p

/ze[a,b] p(z)dz:/z €labln [~ \/W\/W]

—Z< (aj — b}) + <§2§|p’(2)l> (a}—b;)2>152/

—Zp (af — b))+ ((Suplp )\/WA'i‘ﬂ/)
NS

<(ko+1)k2t?
by property (1) of p

which implies that if we take A to be then

\/81n(B") k2+1)k2+1’

Zp (d] b’)/e[ b}p(z)dz:l:ﬁ'.
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Overall, evaluating the sum above requires one to compute p(a);) on poly((k2)*2 /') values of a/.
Therefore, substituting 3’ = W so it can be computed in time poly((kad)*2 /). O
2

E Spectral Tester

In this section we prove the following theorem.
Theorem E.1. There exists some absolute constant C and a deterministic algorithm Tgpecorai that,
given

(e)°.

* A positive integer U > (5

s adataset S of points in R? of size M < U.
* a unit vector v in R?,

* parameters €,6 and i in (0,1).

For every positive absolute constant y, the algorithm Tgpeciyrar runs in time poly (%) and outputs
. c . . .
Acceptor output Reject. Forall €, and U > (%) the algorithm Tspecirar Satisfies the following:
o Completeness: If S consists of M < U i.i.d. samples from the standard Gaussian distribu-
tion, then with probability at least 1 — O (0) the set S is such that for all unit vectors v the
algorithm Topecyra accepts when given (U, S, v, €, 6, 1) as the input.

* Monotonicity under Datapoint Removal: If the algorithm Topecirar outputs Accept for some
specific input (U, S, v, €,0, 1), then for all subsets S' C S the tester Tpecirar will also accept
the input (U, S’,v,€,8, 11).

* Soundness: For any dataset S and unit vector v, if the tester Tpecirar accepts the input
(U, S,v,€,6, 1) then for every unit vector v' in R? we have
L(v,v")
T

1
U Z []lsign(x-v);ﬁsign(xv/)} < (1 + /’L) + O(E)

xeS

We argue that the following algorithm (which is essentially a restatement of Algorithm 2) satisfies the
specifications above:

* Given: parameter ¢, d, ;2 in (0, 1), dataset S of points in R? of size M < U, a unit vector v
in R4,

24/log 2 0.1
1. k‘l — fg/e’ kg < ¢

e
2. A« ST TR (log U4
3. Forall a and b in {—o0, —k1e, —(k; — )¢, -+, —€,0,4¢€,- -+, (k1 — 1)e, ki€, +00}
(a) Compute W such that

a 2 2 T a,
4 7b7AI(dk+21)X(d+l) = xfIVE/\/‘[(X@k )(x®/€ ) ']lagx-v<b] =W b+AI(dk+21)X(d+1)

k2 k2
(E.1)
(For how to compute this approximation, see Claim 6).
(b) If the following does not hold:
1 T
®k Rk a,b
E Z (X 2) (x 2) ]lagx~v<b < W+ 3Af(dk+z1) X(d]:;), (E.2)

xeS
then output Reject.

4. If did not reject in any previous step, output Accept.
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It is immediate that the algorithm indeed runs in time poly ( ) because step (2b) can be performed
by computing the largest eigenvalue of a (dH) X (d+1) sized matrix. Monotonicity over datapoint
removal also follows immediately since if S’ C S then

o 20 () ()T D (e ()

xes’ xeS

and therefore if the condition in step (4) holds for S then it will also hold for S’.

E.1 Completeness

Since we have already proven the property of monotonicity under datapoint removal, we can assume
without loss of generality that M = U. If not, the set S can be obtained by first taking U samples
from A/ (0, I;) and then removing the last U — M of them. If the Tspectral accepted the dataset before
removing these points, then it will also accept it after these datapoints are removed.

Suppose the set dataset S consists of U i.i.d. samples from N(0, I;). Similar to Section D.1, we
again note that the collection H of sets of the form 1,<y.x<p has VC dimension at most (d + 1)2.
Lemma A.1 then implies that with probability at least 1 — § for all pairs of a and b, for every unit
vector v and for every polynomial p of degree at most ks, if B, denotes the largest coefficient of p
(in absolute value) then we have

% > [(P(X))z ]lxeA] - x~NHE:o,1d) {(p(x))2 ]lxeA}

x€eS

(4k2)2k2+2

<2B2(d+1)°" S

_ 60B3 (4ky) 42 (d 4 1)0h++2 (1og U>1/4
— 5 U )

U Z [ XEA} B xNNIF(:O,Id) [(p(x))Q ]IXEA}

xeS

Combining this with Equation A.1 we get

T3 (000 beea] < B (060" L]+ (pllcr) 5 i

5 60(4k2)2k2+2(d—|— 1)6k2+2 (logU>1/4
x€eS

and Claim 6 implies that Equation E.17 holds which implies that

» 60B2(4kz)2k2+2(d 4 1)0k2+2 (10g U) L4
5 U

Tir7a,b 9
welp > E { 1, }
pWpz R [P0 Ixea |+ ([Pllcoes)

Combining the last two equations above, we get:

1 2 Ty 2 1208} (4h2)*F2*2(d + 1)°%2+2 1og U7 '/*
—_ < )
53 [060)* Luea] <P WD+ (1ol o) 5 7

x€eSs

Recalling the notation in A.1, we see that the assertion that the inequality above holds for every p, is
equivalent to the following matrix inequality

12082 (4k-)2k2+2 (g 1 1)6k2+2 1/4
_ Z [ ®7€2 ®k2 ]]-XGA1| =< Wa,b+ P( 2) 5 ( + ) <].OgUU> I(

XES lezl)x(dkgl).

Finally, substituting ko = ( )C, we see that for a sufficiently large absolute constant
C, the inequality above 1mphes Equanon A 1, and thus Tgpectral accepts.

E.2 Soundness

In order to deduce the soundness condition, expand upon definitions introduced in D.2. We emphasize
that unlike the L;-sandwiching degree used to analyze the disagreement tester, here we use the notion
of Ly-sandwiching polynomials.
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Definition E.2. We say that a function f : R? — {0, 1} is e-sandwiched in Ly norm between a pair
of functions fy : R — R and foown : R? — R under N(0, 1) if:

« For all x in R? we have fuown(X) < f(x) < fup(x)

* Exenota) |(Fup(%) = faona())?] < e

Definition E.3. We say that a function f : R? — {0, 1} has (e, B)-sandwiching degree of at most
k in Ly norm under N(0, I;) with respect to a partition C of R? if the function f is e-sandwiched
in Ly norm under A/(0, 1) between Y- 4 ¢ (pibwnla) and - 1 ¢ (plﬁ)ILA), where plﬁ, and p . are
degree—k polynomials over R%whose coefficients are bounded by B in absolute value.

Subsection E.3 is dedicated to proving the following bound on the L,-sandwiching degree of a
specific family of functions with respect to a specific partition of R

Proposition E.4. For all € and ks, let k1 = 27”06%2/6, and let v be a unit vector in R, Then,

there exists a partition C of R? consisting of sets of the form {x € R? : a < v-x < b} fora

certain collection of pairs a,bin {—oco, —kie, —(k1 — 1)e,--- , —€,0,+€,- -+ , (k1 — 1)e, k1€, o0}

Then, for every unit vector V', the function f(x) = lggn(v.x)sign(v/-x) has (O(£(v, V’)blfl%-) +
2

10¢, O(d*°F2))-sandwiching degree of at most ky in Ly norm under N (0, I3) with respect to the

partition C of R%.

A bound on the sandwiching degree of a class of functions leads to a guarantee for the tester
7:lisagreement .

Proposition E.5. Let C be a partition of R? and f a {0,1}-valued function that has (v, B)-
sandwiching degree of at most ks in Lo norm under N'(0, 1) with respect to the partition C. If a set
S of points in R? satisfies the following condition for all A in C :

2

1 €
- ®Rka Qk2\T < Rk2 ®ka\T
g 2O a2 B el + oy )

(E.3)
then we have

3 [Lwea] < bzl =11 Ve

x~S

Proof. Since f has (v, B)-sandwiching degree of at most ks in Lo norm under N(0, 1) with respect
to the partition C, we have a collection of polynomials {pg,,,, Pip } for all A in C that have coefficients
bounded by B, satisfy for all x the condition

fx) € [AZGIC (Pébwn () Lxea ) é(p@(x)lxeA)} : E4)

as well as

x~NI[%o I )[( Z (pff;(x)]lxed - Z (p(ﬁ)wn(x)]lxeA)>2:| <w. (E.5)
T aec Aec

For all x in R? we have f(x) < (f(x))* < (3 4cc(pip(%)1xea))?. Since all distinct pairs Ay, Ao
in C are disjoint, we have (3 4 (Pih(X)Ixca))? = 3 4ce(Pih(X)Ixea)?. Therefore, we have

ENIIEDY (é > [(pa“p<x)11xeA>2}> (E6)

x~S AeC x~S

Referring to definitions in Subsection A.1, we see that Equation E.3 is equivalent to the assertion that
for every A in C and every degree-ky polynomial p we have

53 (00 e <

x€eS

€2

|(p(x))” Lcea] 7 (Pl coer)”

E b—
x~N(0,14) IC|B2(d+1)
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Choosing p = plﬁ) in the inequality above and combining with Equation E.6 we get:

7 2 [0] < S (B, b1+ gy (b))

x~S

By Equation A.1, we have ||ph|| . < B2?d*2. Substituting this and again recalling that all distinct

pairs A1, A, in C are disjoint, we obtain

U Z - x~N(0 1) [( Zpup xeA)Q} +é

x~S
Taking square roots of both sides gives us

N \/XNNd[( > pi1eea) |+

x~S AeC
<Rl e e

Equation E.4, together with the triangle inequality and the fact that (f(x))? = f(x), implies that

By [(Sratoen) ] <

VB 0] B [( S 01aca — 00) ]
: m+ \/x~NEE:0,1d) [(;;Cp{ﬁ,(x)]lx@ - ;p(ﬁ)wn(x)ﬂx@)z]

Substituting Equation E.5, we get

\/XNMW{(ZP@ Mea) ] < [ E 6N+ vE

which combined with Equation E.7 finishes the proof. O

Claim 6 implies that matrices W satisfy Equation E.1, which implies that for all monomials p of
degree at most ko we have

b ®Rka k2 T
Wb B ) () Tagevan] + AT ey

If the above is the case, and the algorithm accepts, then we have for all pairs of a and b in
{—oo —kie,—(k1 — D¢, -+, —€,0,4€,- -+, (k1 — 1)¢, k1€, +00} that

k k
_ Z Y 2 ® 2 ]]-agx-v<b =<
XES

T 210(4ky)2k2+2(d + 1)6k2+2 (log U M/

E - [(x®2) (x%2)  Togwvar] I .
w1 (077 65) aseva 5 vo) e
Taking the equation above, together with Proposition E.5 and Proposition E.4 we conclude that for all
unit vectors v’:

1 : : log” ks
TT I v)£sign(xv) | < P . /. O = £ , !
U Z [ sign(x-v)#sign( )] \/me(O,Id)[Slgn(v X) 7& S|gn(v X)]+ ( k;/4 (V v )) +

x~S

2ky+2 Tho+2 1/4
+0 \/(Zkl +2) (=) ((Sd ub) (102[]) d10k2>
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. e,
Substituting k; ¢ zivloegz/ﬁ, ko C:g Y« C ((k[?kz) , taking C to be a sufficiently large

absolute constant and recalling that Py ar(0,1,)[Sign(Vv - x) # sign(v’ - x)] equals to £(v, V') /7 we
conclude that

L(v,v")

1
7 2 [Lsigngen) psgnieny] < (L4 p0) +0(e)

x~S

E.3 Bounding the L, sandwiching degree of the disagreement region

To prove Proposition E.4, we follow an exactly analogous approach as the one for Proposition D.5.
We will need the following result from [KSV24b]:
Fact E.6 ([KSV24b]). For every positive integer k and a real value t, the function f(z) = 1,<; has

(O( lof/l; k), 0(2'9%))-sandwiching degree in Ly norm of at most k under N'(0,1).

The following corollary slightly strengthens the fact above:

Corollary E.7. For every positive integer k > 4 and a real value t, the function f(z) = 1,<, is

(O(min(k’%/l;k, t%)), 219%)_sandwiched in Ly norm under N'(0,1) between a pair of polynomials

Ji, and J§,,,, of degree of at most k.

Proof. Indeed, if 10%;; k < 1?224 then the corollary follows from Fact E.6. So all we need to do is to
consider the other case. We see thateithert > 1 ort < —1 (since k > 4). if t > 1 we take pgown(X) =
0 and pyp(x) = (%)2 If t < —1, we take take pyp(x) = 1 and pgown(x) = 1 — (%)2 In either

case, the polynomials pgown, Pup form a pair of (O (min( lo%/lg k. %)), 1)-sandwiching polynomials of

degree 2. [

Let v be the unit vector equal up to scaling to the component of v’ perpendicular to v. Then, we
can write

wdown(x) S 1/}up(x> S ]]-v'x20/\v’~x<0 (ES)
wdown(x) < l/fup(X) < ]]-v-x>0/\v’~x§0 (E.9)
where
1 if v.-x>kjeorv-x=0,
Yup(x) = ¢ Iy, xtano<—je fv-x#0andv-x € [je, (j+ 1)e) for0 <j < k; —1,
0 ifv-x<0

0 ifv.-x>kieorv-x=0
Yaown(X) = { Ly, xtano<—(j+1)e if V-x# 0and v -x € [je, (j +1)e) for0 < j <k —1
0 ifv-x<0

Recall that for every ¢ € R, Corollary E.7 gives us one-dimensional degree-ks sandwiching poly-
nomials J§,,,(2) and J,(2) for 1.<; under Ly norm. Using this notation, we have for all x in
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Rd

L
Denote this ¢, 2 (x)

k1—1
Z ]lv.x.[je)(j+1)€)J[j_()\E}7rl+1)e/tane(vi 'X) S ¢down(x) S ]lv~x20/\v’~x<0 S
j=0
k}lfl
< Yup(x) < Lyxshye + Z ]1‘,_}(,[3.6’(%1)6)Jlgjye/tan(9(VL -x) (E.10)
=0

Denote this <puLp2 (x)

In order to conclude Proposition E.4. We show the following two claims:

Claim 4. We have

2 log® ko
Lo _ Lo < - . /
B {(% (%) = hn() } < o( RN )) + 10¢

Claim 5. For all integers j in [0,k1 — 1], every coefficient of Jd_m(viﬂ)e/tane(vL - X) and

J,;,Je/ fan G(VL - X) is at most O (dwk?) in absolute value.

Proposition E.4 follows from the two claims above for as follows. We first observe that Equations
E.9 and E.10 imply that

L L
S0‘1()2"‘/“(_){) < ]lv'x<0/\v’-x20 < (Pup2(_x).
Recalling our convention that sign(0) = 1, we see that

]lsign(v-x)yésign(v’»x) = 1v-x20/\v’-x<0 + ]lv-x<0/\v’»x20

this, together with E.10 allows us to bound

<p§02wn(x) + SO(fonn(_X) S ]lsign(v-x)yésign(v’-x) S QplI;pQ (X) + ()Olfpz <_X)7 (El 1)

Claim E.10 allows us to conclude that

IN

(b 00+ o () — a0~ ()]

(8500~ whan() | +

E
x~N(0,14)

2( E E [(
x~N(0,14) x~N(0,1q)

Equations E.11 and E.12, together with comparing the definition of ¢y, and @gown With Definition
E.3 and recalling Claim 5, allow us to conclude that there exists a partition C of R? consisting of sets

of the form {x € R : a < v - x < b} for a certain collection of pairs a, b in
{—o0, —ki€e,—(k1 — )¢, -+, —€,0,+€,- -+, (k1 — 1)¢, k1€, 400}, such that for every unit vector

. _ 4( , l) . .
v/, the function f(x) = lggn(v-x)sign(v’x) has (O ( k‘;’/‘; ) +10€,0 (d10k2)>—sandw1chmg

degree of at most ko in L; norm under N(0, I;) with respect to the partition C of R<. This implies
Proposition E.4.

We now proceed to proving Claim 4
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Proof of Claim 4. We have:

XNNI%O,IUZ) [(wup(x) - wdown(x))z} = xNNI%O,Id) [wup(X) — flpdown(x)] <
k1—1
x~/\f]1?0,ld) [V -X > k1€]+ jz::o x~N]12)0,Id) [{v X E [je, (j+ 1)6)} A {VL .xtanf € [—(] 1 1)e, —]6)}] <

—(k1€)? S . .
e +e€ P v, -xtanf € [—(j + 1)e, —je)] < 2¢ (E.13
> BV G+ e, —je)] <2 (B13)

Let 6 denote the angle £(v,v’). Given the inequality above, in order to finish the proof of Claim
4, it remains to upper-bound By nr(0,1,) [up(X) — Yup(x)] and By pr(0,1,) [@up(X) — Yup(x)] by
0(0) + 4e.

From Corollary E.7 we know that for any ¢ we have:
10
¢ " 2 . (logTk 1
ZNAI/E%O,U [(Jup(z) — Jdown(z)) } <0 <m1n (\/E’ 7§2>) , (E.14)
and for every z in R

Thown(2) < Locy < T4 (2). (E.15)

Since v and v are orthogonal, the random variables v x and v - x are independent standard
Gaussians. Using this, together with Equations E.14 and E.15 we get:

ki—1
XNNH%O,Id) [(@5; (x) — ?ﬁup(x))?} _ ZO xNN]%O,Id) |:]]-v-x€[je,(j+1)e) (‘prz (x) — 1/11{})2 (x))Z}
ki—1 - 2
<YL E, xeleu B (a0 30 = D ane) | =
]7k1—1 | .
;) zwﬁ(o,l) [21 € [Je, (5 + 1)e)] Zzwk}}:(m) |:(Jl;j€/tan9(z2) B Jd—ogv;/tane(z2)> ] <

ki—1

.. . log10 ko [tan@ 2
jz—%zwfao,l)[zlG[JE’(J+1)€)]O(mm< Vs T\ je )

First, consider the case § > 7 /4. The above inequality implies

10 k1—1
log ’“) 21 € e, (G + 1)e)] =

[(%ﬁf (x) — %p(x))ﬂ <0 < NG = z1~./EI;(O,1)

XNN(O,Id)

=P, ~n(0,1)[0521 < (K1 )]

O<10g10k2> _0 01og® ks .
Vs key/*
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On the other hand, if 6 < 7/4 we have tan § < 26 and therefore, recalling that for any j it is the case
that P, nr0,1) [21 € [J€, (J + 1)e)] < €, we have

ol [ (1500 = vnt) ] < ZO(ml (2 (52)))

< [ ofmn(t (22

<o)+ [ o(m(Fet (2
o[t s [ o(mn( (2)')) o
ofErE (s (B ) (o))
-o(1e)

Overall, in either case we have E, (0,1, [(gﬁup (x) = hup(x )) } =0 <(m]§/:k2> We now go

2

2
through a fully analogous argument to show that also Ex. xr(0,1,) {(wdown (x) — <de02an (x)) ] =

1/4
2

0 < o 1051.5 ko > . Again, from the independence of v x and v - x, together with Equations E.14 and

E.15 we have:
E L ’
— k2 -
x~AN(0,14) [(wdown(x) <pd°wn(x)> ]
klfl

=Y P [v-xeljg(+le] E (llv e (1) tan g — TV no J_'X))z g
=0 x~N(0,1q) x~N(0,14) Lx==0 down >

klfl )
P € lje,(j+1 E —(j+1)e/tan 6 R- (j+1)e/ tan 6 <
> B, melaGrna B |(r (e2) = R0 020 <

k1—1

o [ log' ks, tand \°
ZO zwkl;)(o,l) [21 € [je,(j +1)e)] O <m1n < N ((] n 1)€> )) <

Jj=

k1—1 10 2
. . [log™ ky (tanf
P 1)e)] O
2 Bl €l G+ Do) Gmn< = (5 )))

5
As it was shown previously, the expression above is at most O (9 lz{g/f"’ ) .
2

In total, combining our bounds on Exr(0,7,)[(¥down(X) — iz (x))?], Exn(o,10) (052 (%) —
Uup (x))?] and Exn(0,72) [(Yup (%) — Ydown (x))?] we conclude that

2 log” k
E)Kﬁw>%m®”s0<;ﬁxmﬂ>ﬂm
2

XNN(()}Id

It only remains to prove Claim 5.

Proof of Claim 5. Corrollary E.5 says that for any value of ¢, the degree-ky one-dimensional polyno-
mials Jj,(2) and Jj,,,,(2) have all their coefficients bounded by O (219%2) If one substitutes v - x
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in place of z into either of these polynomials and opens the parentheses, the fact that v is a unit
vector allows us to bound the size of the larges coefficients of Ry, (V1 - x) and Ry, (v - x) by

O (d*2(ky + 1)2'0%2) = O(d**2), proving the claim. 0

E.4 Miscellaneous Claims

Claim 6. There is a deterministic algorithm that given a unit vector v in R?, scalars a and b,
a monomial m over R? of degree at most ko, an accuracy parameter 3 € (0,1], runs in time

poly ((kgd)k2 /5) and computes a (dlj;l) X (dlj;l)-matrix Wb such that

ab k ko) | a,b
W = BTty = (B ) [67) () Lasvaa] SWO0 4 BT 4o

(E.17)

Proof. From Section 3, we recall that x®*2 is the vector one gets by evaluating all multidimensional

monomials of degree at most ko on input x, and therefore the (d,:; 1) X (d]:; 1)-matrix (x®k2) (x®k2) T

viewed as a bilinear form, for degree-k polynomials p; and p, we have p] (x®*2)(x®F2) Tpy, =
p1(X)p2(x). Thus, the entries of (x®#2)(x®#2)T are indexed by pairs of monomials 7, and ms
over R? of degree at most k, and we have m| (x®%2)(x®¥2) Tmy = m; (x)ma(x). And the entries
of Exn[(x®F2)(x®%2) T - 1,<x.v<p) are also indexed by pairs of monomials m; and mo over R?
of degree at most k and equal to

Esxnr[mi(x)ma(x) - Lo<x.v<p]. Since the product mims is a monomial of degree at most 2ks,
Claim 3 tells us that this value can be approximated up to error 3 in time poly((kad)*2/3") (we will
set the value of /3’ later).

Thus, we take the (d,j? 1) X (d,jz 1)—matrix Wb to have entries pairs of monomials m; and my over
R? of degree at most k and equal to additive 3’-approximations to Eyar[my (x)ma(x) - Lo<xv<b)-
Thus, the difference between Ey.pr[(x®F2) (x®*2) T 1,y <p] and WP is a (d,;zl) X (d,;zl)—matrix
whose entries are bounded by 5’ in absolute value. Thus, the Frobenius norm of this difference
matrix is at most (d + 1)*2/23’, and therefore all eigenvalues of the matrix Ey.r[1m1 (x)ma(x) -
lo<xv<d] — WP are in [—(d + 1)k2/25' (d + 1)*2/23']. Taking B = B(d + 1)7*2/2, we can
conclude that Equation E.17 holds.

Overall, the run-time is poly((kod)¥2 /'), which we see equals to poly((k2d)*2 /) since we have
B = B(d + 1)~*2/2, This completes the proof. O

F Testing Massart Noise

We give here the full proof of our main theorem (Theorem B.1), which we restate for convenience.

Theorem F.1. There exists a deterministic algorithm Apssare that runs in time poly (%) and for a

sufficiently large absolute constant C satisfies the following. Given parameters €,0 in (0,1) and a
- c

dataset S of size N > (%) consisting of elements in R? x {£1}, the algorithm Apgsars OUtputs

either (Accept, v) for some unit vector v in R%, or outputs Reject (in the former case we say A
accepts, while in the latter case we say A rejects). The algorithm Apyussar satisfies the following
conditions:

1. Completeness: The algorithm Apj,sare accepts with probability at least 1 — O(0) if S is

Massart

generated by EX\//7 " where f is an origin-centered halfspace and np < 1 /3.

- . c .
2. Soundness: For any dataset S of size N > (%) , if Apassart accepts then the vector v
given by Apassare Satisfies

P [sign(x-v) #y] < opt+ Ofe), (F.1)
(x,y)~S

where opt is defined to be min,cga (P(x’y)wg [sign(x - V') # y]).
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The rest of this section proves the above theorem. The algorithm Apjyssqre does the following (where
C is a sufficiently large absolute constant):

¢ Given: parameters ¢, § in (0, 1) and a dataset S of size N > (%) ¢ consisting of elements
inR? x {£1}.
1. Let v be the output of the algorithm of Fact B.2 run on the dataset S with accuracy

parameter € = % and failure probability §. Without loss of generality we can

assume that the algorithm is deterministic, because we can use some of the points in S
for random seeds.

If SEE2" > 4eN, then output Reject.

False

2. 8+ {x: (x,y) € S}and N «+ ’S’

3. Run the tester Tgisagreement from Theorem D.1, on input (S, v, €, §,0.1).

4. Tf Tgisagreement T€jeCts in the previous step, output output Reject.

5. If |Sraise| > £N, then output Reject.

6. S < Srane N {X ERY: |£(x,v) = 5| > 22 |3 SRR,  Sratee \ SEee
7.

8.

Take U = %N and then run the spectral tester Tgpeciral from Theorem E.1 with the input
parameters (U, S, v, €,4,0.1).
9. If ’7§pema] rejects in the previous step, output output Reject.

10. Otherwise, output (Accept, v).

From the run-time guarantees given in Theorem D.1 and Theorem E.1, we see immideately that the
run-time of the algorithm Appusare i poly (% log %)

F.1 Soundness

o S . c
We first show the soundness condition. For any dataset S of size N > (%) , we need to show that
if Apassart accepts then the vector v given by Appassare satisfies Equation F.1. Theorems D.1 and E.1
imply that if the algorithm Appassarraccepts then

/
P [sign(x - v) £ sign(x - v')] = (12 0.1) 2D 4 o). (F2)
(x,y)~S T
1 L(v,v
U Z []lsign(x-v);ésign(x-v’)] <11 (7_(7) +O(€) (F3)
xesfar

False

Rearranging, we get

P [sign(x-v) £y - P [y#Fsign(v-x)] =

(x,y)~S (x,y)~S

( ]P)’ _[sign(x - v) #sign(x - v') Ay = sign(v - x)] —

xX,y)~S

- IP; _[sign(x - v) # sign(x - V') Ay # sign(v - x)] =
x,y)~S
P [sign(x-Vv) #sign(x-v')]—2 P [sign(x-V) #sign(x- V') Ay #sign(v-x)] =
(x,y)~S (x,y)~5
. . 2
xIrE)S [SIgn (X ’ V) 7& SIgn(X . V/)] - N ; []lsign(x-v);ésign(x-v’)]
X False

By Equation F.2, the first term above is lower-bounded by 0.94(+"'/) —O(e). The second term can bro-

ken into two components: % ZXGSESEL []lsign(x,v#sign(x,v/)] and % ZXESEﬁse []lsign(x,v#sign(x,v/)].
If the algorithm does not reject in step (8), the former term is upper-bounded by O(¢), while Equation

F.2 tells us that the latter term is upper-bounded by % (1.1‘{(%",) + O(e)) . Overall, substituting
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these bounds and recalling that U/N = 2/5, we get

P [sign(x-v)) £y~ P [y#sign(v-x)] >
(x,y)~S (x,y)~S

0.9@ —0O(e) — % <1.14(‘;_’V/) + O(€>) =
pgLlre) 4 (1,14(:“)) 00 =002Y) o) > —0(0).

Thus, choosing v’ to be arg miny (P(x,)~p,.., [sign(x - u) # y]), we get

P [sign(x-v) # y] < opt + O(e),
(x,y)~S

finishing the proof of soundess.

F.2 Completeness

We now argue that for a sufficiently large absolute constant C, the algorithm Ay, Satisfies the
completeness condition. In this subsection we assume that S is generated by EXX'?}S;'(: where

f(x) = sign(v* - x) is an origin-centered halfspace and 779 < 1/3. We remind the reader that,

for some function 7 : R? — [0, 7], every time EX}\Afa}si; is invoked it generates an i.i.d. pair

(x,y) € R% x {£1} where x is drawn from NV(0, I;) and y = f(x) with probability n(x) and — f(x)
with probability 1 — n(x). We would like to show that Ay accepts with probability at least
1—-0(9).

For the purposes of completeness analysis, we define the set Syugmented t0 be a set of points in R4
generated through the following random process:

* If a datapoint x in .S has label y = — f(x), then x in included into Saugmented-
* If a datapoint x in S has label y = f(x), then x in included into Syugmentea With probability
% (and this choice is made independently for different x in .S).

With the definition above in hand, we claim the following:

Claim 7. If the absolute constant C is large enough, then with probability at least 1 — ¢ it is the
case that | Saugmented| < %N . Furthermore, conditioned on any particular value of the size |Saugmented|
of this set, the individual elements of Saugmentea are distributed i.i.d. from the standard Gaussian

distribution N (0, Iy).

Proof. Overall, we know that y = — f(x) with probability 77(x), so overall each x in S gets included
no—n(x)
1-n(x)
element S is included into SyugmenteaWith independently probability 7. Since 1o is at most 1/3 and

into Saugmented independently with probability 7(x) + (1 — n(x)) = 1)9. Overall every

N > (%)C, we see that the standard Hoeffding bound tells us that for a sufficiently large absolute

constant C' with probability at least 1 — ¢ it is the case that [Saygmentea| < % |S| = %N . This proves
the first part of the claim.

Additionally, recall that in this subsection we are assuming that S is generated by EXD\Afasfsi;; This
implies that the elements of S are generated i.i.d. from N(0, I;). Since the decision wheather each
datapoint x in Sis included into Syugmented 18 made with probability 7 independently from the actual
value of x, this implies the element of Saygmentea are distributed i.i.d. as N(0, 1) even conditioned
on any specific value of | Syygmented|- This finishes the proof of the claim. O

The following claim lists a number of desirable events for algorithm Ay, and shows that they are
likely to hold.

Claim 8. If C is a sufficiently large absolute constant, the following events take place with probability
at least 1 — O(9):
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1. The set S is such that for all unit vectors v' the algorithm Taisagreemen: accepts when given
the input (S,v’,¢€,,0.1).

2. For all vectors u in R%, we have

. . log N 1
P [sign(x-u) #y| — P sign(x-v) £ y|| <2d log —.
LBt w Al e G v) ) 5% log ¢
3. For all vectors u in R? and scalars 6, we have
log N 1
P [£ <6 — P £ < gl <2d log —.
Pl o= P ) <] < 20y 5 o
. 3/2
4. It is the case that £(v,v*) < o/

5. It is the case that | Sgaise| < %N and | Saugmented| < %N.

6. Suugmented 1S such that for all unit vectors v’ the algorithm Tipeciral accepts when given as
input on the input (U, Saugmented, V', €,6,0.1) (we remind the reader that U = %N).

Proof. Event 1 holds with probability at least 1 — O(d) by Theorem D.1. The Event (2) holds with
probability at least 1 — O(4) by the standard VC bound, together with the fact that the VC dimension
of the class of halfspaces in R? is at most d + 1. Analogously, Event (2) holds with probability at
least 1 — O(9) by the standard VC bound, together with the fact that the VC dimension of the class

of origin-centric cones in R? is most O(d).

Recall that in step (1) of Appassart We used the algorithm of [DKTZ20a] (see Fact B.2) which implies

that with probability at least 1 — § we have £(v,v*) < 5 063;2_1.
If Event (2) holds, we have
. . log N 1
P [sign(x-v < P sign(x - v + 2d log —,
SPGB Auls B enxev) £ & 1o 5
and if Equation D.1 also holds we have
|SFa|se| .
—— = P [sign(x-v)#y| <
N el S [sign(x-v) # ]
€3/2 log N 1
P sign(x - v* +———=+4+2d log = <
() vEXYEsrt sign( )74 100v/d — 1 N %®5=
1 log N 1 1 1 log N 1
— +2d log= <=+ -—+2d log —.
™ To0 TV TN %5 =3 T TN TN 8

Substituting N > (%)C, we see that the above is at most 2 if C' is a sufficiently large absolute
constant. Thus, with probability at least 1 — O(d) we have | Sraise| < % At the same time, Claim
D.1 tells us that with probability at least 1 — ¢ we have |Saugmented| < U = % Overall, we see that
Event (5) holds with probability at least 1 — O(9).

Finally, Claim E.1 tells us that with probability at least 1 — O(¢) it is the case that |Saugmented| < %N .
Furthermore, Claim E.1 also tells us that, even conditioned on this event, the set Syugmented CONSists of
i.i.d. samples from N (0, I4). Then, the Completeness condition in Theorem E.1 tells us that with
probability at least 1 — O(9) it is the case that ﬁpectm] accepts if and is given p = 0.1, U = %N and
input dataset Saygmented- O]

Now, we first note that if Event 1 takes place, then Tgisagreement accepts in step (3) of the algorithm
AMassarl~
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If Event 3 in Claim 8 takes place, then from the triangle inequality it follows that

3/2 ™ /2 log N 1

~ P ‘ V) — 7‘ < <4 log =.

Ls U“{ x,v) 2‘ = m] XN (0,12) {‘((X vI—3| s m” s ddy =y leg
(F4)

It is also the case that

T 63/2
P l|axv) -2 <
x~N(0,1q) [ (,v) 2 }

d—1
< [x-v[<e+ P [x —v(x-v)| < ]
x~N(0,14) N(0,14) €
d—1
= [|z] <€l + P |x|| </——| <3e (ES5)
INN(O 1) x~N(0,14-1) €

Combining Equations F.4 and F.5 we get

V < € + < 6

where the last inequality holds if C' is a sufﬁmently large absolute constant. Since every element X in

near near
S, is in S and also satisfies |4( x,v) — 5| < 10f’ we see that SEei. has a size of at most 4e N

and therefore the algorithm Apussare dOes not reject in step 8.

3/2 ..
TV If this is the case, the
£3/2

halfspaces sign(v - x) and sign(v* - x) will agree for all vectors x satisfying | £(x,v) — 5| > NG

If Event 4 in Claim 8 takes place, then it is the case that £(v,v*) <

which holds for all x in S&7__. Overall, for every x in S the corresponding label y satisfies y #
sign(v-x) = sign(v*-x). Recalling the definition of the set Saugmented, We see that S,f:aa',se C Saugmented-
If Event 6 in Claim 8 holds then the set Sygmented is such that if the algorithm Tgpeciral accepts when
given as input (U, Saugmented, V, €, 9, 0.1). But Theorem E.1 shows that Tpecrral Satisfies Monotonicity
under Datapoint Removal, which together with the inclusion S,“%ﬁse C Saugmented implies that Tgpeciral

accepts if it is given (U, S&,, v, €,6,0.1). Thus, the tester Typecyral does not reject in step 10.

We conclude that with probability at least 1 — O(6) the algorithm Apjassare Will not reject in any of the
four steps in which it could potentially reject. If this is the case, the algorithm Appygsqe Will accept.
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