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Abstract001

Wikipedia, a vast and continuously consulted002
knowledge base, faces significant challenges003
in maintaining up-to-date content due to its re-004
liance on manual human editors. Inspired by005
the vision of continuous knowledge acquisi-006
tion in NELL (Carlson et al., 2010) and fueled007
by advances in LLM-based agents, this paper008
introduces WINELL1, an agentic framework009
for continuously updating Wikipedia articles.010
Our approach employs a multi-agent frame-011
work to aggregate online information, select012
new and important knowledge for a target en-013
tity in Wikipedia, and then generate precise edit014
suggestions for human review. Our fine-grained015
editing models, trained on Wikipedia’s exten-016
sive history of human edits, enable incorporat-017
ing updates in a manner consistent with human018
editing behavior. Our editor models outperform019
both open-source instruction-following base-020
lines and closed-source LLMs (e.g., GPT-4o)021
in key-information coverage and editing effi-022
ciency. End-to-end evaluation on high-activity023
Wikipedia pages demonstrates WINELL’s abil-024
ity to identify and suggest timely factual up-025
dates. This opens up a promising research di-026
rection in LLM agents for automatically updat-027
ing knowledge bases in a never-ending fashion.028

1 Introduction029

The visionary Never-Ending Language Learning030

(NELL) framework (Carlson et al., 2010) pioneered031

autonomous, continuous knowledge extraction and032

self-correction from web data. Though constrained033

by the open-domain Information Extraction capa-034

bilities of its time, NELL provided a conceptual035

blueprint for dynamic knowledge acquisition in036

intelligent systems. Today, fueled by the rapid ad-037

vancements in large language model (LLM)-based038

agents for information aggregation (OpenAI, 2025;039

Reddy et al., 2025), we are inspired to revisit and040

reimagine NELL’s foundational ideas.041

1All data and code will be made publicly available.

Figure 1: Analysis of Wikipedia edits in 2024 for se-
lected public figures. (Top) Proportion of factual up-
dates, i.e. having citations, with cited sources from the
same year. (Bottom) Latency distribution (days) be-
tween source publication and the subsequent Wikipedia
edit, illustrating typical human update delays.

In this context, we present the first case study on 042

automatic updating of Wikipedia, one of the most 043

comprehensive and widely consulted knowledge 044

repositories. Wikipedia faces significant challenges 045

in maintaining up-to-date content due to its predom- 046

inantly manual update process. This reliance on 047

volunteer editors-who have collectively made over 048

a billion edits on English Wikipedia2-often results 049

in substantial latency in incorporating new informa- 050

tion. Analysis of recent edits for public figures (Fig- 051

ure 1) reveals considerable delays between source 052

publication and Wikipedia updates, and many edits 053

use sources published months or years prior. Fur- 054

ther, less-trafficked articles frequently lag behind 055

for extended periods (Schmidt et al., 2023). 056

2https://en.wikipedia.org/wiki/Wikipedia:
Time_Between_Edits
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Figure 2: Overview of the multi-stage process in WINELL for automatically updating Wikipedia articles. It first
analyzes the article’s structure to define section-specific content criteria, then iteratively searches the web, identifies
potential updates, and aggregates relevant, non-redundant facts using an agentic framework. Finally, the editor
integrates these updates into the appropriate sections, mimicking human editing patterns learnt from historical data.

While prior approaches have attempted to tackle057

the problem of automatically updating Wikipedia,058

they have primarily focused on infoboxes (Ji et al.,059

2010, 2011; Ji and Grishman, 2011; Tompkins060

et al., 2012; Tran and Cao, 2013; Barth et al., 2023;061

Surdeanu and Ji, 2014) or assume access to the062

relevant facts that need to be incorporated into the063

update (Shah et al., 2020). Building on recent ad-064

vances in agentic capabilities of large language065

models (Liu et al., 2024; OpenAI, 2025; Qian et al.,066

2025; Wang et al., 2025), we introduce WINELL,067

an agentic approach to Wikipedia updating. Given068

a specific Wikipedia article, WINELL continu-069

ously monitors online sources for recent facts, iden-070

tifies relevant updates for the article under consider-071

ation, and automatically generates well-formed edit072

suggestions–complete with citations to sources.073

Our approach incorporates a multi-agent frame-074

work for online information aggregation (Reddy075

et al., 2025) that iteratively searches for relevant076

updates for the given article and consolidates the077

aggregated information to ensure WINELL’s ed-078

its are precise and non-redundant. Moreover, we079

leverage Wikipedia’s rich history of human edits to080

train a custom fine-grained editing model. The ob-081

jective is to enable the model to integrate the identi-082

fied updates into Wikipedia in a manner consistent083

with human editing behavior–preserving key fac-084

tual information, ignoring trivial details, and main-085

taining objectivity. Figure 2 provides an overview086

of our proposed approach. WINELL can mini-087

mize editor workload by having humans simply088

review and approve suggested edits. Its human-in-089

the-loop design ensures quality while automating090

update identification and subsequent article edit-091

ing. Compared to manual updates, WINELL (1) 092

continuously ingests new information to shrink 093

publication-to-Wikipedia edit lag, (2) can offer bal- 094

anced coverage by surfacing updates across popular 095

and overlooked topics, and (3) frees editors from 096

time-consuming monitoring tasks so they can focus 097

on verification and quality control. 098

To evaluate WINELL at scale, manual verifica- 099

tion of generated edits is infeasible. We therefore 100

design an automatic evaluation setup that assesses 101

our framework’s ability to cover factual updates 102

made by human editors within a defined histori- 103

cal period. Specifically, we task WINELL with 104

suggesting edits to a Wikipedia article version at 105

time T, using only sources published between T 106

and T+∆t. We then compare these suggestions 107

against factual human edits made during the same 108

∆t. This involves measuring the extent to which 109

WINELL’s edits entail the atomic facts within hu- 110

man edits, thereby quantifying coverage. 111

In summary, our main contributions are: 112

• Introduction of WINELL, an agentic framework 113

designed to autonomously update Wikipedia ar- 114

ticles based on online information aggregation. 115

• Creation of a fine-grained editing model fine- 116

tuned on historical human Wikipedia edits, en- 117

abling performance better than closed-source 118

models and zero-shot variants. 119

• Design of an automatic evaluation setup that 120

uses historical human edits as a benchmark to 121

measure the performance of WINELL, quanti- 122

fying the coverage of factual updates made by 123

humans within the agent’s suggestions. 124
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2 Related Work125

2.1 AI-Assisted Wikipedia Editing126

While Wikipedia has long utilized rule-based bots127

for narrow automated editing tasks such as data128

updates and vandalism reversion (Steiner, 2014),129

recent advancements have seen the development130

of AI-driven systems by researchers and Wikime-131

dia teams to aid in content maintenance, including132

suggesting relevant content (Fetahu et al., 2015),133

detecting inconsistencies (Hsu et al., 2021), and134

recommending citations (Fetahu et al., 2016; Redi135

et al., 2019; Petroni et al., 2023). Previous re-136

search has also explored the generation of entire137

Wikipedia articles from scratch, employing meth-138

ods like structure-aware template induction from139

existing articles and web-based content retrieval140

(Sauper and Barzilay, 2009), or synthesizing topic141

outlines and leveraging multi-perspective question142

asking (Shao et al., 2024). Furthermore, the NIST143

TAC Knowledge Base Population track (Ji et al.,144

2010, 2011; Ji and Grishman, 2011; Surdeanu and145

Ji, 2014; Ji et al., 2014, 2015, 2017, 2019, 2020) has146

dedicated extensive effort to automatically populat-147

ing knowledge bases, such as Wikipedia infoboxes,148

through entity extraction and linking. In contrast,149

WINELL differs fundamentally from these ap-150

proaches by concentrating on updating existing ar-151

ticles rather than generating new ones from scratch152

or tackling infoboxes, and, for the first time, adopts153

modern agentic LLM techniques for Wikipedia154

knowledge updating.155

2.2 Online Information Seeking156

Agentic approaches leveraging LLMs are increas-157

ingly employed for online information seeking158

through automated, iterative search processes.159

Early examples, such as WebGPT (Nakano et al.,160

2021), involved fine-tuning models to navigate web161

browsers and answer open-ended questions, while162

prompting strategies like ReAct (Yao et al., 2023)163

enabled LLMs to interleave reasoning with actions164

such as API calls. More recent advancements fea-165

ture multi-agent systems (Guo et al., 2024; Tran166

et al., 2025) where AI agents with specialized roles–167

such as (Navigator, Extractor, Aggregator) (Reddy168

et al., 2025) or (Planner, Searcher) (Hu et al., 2024;169

Chen et al., 2024)–collaborate to achieve complex170

question-answering goals. While WINELL uti-171

lizes techniques from online information seeking,172

its objective diverges from typical agentic question173

answering (QA) (Krishna et al., 2024; Wei et al.,174

2025), which aims to provide concise answers to 175

specific user queries by retrieving and synthesizing 176

web information. Instead, WINELL focuses on 177

knowledge base maintenance for a given Wikipedia 178

article, necessitating continuous and broad moni- 179

toring for any new, relevant factual developments 180

pertinent to that article rather than addressing sin- 181

gular questions. 182

3 WINELL Methodology 183

Identifying timely, accurate, and context- 184

appropriate facts in order to update a given 185

Wikipedia article demands more than a one-shot 186

extractor or a static pipeline. Web sources evolve 187

constantly, and relevant updates can be buried 188

under noisy or redundant reports. An agentic 189

aggregation process–one that reasons about 190

where to look, how to interpret evidence, and 191

how to refine the search strategy–is therefore 192

essential to ensure identified updates are precise, 193

non-redundant and have high coverage. This 194

mirrors human editors’ iterative fact-finding: 195

noticing gaps, testing alternative keywords or 196

sources, and homing in on the most relevant 197

reports (Marchionini, 1995, 2006; Thomas, 2024). 198

Concretely, WINELL tackles the complex task 199

of automatically updating a Wikipedia article as fol- 200

lows: A) Capturing what sections are present in the 201

article and what kind of content is present within 202

these sections to construct a set of informativeness 203

criteria on the fly (§3.1), B) Iteratively searching 204

the web to identify updates for the article under 205

consideration (§3.2), C) Fine-grained article edit- 206

ing to incorporate these updates into the specific 207

section that they are most relevant to (§3.3). 208

3.1 Section Criteria Induction 209

Updating a Wikipedia article in a structured, coher- 210

ent way hinges on understanding what belongs in 211

each section. Different sections carry different cat- 212

egories of important information–e.g., ‘Early Life’ 213

captures biographical background, while ‘Profes- 214

sional Career’ documents key milestones–so any 215

new fact must satisfy the expectations of its target 216

section. Hence, WINELL leverages the article’s 217

own structure–its nested hierarchy of section head- 218

ings and associated content–to induce section-wise 219

customized criteria. Specifically, we pass the en- 220

tire Wikipedia article (with the section headings 221

marked) as input to an LLM and prompt it to output 222

a set of content inclusion criteria that specify the 223
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Figure 3: WINELL’s agentic update aggregation com-
ponent iteratively performs web searches, identifies po-
tential updates based on section criteria, and aggregates
them by deciding whether to ignore, add, or replace
existing content, incorporating this feedback to further
refine the search process in subsequent steps.

types of facts or updates that are important for each224

section in the article. The resulting criteria serve225

as a precise policy for the subsequent Agentic Up-226

date Aggregation (in §3.2), guiding where a newly227

discovered fact belongs, ensuring that WINELL’s228

suggestions conform to the article’s existing orga-229

nization.230

3.2 Agentic Update Aggregation231

The agentic update aggregation process is based232

on adaptive information seeking–rather than us-233

ing a fixed set of search queries to identify rele-234

vant updates, an agent continually assesses which235

facets of the given article could change, formulates236

targeted search queries, and dives deeper about237

new updates as they get identified. Specifically,238

the aggregation framework, adapted from INFO-239

GENT (Reddy et al., 2024), involves three core240

components–Navigator, Extractor and Aggregator.241

At each iteration, the Navigator searches for online242

sources and identifies a relevant article. The Ex-243

tractor then extracts the relevant updates from it244

along with identifying which section they are rel-245

evant to (based on the section criteria from §3.1).246

Finally, the Aggregator leverages the correspond-247

ing section content to decide whether the update is248

worthy being included into the given section, while249

also accounting for updates aggregated in previous250

iterations. Figure 3 demonstrates this process.251

Importantly, the aggregation step also provides252

iterative feedback: if the update extracted from the253

online source is deemed insignificant or duplicate,254

the Navigator refines its query to look for updates255

relating to other aspects of the entity and repeats the256

process, thereby adaptively closing remaining infor-257

mation gaps. By collapsing redundant suggestions258

and emphasizing the most salient facts, the Agen-259

tic Update Aggregation ensures that downstream260

fine-grained editing (in §3.3) operates on a concise,261

coherent set of actionable updates, maximizing the262

precision of WINELL’s edit recommendations.263

3.3 Fine-Grained Editing 264

Wikipedia, which servers as a continuously evolv- 265

ing knowledge repository, has an extensive history 266

of human editing. These manual edits, which re- 267

flect the integration of updated information from 268

external sources, capture human preferences and 269

strategies in updating factual content. Leveraging 270

this resource (details in §4.1), we aim to train an 271

editing model capable of integrating new informa- 272

tion into Wikipedia articles in a manner that aligns 273

with human editing behaviors. This requires pre- 274

serving factual accuracy, filtering out subjective 275

or irrelevant content while maintaining coherence 276

with the existing content. 277

Given historical human edits, we apply filtering 278

(details in Appendix §B.1) to construct our training 279

dataset, with each edit record consisting of three 280

components: (1) the original Wikipedia paragraph, 281

(2) the updated paragraph after editing, and (3) the 282

online source that potentially motivated the edit. 283

The source content usually includes key factual 284

details that align with the Wikipedia update, along 285

with commentary and subjective elements (details 286

in Appendix §B.2) acting as noise, simulating real- 287

world reporting. We leverage this data to finetune 288

our editor. Given an identified update (from §3.2) 289

and the corresponding wiki section paragraph, the 290

editor outputs a fine-grained edit incorporating the 291

update into the section content. 292

4 Data Collection and Evaluation Setup 293

Evaluating the edits generated by WINELL poses 294

a significant challenge, as large-scale manual ver- 295

ification is not practical. Consequently, we intro- 296

duce an automatic evaluation setup utilizing histor- 297

ical human edits as a proxy for ground truth. Our 298

evaluation assesses WINELL’s ability to replicate 299

human-incorporated updates in a historical time 300

period. Specifically, we compare WINELL’s sug- 301

gested edits, derived from sources published within 302

a defined period (T to T + ∆t) for a Wikipedia 303

article version at time T , against actual human ed- 304

its from the same period. This involves two main 305

steps: (1) extracting historical human edits from 306

Wikipedia articles (§4.1) and (2) mapping these 307

to WINELL’s edits to measure coverage (§4.2). 308

Evaluation results are provided in §5.2.2. 309

4.1 Extracting Human Edits 310

Human editing data are obtained by collecting ar- 311

ticle revision histories within a specific timeframe 312
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Figure 4: Overview of our automatic evaluation setup
comparing agent-generated updates against factual hu-
man edits occurring within the same timeframe. By
decomposing human edits into atomic facts, we score
for coverage by measuring the extent to which agent
updates entail these atomic facts.

and identifying modifications between consecu-313

tive versions. Edits, extracted by comparing corre-314

sponding sections, are categorized as insertions or315

removals, noting the involved sentences and their316

paragraphs (details in Appendix §A).317

Identifying Factual Updates: Many human ed-318

its in Wikipedia involve superficial alterations like319

sentence reordering or formatting changes rather320

than factual content updates. Thus, filtering steps321

are applied to retain factual edits involving addi-322

tions, deletions, or content updates, which are rele-323

vant to our evaluation. Subsequently, pinpointing324

knowledge edits that correspond to information325

updates involves identifying the addition of new326

citation URLs, as these typically accompany the327

integration of new facts by human editors. These328

URLs and their source publication dates are col-329

lected to assess information recency and edit time-330

liness via the lag between source publication and331

human edit timestamp.332

4.2 Automatic Evaluation333

Our automatic evaluation assesses WINELL’s ca-334

pacity to replicate the factual updates deemed rel-335

evant by human editors within a specific interval.336

Given a Wikipedia article W at time T , WINELL337

proposes edits EA = {ea,1, ea,2, ..., ea,m} based338

on sources published within ∆t. Concurrently, ac-339

tual human edits EH = {eh,1, eh,2, ..., eh,n} ap-340

plied during ∆t are considered for comparison.341

The primary metric is the coverage of factual hu-342

man updates by WINELL’s suggestions. Human343

edits EH are first filtered to a subset EH,factual ⊆344

EH representing factual updates. The objective is345

to determine the proportion of edits in EH,factual 346

semantically matched by an edit in EA. 347

However, in practice, obtaining the mapping 348

between human and automatic edits is more of 349

a soft matching problem, since a human edit eh 350

can include multiple pieces of factual information 351

which can be covered by multiple agent edits in 352

EA. Hence, we instead measure human edit cover- 353

age based on the presence of atomic facts within 354

them against the agent edits. Each eh ∈ EH,factual 355

is decomposed (via GPT-4o) into atomic facts 356

F (eh) = c1, c2, ....ck, where each ci represents a 357

minimal, verifiable piece of information introduced 358

or modified by eh. The coverage of an atomic fact 359

c ∈ F (eh) by EA is determined using a textual 360

entailment function, Entail(c, ea) ∈ {0, 1}. The 361

coverage status for c is: 362

Coverage(c, EA) = maxea∈EA
Entail(c, ea) 363

The overall coverage score for a human edit eh 364

is calculated as the proportion of its constituent k 365

atomic facts that are covered by the agent edits EA: 366

Score(eh, EA) =
1

|F (eh)|
∑

c∈F (eh)

Coverage(c, EA) 367

Further, we define two variants of the coverage 368

metric, Hard Coverage and Soft Coverage, based 369

on which agent edits are considered for compari- 370

son. Let S(e) be the specific section (or subsec- 371

tion/subsubsection) within the Wikipedia article 372

W where an edit e (either human or agent) is 373

applied. Hard Coverage imposes a strict local- 374

ity constraint, comparing a human edit eh only 375

against agent edits applied to the same section. 376

Specifically, we define the relevant agent edits as 377

EA,S(eh) = {ea ∈ EA|S(ea) = S(eh)}. The over- 378

all Hard Coverage, Chard, is defined as: 379

Chard =
1

|EH,factual|
∑

eh∈EH,factual

Score(eh, EA,S(eh)) 380

On the other hand, Soft Coverage offers a more 381

relaxed evaluation, comparing eh against all agent 382

edits EA within ∆t, regardless of edit location: 383

Csoft =
1

|EH,factual|
∑

eh∈EH,factual

Score(eh, EA) 384

This distinction allows us to measure both 385

WINELL’s ability to place information correctly 386

(Hard) and its overall capacity to capture relevant 387

facts (Soft). Figure 4 gives a visual representation 388

of our automatic evaluation setup. 389
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5 Experiments390

We aim to investigate the extent to which WINELL391

captures updates made by human editors. Our ex-392

perimental methodology first involves a controlled393

evaluation of the editing model to measure its abil-394

ity to incorporate factual updates into the desig-395

nated section content (§5.1). Subsequently, we396

assess the end-to-end performance of WINELL in397

identifying relevant updates and positioning them398

accurately within the Wikipedia article (§5.2).399

5.1 Editor Evaluation400

We evaluate the editing model’s ability to integrate401

source information in a manner consistent with402

human editing behaviors.403

5.1.1 Setup404

Editor Test Data Construction: For evaluation,405

we select 600+ entities to create a diverse test set.406

From each entity, a single edit instance is randomly407

chosen to avoid any overlap in content. Each data408

point comprises the original Wikipedia paragraph,409

edited content and the corresponding online source.410

Further, every instance is annotated by GPT-4o411

(prompts in Appendix B.2) with two key attributes:412

• Key Facts: Objective facts appearing in both413

the online source and the final Wikipedia edit414

but absent in the original paragraph.415

• Commentary Information: Subjective or opin-416

ionated content from the online source that does417

not appear in either the original or the revised418

Wikipedia paragraph, acting as noise.419

Evaluation Metrics: Our evaluation is grounded420

in principles that align with human editing behav-421

ior. Specifically, editors tend to make minimal but422

necessary changes, preserving as much original423

content as possible while ensuring factual correct-424

ness. These considerations inform our metrics:425

• Token Change: Number of modified words426

between the original and updated paragraphs.427

Lower value indicates a model’s ability to make428

minimal yet effective edits.429

• Key Facts Coverage: Percentage of essential430

factual information from the online source that is431

successfully incorporated into the updated para-432

graph. Higher score reflects proficiency in iden-433

tifying and integrating crucial updates.434

• Commentary Information Coverage: Propor-435

tion of commentary content added from the on-436

Model
Token

Change↓
Information Coverage (%)

Key Facts↑ Commentary↓

Qwen2.5-7B-Instruct 110.1 95.1 86.0
Llama-3.1-8B-Instruct 59.1 80.0 32.5

GPT-4o 73.4 91.3 53.1
GPT-4o-mini 69.5 88.2 46.0

Qwen2.5-7B-Editor (ours) 52.8 90.7 20.1
Llama-3.1-8B-Editor (ours) 49.8 91.7 18.7

Human (Ideal) 62.9 100.0 0.0

Table 1: Our finetuned editing models outperform their
base instruct and GPT counterparts, by using fewer
tokens to make edits while retaining key information,
and omitting commentary details.

line source. Lower value signifies stronger abil- 437

ity to filter out subjective noise. 438

5.1.2 Results 439

Table 1 presents results from finetuning two 440

state-of-the-art open-source instruction-following 441

models, Qwen2.5-7B-Instruct and Llama-3.1-8B- 442

Instruct. We compare our finetuned models against 443

both the zero-shot baselines as well as closed- 444

source models, specifically GPT-4o and GPT-4o- 445

mini. We highlight key insights as follows: 446

Raw Qwen models overfit by copying rather 447

than editing effectively: While the raw Qwen2.5 448

model achieves high key information coverage, it 449

does so by excessively copying content, leading 450

to increased inclusion of commentary information. 451

This suggests that a well-calibrated editing strategy 452

is needed, with simply maximizing recall being 453

insufficient as it sacrifices editorial precision. 454

Our editing models surpass closed-source mod- 455

els, including GPT-4o: Despite having signifi- 456

cantly fewer parameters, our models outperform 457

GPT-4o across all key metrics, demonstrating that 458

model scale alone does not guarantee superior edit- 459

ing quality. The zero-shot instruct variants, includ- 460

ing GPT-4o, tend to retain excessive commentary, 461

which can introduce bias. Incorporating human 462

editing data via finetuning helps refine the balance 463

between informativeness and neutrality, a key re- 464

quirement for Wikipedia editing. 465

Our models have human-level coverage while 466

making fewer token changes: The finetuned 467

editor models make minimal yet impactful edits 468

(based on token change), preserving essential infor- 469

mation while avoiding unnecessary modifications. 470

Remarkably, our models retain key information at 471
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near-human levels while making even fewer modifi-472

cations. This suggests that, from training on human473

edit records, the model has learnt an efficient edit-474

ing strategy. However, opportunities remain for475

further reducing subjective commentary, to bring it476

even closer to the ideal standard of neutrality and477

precision from experienced human editors.478

5.2 End-to-End Evaluation479

In our end-to-end evaluation, we quantitatively480

measure how effectively WINELL identifies and481

incorporates relevant updates from online sources,482

mirroring the collective factual edits of human edi-483

tors over a period ∆t. This assesses the system’s484

practical utility in keeping Wikipedia articles up-485

to-date based on sources published online.486

5.2.1 Setup487

Test Set: The evaluation period spanned from488

Jan-Dec 2024, with the agent run for individual489

time periods (∆t) of two weeks each. We select490

45 popular Wikipedia pages, which collectively491

received over 1400 factual human edits in 2024. To492

ensure sufficient historical activity for meaningful493

comparison, only pages with at least 25 human494

edits within the evaluation period are included.495

WINELL Configuration: Our framework is496

configured as follows. For Section Ontology In-497

duction (§3.1), which involves understanding page498

structure and content requirements, GPT-4.1 is uti-499

lized as the underlying LLM. The Agentic Update500

Aggregation step (§3.2), responsible for discov-501

ering online sources and extracting updates, em-502

ploys the more efficient GPT-4.1 mini model. The503

agent’s online search capability was powered by the504

Google Search API, with results restricted to news505

articles published within ∆t. For each selected506

Wikipedia page, WINELL identified updates and507

generated edits using the Llama-3.1-8B-Editor.508

Baselines: We compare WINELL against two509

ablations: 1) Utilizing only section names instead510

of the detailed section-specific criteria derived from511

§3.1; and 2) Employing a single search query for512

identifying updates to the article, in contrast to the513

iterative, multi-query agentic process detailed in514

§3.2. Additionally, we include an oracle baseline,515

which directly uses URLs cited in human edits as516

sources. This oracle measures the efficacy of ex-517

tracting the relevant updates and identifying the518

correct section to incorporate these updates, assum-519

ing perfect source discovery by the agent.520

Method Chard (%) Csoft (%) SAcc (%)

WINELL 15.4 34.4 33.2
- No Section Criteria 15.2 33.0 28.6
- No Agentic Search 9.5 21.5 19.6
Oracle (Human sources) 30.6 62.2 41.4

Table 2: Evaluation of WINELL along with ablations
of using section criteria and agentic search. Oracle as-
sumes perfect discovery, by directly using source URLs
cited in human edits for extracting relevant updates.

Figure 5: WINELL performance by page category.

Evaluation Metrics: Performance is evaluated 521

using the proposed human edit coverage metrics, 522

Chard and Csoft, as defined in §4.2. Section accuracy 523

(SAcc) assesses whether agent edits are made in the 524

same sections as their corresponding human edits. 525

5.2.2 Results 526

Table 2 presents results, computed as a micro aver- 527

age over the 1400+ factual human edits. WINELL 528

achieves a hard coverage (Chard) of 15.4% and soft 529

coverage (Csoft) of 33.2%. These results indicate 530

a substantial capability to automatically incorpo- 531

rate factual information from human edits across 532

diverse pages. Ablation studies reveal that remov- 533

ing section criteria considerably degrades section 534

accuracy (SAcc), while agentic search is crucial 535

for enhancing coverage. The Oracle, with access 536

to human-cited sources, exhibits markedly higher 537

coverage, yet its SAcc of 43.7% underscores the in- 538

herent challenge in correctly identifying the target 539

section for updates, even with ground truth sources. 540

Hard vs. Soft Coverage Insights: The disparity 541

between Csoft and Chard (see Appendix Figure 8 for 542

page-wise details) is informative. Csoft measures 543

factual content overlap irrespective of placement, 544

whereas Chard requires the fact to be placed within 545

the same human-edited subsection. Csoft > Chard 546

suggests WINELL can identify correct factual up- 547

dates but may struggle in integrating them into the 548

same section as chosen by human editors. This 549

highlights a key challenge in automated Wikipedia 550

editing: determining not only what to update but 551

also where to integrate it within the existing article. 552

7



Figure 6: Qualitative example comparing a human Wikipedia edit (left) with an automated agent update (right) for
the ‘Ferrari 2025’ subsection of Lewis Hamilton’s page. The agent identified multiple online sources (center) to
generate its update for the correct subsection. The text marked in green points the atomic facts successfully covered
from the human edit (bottom left). The agent captured 3 out of 4 atomic facts, resulting in a Chard score of 0.75.

Performance by Category: Performance analy-553

sis across four Wikipedia page categories–sports554

figures, organizations, politicians, and celebrities–555

as shown in Figure 5, reveals lower efficacy for556

politicians and celebrities. We hypothesize that557

this is due to the high volume of online news cover-558

age for these categories, making it harder to deter-559

mine which updates are significant and Wikipedia-560

worthy. Conversely, sports figures and organi-561

zations often feature distinct, significant updates,562

such as sporting events or official press releases. A563

qualitative case study (Figure 6) illustrates a suc-564

cessful update by WINELL on Lewis Hamilton’s565

Wikipedia page, regarding his 2025 Ferrari con-566

tract. The system correctly identifies relevant news567

articles and accurately matches the human edit’s568

subsection. This demonstrates WINELL’s poten-569

tial for accurate, well-placed edits given clear in-570

formation and successful section mapping.571

Human Evaluation: To complement automatic572

evaluations, a human study assessed the acceptabil-573

ity of 100 agent edits. Five experienced Wikipedia574

editors (each >1,000 edits), using the interface in575

Figure 7, evaluated edits based on common errors576

and acceptability (accept, accept with revision, re-577

ject). Findings indicate 68% of edits were accepted578

without needing any changes, 29% with revisions,579

and 3% were rejected. Common issues included580

stylistic/clarity concerns (17%), subjective con-581

tent (6.5%), and insignificant changes (6.5%), with582

most reject decisions corresponding to insignificant583

changes or irrelevant content (Figure 9).584

5.2.3 Discussion 585

WINELL aims to enhance Wikipedia’s timeliness 586

by reducing the latency between information pub- 587

lication and its integration. By automating online 588

update monitoring, WINELL alleviates the burden 589

on human editors, enabling them to focus on ver- 590

ification and quality control. While experiments 591

primarily utilized popular Wikipedia pages to en- 592

sure sufficient ground-truth edit data for coverage 593

evaluation, WINELL is expected to be equally ap- 594

plicable, and potentially more impactful, for less 595

popular pages often neglected by human editors. 596

Furthermore, although Wikipedia was chosen for 597

its extensive historical edit data facilitating auto- 598

matic evaluation, the core agentic aggregation and 599

automatic updating framework of WINELL is gen- 600

eralizable to knowledge bases in other domains. 601

6 Conclusion 602

This paper introduces WINELL, an agentic frame- 603

work for autonomously updating Wikipedia ar- 604

ticles. Our end-to-end evaluation demonstrates 605

WINELL’s capability to identify relevant up- 606

dates from online sources and convert them into 607

Wikipedia edit suggestions. While WINELL ef- 608

fectively captures the substance of human edits, 609

evidenced by Csoft, precise alignment with human 610

editorial section placement, reflected in lower Chard, 611

remains an area for improvement. Future research 612

will target enhancing the agent’s section mapping 613

and update integration strategies. We also plan to 614

collaborate with the Wikimedia team to integrate 615

WINELL for the benefit of human editors. 616
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Limitations617

Wikipedia’s reputation for accuracy means any AI-618

generated content or suggestion must be rigorously619

reviewed before incorporation. Models that gen-620

erate or suggest text run the risk of hallucinating–621

producing plausible-sounding but false statements.622

Further, if an AI incorrectly suggests removing623

sourced content (thinking it’s inconsistent or un-624

supported), it might lead to deletion of valid infor-625

mation. Likewise, automatic text generation could626

introduce copyright violations if it inadvertently627

‘writes’ something too close to a source text, with628

ongoing discussion about how to attribute AI con-629

tributions. Moreover, Wikipedia has strict content630

policies (neutral point of view, verifiability, no orig-631

inal research) and a specific encyclopedic tone. AI632

systems can struggle with these nuances. For ex-633

ample, a text generation model might introduce634

biased language or undue weight without realiz-635

ing it. Also, there can be resistance or skepticism636

toward AI suggestions – editors might distrust a637

black-box recommendation, especially given past638

issues with bots that made misguided edits. Also,639

the current version of WINELL mainly edits para-640

graphs, and cannot update infoboxes or any tables641

within the articles.642
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A Extracting Human Edits in Wikipedia831

To obtain authentic human editing data, we ex-832

tracted edit histories made by human contributors833

on Wikipedia. For each entity page, we collected834

all revision versions within a fixed time period835

and stored them locally. Each revision includes836

a timestamp, edit details, tags, and other relevant837

metadata. To identify actual edits, we compared838

consecutive revisions and extracted the sentences839

that were modified.840

During data extraction, we observed that some841

human edits only involve reordering sentences or842

other superficial changes, without adding, remov-843

ing, or modifying information. In this study, our844

goal is to train an agent that can automatically845

gather and integrate new information into articles.846

Therefore, our training and testing data must in-847

clude edits involving actual content changes, rather848

than simple restructuring. Finally, we filtered out849

changes involving only punctuation, capitalization,850

or formatting and focused solely on edits that in-851

volved textual or semantic changes.852

On Wikipedia, when editors integrate new in-853

formation, they are typically required to include a854

source URL as a reference. We use the presence of855

newly added URLs as an indicator of whether new856

information has been incorporated. During data857

extraction, we also collected any new URLs added858

by editors. Given the URL, we can also obtain the859

publication date of the referenced source. This date860

helps us determine the information recency of the861

edit. The time gap between the source’s publica-862

tion and the human edit timestamp can be used as863

a measure of the timeliness of human edits.864

In the data collection process, the structure of865

each collected edit record includes the following866

information: revision ID, editor, comments, and867

tags. When extracting text edits, we first segment868

the raw Wikipedia content by sections. This allows869

us to obtain the document’s hierarchical structure870

for each revision, the text content of each section,871

and any new links added per section. We also detect872

whether a section contains special elements such873

as tables, lists, infoboxes, or images.874

When comparing revisions, we first check875

whether the article’s overall hierarchy has changed.876

If the hierarchy remains the same, we compare the877

text of each section individually to extract the ed-878

its. However, if the article’s hierarchy has changed,879

we perform a comparison at the full-page level be-880

tween the two revisions. This section-level edit881

data is valuable for training the editor. 882

To simplify the representation of editing behav- 883

ior, we categorize the editing changes into two 884

types: insertion and removal. This classification 885

effectively captures a human edit as a combination 886

of insertions and deletions, making the data easier 887

to collect and represent. 888

For each individual human edit, we store the 889

following information: the combination action of 890

insertion and removal actions and the sentences 891

corresponding these actions, and the paragraphs 892

which these sentences belong to, along with the 893

new URLs added as citations. 894

B Editor Training Data Creation 895

B.1 Filtering the Edits 896

To construct a high-quality dataset for training, we 897

first collect Wikipedia edit records corresponding 898

to over 2,000 entities. This dataset includes more 899

than 20,000 human edits along with the original 900

sources that presumably motivated these modifi- 901

cations. To ensure data quality and relevance, we 902

apply a rigorous filtering and refinement process: 903

• Noise Removal: We eliminate edits contain- 904

ing unreadable characters, formatting errors, or 905

other forms of noise. 906

• Semantic Integrity: Edits that are excessively 907

long or short, leading to complete rephrasings 908

or drastic changes in paragraph meaning, are 909

discarded. 910

• Edit History Simplification: To avoid compli- 911

cations from excessive back-and-forth changes, 912

we remove instances where the edit history ex- 913

hibits redundant or conflicting modifications. 914

• Section Pruning: Edits made to non-content 915

sections such as references, external links, or 916

formatting corrections are excluded. 917

Following this rigorous filtering, the dataset is re- 918

duced to fewer than 2,000 high-quality edit records 919

suitable for training and testing. 920

B.2 Augmenting with Source Content 921

While each edit is associated with a citation that 922

may have influenced the modification, many of 923

these sources are either unavailable or contain un- 924

readable content. To address this, we employ GPT- 925

4o to generate plausible source content based on 926

the edits. Specifically, for each edit: 927
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1. GPT-4o identifies the segment of source content928

that likely motivated the edit (if available).929

2. We augment this extracted source information930

into a structured 3-4 sentence paragraph, incor-931

porating:932

• Key factual details that align with the933

Wikipedia update.934

• Commentary and subjective elements acting935

as noise, simulating real-world reporting.936

As a result, each edit record consists of three937

components: (1) the original Wikipedia paragraph,938

(2) the updated paragraph after editing, and (3) the939

augmented source content that potentially moti-940

vated the edit.941

Edit Attributes Annotation Instruction
### Task
You are a helpful assistant to extract the key word or
key information from your generated news piece. Please
perform the following:
1. You should do key word extraction from the news
you generated. First, extract key word and phrases that
is employed in the modified paragraph given. Try to
contain as many key information (date, name, entity,
etc.) as possible.
2. Next, you should extract those commentary and
subjective words and phrases that you added in the news
but not employed in the modified paragraph. Try to
create a set of words that should not be contained when
using the news to update the original paragraph.

### Response Format

Original Paragraph
<the original paragraph>

Modified Paragraph
<the modified paragraph>

News Piece
<the news piece>

Your Response:

Key Words
<key words and phrases in the news piece that is
employed in the modified paragraph>

Commentary Words
<commentary and subjective words and phrases that
you added but should not be contained in the modified
paragraph>

### Note
- The key words and phrases extracted should present in
both the news piece and the modified paragraph.
- The commentary and subjective words and phrases are
the ones in news piece but not in the modified paragraph.
- All the key words and phrases should be separated by
commas.

942

Editing Instruction

You are a helpful assistant to integrate a piece of news
information into a Wikipedia article. You should read
the original paragraph, find where and how to insert the
news information, and return to me a new paragraph
with the news information integrated. You should do the
following when integrating the news information:
1. Only integrate objective news information instead of
subjective opinions and commentaries.
2. Make less change as possible to the original
paragraph.
3. Make sure the new paragraph is coherent and
grammatically correct.

Original Paragraph
{{Original Content Placeholder}}

News Information
{{News Information Placeholder}}

Updated Paragraph
943

Evaluation Judgment Instruction

### Task
You are a helpful assistant to judge whether each of the
given element is presented in a paragraph. You should
judge one by one if it is mentioned in the paragraph and
give your reasons. Please follow the instructions below:
1. If the exactly same word or phrase appears in the
paragraph, then it is considered as mentioned.
2. If the word or phrase appears in a different form, such
as a synonym or a different tense, but the meaning is the
same, then it is also considered as mentioned.
3. If the word or phrase does not appear in the paragraph,
or the meaning they represent also do not appear, then it
is considered as not mentioned.

You will be given a list of elements and a para-
graph. For each element, you should first give
your thought about whether it is mentioned in
the paragraph or not based on the standard above.
Then you should provide you judgment in "Yes" or "No".

### Response Format
Your Response:
- Element: <repeat the first element>
- Thought: <your thought>
- Judgment: <Yes/No>

- Element: <repeat the second element>
- Thought: <your thought>
- Judgment: <Yes/No>

### Note
- Please make sure your response blocks are in the
exact sequence as the elements given. The number of
elements given should also match the number of your
response blocks.
- Please follow the instructions carefully and provide
your judgment based on the standard above with
thoughtful consideration.

944
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Figure 7: Human annotation task user interface.

C Human Evaluation Setup945

In this section, we explain the the setup for the946

human annotation.947

C.1 Recruitment948

For our human evaluation, we recruited annotators949

from local Wikipedia meetups. Wikipedia editors950

participated in the tasks voluntarily and without951

compensation. We selected participants who had952

contributed over 1,000 edits to English Wikipedia953

and were based in the United States. Our final954

annotator pool comprised of 5 Wikipedia editors.955

C.2 Guidelines956

We designed the human annotation user interface to957

simulate a standard Wikipedia suggestion and ac-958

ceptance workflow. Therefore, we provided the959

contextual information that would be normally960

available which included the (1) the entity name961

and its corresponding Wikipedia page and (2) the962

section before and after the suggested edit with the963

related cited article if necessary964

We then asked them to answer two questions965

surrounding: errors in the suggested edit and accep-966

tance behavior. We designed the first question in967

collaboration with the Wikipedia editors, collating968

and de-duplicating a form response. The second 969

question was used to reveal the action in which 970

the Wikipedia editors would take when presented a 971

suggested edit. The annotation user interface can 972

be seen in Figure 7. 973
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Figure 8: Human edit coverage scores for WINELL across 20 Wikipedia pages. Both hard and soft coverage
metrics (defined in §4.2) are shown. Performance varies significantly, with some pages exhibiting low Chard (e.g.,
due to section mismatches) despite factual overlap indicated by higher Csoft. Dashed lines represent average scores.

Figure 9: Results from the human evaluation identifying source errors for suggested edits that would be (1) accepted,
(2) accepted with revision, and (3) reject.
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