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Abstract

User simulators are crucial for replicating hu-001
man interactions with dialogue systems, sup-002
porting both collaborative training and auto-003
matic evaluation, especially for Large Lan-004
guage models (LLMs). However, existing sim-005
ulators often rely solely on text utterances,006
missing implicit user traits such as personality,007
speaking style, and goals. In contrast, persona-008
based methods lack generalizability, as they de-009
pend on predefined profiles of famous individu-010
als or archetypes. To address these challenges,011
we propose User Simulator with implicit Pro-012
files (USP), a framework that infers implicit013
user profiles from human-machine conversa-014
tions and uses them to generate more personal-015
ized and realistic dialogues. We first develop016
an LLM-driven extractor with a comprehensive017
profile schema. Then, we refine the simula-018
tion through conditional supervised fine-tuning019
and reinforcement learning with cycle consis-020
tency, optimizing it at both the utterance and021
conversation levels. Finally, we adopt a di-022
verse profile sampler to capture the distribution023
of real-world user profiles. Experimental re-024
sults demonstrate that USP outperforms strong025
baselines in terms of authenticity and diver-026
sity while achieving comparable performance027
in consistency. Furthermore, dynamic multi-028
turn evaluations based on USP strongly align029
with mainstream benchmarks, demonstrating030
its effectiveness in real-world applications.031

1 Introduction032

The user simulator is designed as a proxy for real033

users in interactions with large language models034

(LLMs). It can simulate a specific user behavior035

based on the user’s characteristics to generate ap-036

propriate utterances (Ginsberg, 1991; Song et al.,037

2021; Moon et al., 2024). Therefore, it has emerged038

as a promising solution (Liu et al., 2023; Ferreira039

et al., 2024) for scenarios where it is difficult to040

obtain real-world human-computer interaction data041

Figure 1: Examples of performance across various user
simulators in multi-turn human-LLM interactions. OF
and SC refer to objective facts and subjective character-
istics, respectively.

due to privacy and ethical issues (such as medi- 042

cal consultation (Valizadeh and Parde, 2022)). It 043

also helps Simulation-to-Reality (Sim2Real) appli- 044

cations, such as tutorial strategies, election simula- 045

tions, and public opinion research (Liu et al., 2024; 046

Zhang et al., 2024b; Chuang et al., 2024). 047

Recent Large-scale Language Models (LLMs) 048

advances promote user simulators by enhancing 049

naturalness and utility (Deng et al., 2024; Zhang 050

et al., 2024a), as shown in Figure 1. Since directly 051

using LLM as the user simulator suffers from role 052

confusion (Xu et al., 2023a), some works (Xu et al., 053

2023a; Kong et al., 2024; Sun et al., 2024) attempt 054
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to enhance its authenticity by training a user simu-055

lator on the conversation dataset. However, they are056

only trained on text utterance, making it difficult to057

simulate diverse user behaviors without seed con-058

text, exhibiting limited self-awareness (Tseng et al.,059

2024) and failing to maintain a consistent personal-060

ity. Although some LLM-based role-playing meth-061

ods (Moon et al., 2024) utilize predefined profiles062

to alleviate this problem, they require additional063

extensive annotations and can only be applied to064

celebrities, lacking the diversity of simulation.065

To address the issues above, we believe that a066

user simulator knows users’ intrinsic characters067

hidden in their conversations first and then can be a068

better simulation. Therefore, we treat user simula-069

tion as a dialogue reconstruction task and propose070

a novel framework named the User Simulator with071

implicit Profile (USP). It is decomposed into im-072

plicit profile extraction to capture the user’s under-073

lying characteristics from the target user dialogue074

and conditional generation based on the profile.075

In this framework, we first propose an LLM-076

driven profile extractor to extract implicit profiles077

from user conversations with a well-designed pro-078

file schema. Inspired by interpersonal interaction079

theory(Kruglanski and Higgins, 2013), our profile080

schema contains two dimensions (objective facts081

(OF) and subjective characteristics (SC)) with a082

dozen attributes to describe the user comprehen-083

sively. Different from existing works (Cheng et al.,084

2024b; Tu et al., 2024), we then polish the profile085

attributes into natural, descriptive profiles to ensure086

generalization.087

Then, we integrate the extracted user profiles088

into the user simulator through two-stage train-089

ing: (1) conditional supervised fine-tuning with090

user profiles for utterance-level simulation, and (2)091

reinforcement learning with cycle consistency to092

align reflected profiles from simulated dialogues093

with given profiles for conversation-level simula-094

tion. We also implement a diverse profile sampler095

to capture authentic user distributions.096

The experimental results show that our USP sig-097

nificantly outperforms existing baselines in terms098

of authenticity, consistency, and diversity. We also099

include a multi-turn dynamic evaluation of LLM100

with our USP for downstream applications, and the101

results align well with existing benchmarks and102

enable a more granular assessment of LLM per-103

formance across different user groups. Our key104

contributions are summarized as follows:105

• We propose a novel approach for construct- 106

ing user simulators with implicit user profiles 107

embedded in human-LLM conversations. 108

• We develop a new framework that infers im- 109

plicit user profiles as insight, further enhanced 110

with conditional fine-tuning and reinforce- 111

ment learning with cycle consistency for bet- 112

ter simulation at both the utterance and con- 113

versation levels. 114

• Experimental results show that USP outper- 115

forms existing strong baselines in authenticity 116

and diversity, while achieving comparable per- 117

formance in consistency, and proves effective 118

for multi-turn dynamic evaluation of LLMs. 119

2 Related Works 120

2.1 General User Simulator 121

Early user simulators including agenda-based meth- 122

ods (Schatzmann et al., 2007; Schatzmann and 123

Young, 2009) and model-based methods (Asri 124

et al., 2016; Kreyssig et al., 2018). These simu- 125

lators were initially designed with a narrow scope 126

due to limited natural language generation capabili- 127

ties, such as generating synthetic binary preference 128

responses (Christakopoulou et al., 2016) in conver- 129

sational recommendation systems. 130

Recent advancements in LLMs enabled more so- 131

phisticated simulations of realistic conversations, 132

offering significantly enhanced natural language 133

flexibility. These advances include the use of LLMs 134

for self-chat (Xu et al., 2023b) and dual LLM ar- 135

chitectures, where separate models role-play user 136

and assistant based on seed conversations (Ding 137

et al., 2023). Following these innovations, other 138

trained user simulators, such as PlatoLM (Kong 139

et al., 2024) and Parrot (Sun et al., 2024), learn hu- 140

man discourse patterns directly from human-LLM 141

interactions in conversations. 142

2.2 Persona-based User Simulator 143

General user simulators often struggle to cap- 144

ture the full spectrum of diverse user needs, lead- 145

ing to a growing interest in persona-based per- 146

sonalization to improve both controllability and 147

diversity in simulations (Takanobu et al., 2020). 148

Some researchers attempt to leverage goal genera- 149

tors (Takanobu et al., 2020) to create diverse user 150

goals or retrieval-based personas derived from his- 151

torical data (Shi et al., 2019) to guide user simula- 152

tors in task-oriented dialogue (ToD) systems. 153
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With the rise of LLMs and their impressive154

zero-shot role-playing abilities (Njifenjou et al.,155

2024), prompt-driven user simulation has become156

the dominant approach. For example, LLMs have157

been used with carefully designed predefined pro-158

files to align with human beliefs (Chuang et al.,159

2024), simulate consultation scenarios with users160

exhibiting varying personalities and needs in ToD161

systems (Zhang et al., 2024a), and model user162

preferences in conversational recommendation sys-163

tems (Yoon et al., 2024).164

3 Task Definition165

We formulate user simulation as a dialogue refac-166

toring task, aiming to replicate multi-turn user be-167

havior in target dialogues. Given a target dialogue168

di = {(ui1, ri1), . . . , (uij , rij)} between a user Ui169

and a response model Ri, where uij and rij repre-170

sent the j-th turn user utterance and the correspond-171

ing model response, respectively.172

To achieve high-fidelity simulation of user re-173

sponses within a given context, we aim to minimize174

the utterance-level distance Dutt(uij , u′ij) where175

u
′
ij ∼ Pprob(⋅∣c′ij , U ′

i). Here, c′ij represents the176

context used by the user simulator U ′
i to generate177

u
′
ij . This optimization ultimately leads to reduced178

the dialogue-level distance, as formulated in Eq. 1:179

min
d′i∼Pprob(⋅∣U ′

i)
Ddia(di, d′i) (1)180

where Ddia represents a distance function that181

evaluates the user utterances between the simulated182

dialogue d
′
i and the real conversation di.183

Recent studies show that role-playing with spe-184

cific user profiles (Pi) can effectively achieve di-185

verse user simulations (Liu et al., 2023). However,186

unlike celebrities or well-known characters, user187

profiles in real-world conversations are often im-188

plicit and difficult to obtain (Wang et al., 2024).189

To address this, we reformulate the task by first190

extracting the implicit user profile from the given191

dialogue using profile extractor Pextractor, and then192

reconstructing a closer dialogue, with an emphasis193

on the user’s utterances, as described in Eq. 2.194

min
d′i∼Pprob(⋅∣U ′

i,Pi)
Ddia(di, d′i), (2)195

where Pi = Pextractor(Di).196

Category Dimension Attributes

Objective
Facts

Scene-Consistent
Attributes

Age, Gender,
Location, Occupation,
Education, Family Relationship,
Routines/Habits, Social
Relationships, Other Experiences

Scene-Related
Attributes Goals/Plans, Task Details

Subjective
Characteristics

Intrinsic
Characteristics

Big Five Personality Traits,
Language Styles

Table 1: User Profile Schema.

4 Modeling User Simulator with Implicit 197

Profiles 198

To accomplish this task, we propose the User Sim- 199

ulator with Implicit Profiles (USP) framework, as 200

illustrated in Figure 2, which aims to minimize 201

the objective in Eq. 2 while ensuring authenticity, 202

consistency, and diversity. 203

4.1 User Profile Construction 204

4.1.1 User Profile Schema 205

We believe that the user profile should reveal user 206

characteristics from two aspects: explicit personal 207

information and implicit communication styles. 208

Therefore, inspired by interpersonal interaction the- 209

ory (Zhou et al., 2024b), we design a user profile 210

schema containing objective facts(OF) and subjec- 211

tive characteristics(SC) to represent them, as shown 212

in Table 1. 213

The OF focuses on common topics in human 214

conversation (Cheng et al., 2024b; Dunbar et al., 215

1997) including Scene-Consistent Attributes (such 216

as age, gender, and location) and Scene-Related 217

Attributes (such as goal,and task details). SC con- 218

siders both external and internal personality dimen- 219

sions represented by language style (Wang et al., 220

2024) and the Big-Five Traits Different from previ- 221

ous work (Cheng et al., 2024b; Tu et al., 2024), we 222

reformulate discrete attributes into coherent narra- 223

tive descriptions to achieve greater generalization 224

and flexibility. 225

4.1.2 User Profile Extractor 226

To obtain such a user profile, we design an LLM- 227

driven user profile extractor extracting the implicit 228

user profile from the human-LLM conversation. 229

The extractor first leverages advanced LLM (such 230

as GPT-4o) to extract the user character attributes 231

mentioned above with a well-designed prompt. 232

Then, the extractor collects the valid attributes (No 233

empty) together and polishes them into natural lan- 234

guage descriptions. Further prompt details regard- 235

ing the extractor can be found in Appendix A.2. 236
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Figure 2: Overview of our proposed User Simulator with implicit Profile(USP) framework.

4.1.3 Profile Quality Verification237

Due to the reliance on predefined user profiles in ex-238

isting role-playing approaches (Zhou et al., 2024b),239

the correlation between user profiles and conver-240

sations has been largely overlooked. To address241

this limitation, we propose Dialogue Profile Consis-242

tency (DPC) for evaluating OF based on atomic fact243

verification that measures both precision (DP.P)244

and recall (DP.R) (Jandaghi et al., 2024).245

Drawing inspiration from FactScore (Min et al.,246

2023) and Con.Score (Madotto et al., 2019), we247

first introduce Factual Consistency (Fact.Con).248

Given a target T , we evaluate the consistency be-249

tween the source and target by decomposing T into250

atomic facts afk using an atomic fact generator251

(afg). We then compute the natural language infer-252

ence (NLI) score for each atomic fact with respect253

to the source S:254

Fact.Con(S, T ) = 1

∣afk∣
∑

afk∈afg(T )
NLI(S, afk)

We then define DP.Pi = Fact.Con(Di, Pi) and255

DP.Ri = Fact.Con(Pi, Di), and compute DPC as256

their harmonic mean. When dialogue Di serves 257

as the target T , each user utterance uij is treated 258

directly as an atomic fact afk. Conversely, when 259

the profile serves as the target T , we utilize afg 260

followed (Min et al., 2023) to decompose it into 261

atomic facts. 262

Additionally, we use a validation score 263

(Val.Score) to assess the quality of SC descrip- 264

tions based on the dialogue, rating them on a scale 265

from 1 to 5 using GPT-4o. Detailed prompts in 266

Appendix D. 267

4.2 Conditional Supervised Fine-Tuning 268

To empower the LLM with the general capabil- 269

ity to simulate diverse users at the utterance level, 270

we utilize conditional supervised fine-tuning based 271

on user profiles. It enables the LLM to learn the 272

conditional generation mapping based on both the 273

extracted profile P
′
i and context c′ij . As subtle mis- 274

alignment between the core objectives of the user 275

simulator and the response model, the SFT lan- 276

guage modeling loss is modified as follows: 277
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llm = ∑
j

∑
k

− logPprob(u′i,j,k∣u′i,j,<k, c′i,j , Pi)

(3)278

where uijk represents the k-th token of the j-th279

utterance from the i-th user.280

4.3 Reinforcement Learning with Cycle281

Consistency282

To further enhance conversation-level consistency,283

we introduce Reinforcement Learning with Cycle284

Consistency (RLCC), which optimizes the user sim-285

ulator by aligning the reflected profile, extracted286

from simulated dialogues, with the target profile.287

In this stage, we extract the simulator profile P
′
i288

from dialogues D′ generated by the user simulator289

U
′
i using the profile generator, based on virtual pro-290

files sampled by our diverse profile sampler (see291

Section 4.4). Our goal is to maximize the seman-292

tic similarity between the target profile Pi and the293

extracted reflected profile both in objective facts294

and subjective characteristics. The dialogue-level295

reward is then distributed to each user utterance296

within the dialogue:297

r
cc
i,j = sim(Pi, P

′
i) (4)298

Then, we optimize profile recall through Proxi-299

mal Policy Optimization (PPO) (Schulman et al.,300

2017) using cycle consistency as a dialogue-level301

reward signal. It enhances the user simulator’s self-302

expression in dialogues, moving beyond simple303

profile adherence or precision consistency.304

Additionally, to prevent deviations or reward305

hacking, we incorporate an AI detection model as306

an auxiliary reward. The final reward is given by:307

ri,j = λr
cc
i,j + (1 − λ)rai_detecti,j (5)308

where r
ai_detect
i,j = AI_detect(ui,j) and λ = 0.8 is309

used to emphasize the importance of cycle consis-310

tency. The AI detection model (Yang et al., 2024)311

and profile generator are all fine-tuned based on312

our train dataset, details in Appendix B.1.313

4.4 Diverse Profile Sampler314

To generate diverse yet natural user profiles for our315

tasks, we propose a Density Profile Sampler that316

maintains distribution characteristics while ensur-317

ing coverage of underrepresented cases. It embeds318

profiles into a semantic space using Sup-SimCSE-319

RoBERTa (Gao et al., 2021), followed by UMAP320

projection (McInnes et al., 2018) to preserve den- 321

sity relationships. Finally, we estimate the real 322

profile distribution using Gaussian Kernel Density 323

Estimation (GKDE), which allows us to sample 324

both real and synthetic virtual profiles. 325

5 Experiments 326

We evaluate user simulators’ authenticity and con- 327

sistency at both the utterance and conversation lev- 328

els while assessing diversity through the difference 329

between our simulated and real user distributions. 330

5.1 Datasets 331

We select the popular LMSYS-Chat-1M (Zheng 332

et al., 2023) as our data source for the experiment, 333

which contains one million human-LLM conversa- 334

tions. Following previous work (Kong et al., 2024), 335

we filter the samples for non-English language, tox- 336

icity, and redundancy and obtain a complete 94,874 337

samples (87,882/4,626/2,366 for Training/Valida- 338

tion/Test datasets). Then, we use a GPT-4o-based 339

profile extractor described in Section 4.1 to prepro- 340

cess them with annotating user profiles for each 341

conversation and construct them into LMSYS-USP. 342

Detailed preprocessing are in Appendix A.1. 343

We used DPC and Val.Score to automatically 344

evaluate the quality of extracted user profiles on the 345

test set of LMSYS-USP, plus Persona-Chat (Zhang 346

et al., 2018) and ConvAI2 1 (Dinan et al., 2019) 347

with manually annotated dialogue datasets of other 348

existing predefined profiles. Table 2 shows that the 349

extracted profile can achieve over 84% DPC and 350

even the distill-llama3 is close to that of GPT-4o, 351

demonstrating the effectiveness of our annotation. 352

Additionally, we select 100 samples for manual 353

evaluation and it shows over 4/5 scores for the 354

quality of the generated profiles (See Appendix B.4 355

for further details). 356

5.2 Baseline Models 357

(1) User Simulator without User Profile: This 358

includes the untrained DialogueGPT(4o), where 359

GPT-4o relies solely on context to predict the next 360

user utterance, and PlatoLM (Kong et al., 2024), 361

which is fine-tuned on our training dataset using 362

LLaMA-3-8B and can be considered equivalent to 363

our approach without incorporating profile. 364

(2) User Simulator Guided by the User 365

Profile: We adopt ProfileGPT(4o) and Profi- 366

1We use the human-to-bot dataset in
https://huggingface.co/datasets/convai-challenge/conv_ai_2
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Dataset Profile Source OF SC

DP.P Avg DP.P # Fact DP.R Avg DP.R # Fact DPC Val.Score

LMSYS-USP GPT4o 86.89 25.64 82.24 3.71 84.50 4.42
LMSYS-USP Distill-llama3 86.15 23.81 81.95 3.71 84.00 4.36
Persona Chat GPT4o 86.21 22.82 62.76 7.86 72.64 4.35
Persona Chat Human 76.21 8.59 42.94 7.86 54.93 -
ConvAI2 GPT4o 68.71 17.44 39.15 9.97 49.88 3.47
ConvAI2 Human 25.69 8.70 12.64 9.97 16.94 -

Table 2: Automatic evaluation results of profile quality across different datasets.

leGPT(llama), which utilizes GPT-4o and LLAMA-367

3-8B-Instruct (AI@Meta, 2024) as the role-play368

backbone with our constructed profiles. Addi-369

tionally, we include CharacterGLM (Zhou et al.,370

2024a), which performs role-playing with any371

given profile, and CharacterLLM (Shao et al.,372

2023), which role-played on several famous celebri-373

ties. The detailed setup and prompts are provided374

in Appendix B.3.375

5.3 Metrics376

Authenticity: We use SimCSE (Gao et al., 2021)377

to compute semantic similarity (Sem-Sim) and378

style embeddings (Wegmann et al., 2022) to com-379

pute style similarity (Style-Sim) for evaluating380

D(uij , u′ij) and D(di, d′i). We also employ Au-381

thor Verification Accuracy (AVA) to assess stylis-382

tic consistency by measuring whether paired sen-383

tences share authorship based on similarity thresh-384

olds (Wegmann et al., 2022). For multi-turn eval-385

uation, we compute dialogue-level distances by386

concatenating each user’s utterances.387

Consistency: We employ reverse metrics r-DP.P388

for sentence-level consistency and r-DP.R, r-DPC389

for dialogue-level consistency. These metrics mir-390

ror DP.R, DP.P, and DPC, respectively, but they391

evaluate consistency from a profile-centric perspec-392

tive. Additionally, we incorporate Persona Cover-393

age (P.Cover) (Song et al., 2019) to assess keyword-394

level consistency. The Subjective Characteristic395

Score (SC.Score), assessed by GPT-4o with prompt396

in Appendix D, measures the reflection of subjec-397

tive traits.398

Diversity: We compute the Absolute Differ-399

ence Value (ADV), which represents the Euclidean400

distance between the PCA-reduced embeddings401

of generated and target dialogues, to evaluate the402

discrepancy between the distribution of the recon-403

structed dialogues and the original dialogues.404

Additionally, we assess multi-turn dialogue con-405

tinuity using the early stop rate (ESR), which flags406

premature endings caused by repetitive responses 407

or repeated gratitude expressions over three turns. 408

5.4 Results 409

5.4.1 Utterance-Level Evaluation 410

In the utterance-level evaluation, we evaluate the 411

quality of a single-turn response generated by the 412

testing models in a given context. 413

As shown in Table 3, USP outperforms all 414

baselines in terms of authenticity, with 53.38 and 415

46.60, as measured by both semantic (Sem-Sim) 416

and stylistic (Style-Sim) similarity metrics. This 417

highlights the effectiveness of our implicit profile- 418

assisted approach for user-LLM dialogue recon- 419

struction, particularly when compared to context- 420

only models like PlatoLM. Although dedicated 421

role-playing models (ProfileGPT variants) achieve 422

higher consistency scores (r-DP.P), this can be at- 423

tributed to their direct profile text copying. USP 424

maintains comparable overall performance while 425

striking a better balance between authenticity and 426

consistency. 427

5.4.2 Conversation-Level Evaluation 428

In the conversation-level evaluation, we assess the 429

performance of testing models to chat with GPT-4o 430

in multi-turns, providing the profile or the first turn 431

of the reference dialogue according to their needs. 432

As shown in Table 4, USP outperforms baseline 433

models in authenticity, consistency, and continuity. 434

With the lowest ESR(10), it demonstrates superior 435

dialogue continuity. Notably, USP’s advantage in 436

authenticity is more pronounced in conversation- 437

level scenarios than sentence-level predictions. In 438

terms of consistency, USP demonstrates excep- 439

tional performance in r-DP.R metrics and achieves 440

significantly higher r-DPC scores for overall profile 441

dialogue consistency. This superior performance, 442

particularly when compared to role-playing mod- 443

els such as ProfileGPT(4o) and ProfileGPT(llama) 444

which show high P.Cover scores, suggests that 445
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Model Type Model Authenticity Consistency

Sem-Sim↑ Style-Sim↑ AVA↑ r-DP.P↑ P.Cover↑ SC.Score↑

w/o Profile DialogueGPT(4o) 40.24 13.75 11.28 – – –
PlatoLM 39.37 43.11 40.29 – – –

With Profile

Character_LLM 37.54 18.88 15.03 54.77 66.62 2.43
Character_GLM 38.51 22.28 18.17 68.72 57.72 2.95
ProfileGPT(llama) 39.82 14.88 13.47 82.19 72.29 3.92
ProfileGPT(4o) 41.66 5.74 9.87 92.73 73.34 4.71
USP w/o RLCC 54.25 46.57 43.61 71.30 71.56 3.36
USP 53.38 46.60 43.35 72.61 71.23 3.39

Table 3: Utterance-level performance comparison of different models on authenticity and consistency metrics.

Model Type Model Continuity Authenticity Consistency

ESR↓ Sem-Sim↑ Style-Sim↑ AVA↑ r-DP.P↑ r-DP.R↑ r-DPC↑ P.Cover↑ SC.Score↑

w/o Profile
DialogueGPT(4o) 35 48.91 14.21 10.58 – – – – –
PlatoLM 18 43.24 32.43 31.60 – – – – –

With Profile

Character_LLM 52 23.37 7.13 4.69 25.48 6.43 10.27 21.49 2.82
Character_GLM 44 40.19 10.86 12.67 39.51 29.61 33.85 42.75 3.64
ProfileGPT(llama) 31 46.84 10.58 11.63 67.09 29.98 41.44 47.72 4.19
ProfileGPT(4o) 32 48.87 10.15 11.26 76.59 43.72 55.66 51.02 4.56
USP w/o RLCC 12 66.17 40.01 35.68 53.17 71.88 61.13 42.63 3.24
USP 10 65.39 46.23 38.77 56.24 74.38 64.05 44.08 3.35

Table 4: Conversation-level performance comparison of different models on authenticity and consistency metrics.

RLCC effectively captures abstract profile charac-446

teristics rather than merely matching surface-level447

keywords.448

5.4.3 Human Evaluation449

We also randomly selected 100 samples with 8 eval-450

uators to conduct conversation-level human evalua-451

tions considering authenticity and consistency. Au-452

thenticity was assessed through Style, Semantics,453

and Quality, while consistency covered Accuracy,454

Completeness, and Quality. Full evaluation details455

are provided in Appendix B.4.456

Table 5 demonstrates USP’s superior perfor-457

mance in both authenticity and consistency metrics.458

Our USP significantly outperforms ProfileGPT (4o)459

in terms of authenticity (74 vs. 13) and consistency460

(61 vs. 35) in manual evaluation. USP is superior461

to PlatoLM trained on the same dataset in terms462

of authenticity, which demonstrates the usefulness463

of implicit profile modeling. Thanks to the RLCC464

module, our USP model has significantly improved465

consistency (43 vs. 30) by aligning user profiles.466

5.4.4 Diversity Sampling Evaluation467

Figure 3 shows the absolute difference value be-468

tween target dialogue and generated dialogue by469

various models across different percentiles. From470

the results, we observe that USP and USP w/o471

Baseline Metrics (% USP win/tie/loss)

Authenticity Consistency
(κ=0.548) (κ=0.561)

ProfileGPT(4o) 74/13/13 61/4/35
PlatoLM 55/12/33 -
USP w/o RLCC 37/32/31 43/27/30

Table 5: Human evaluation results comparing baselines
with USP on authenticity and consistency.

RLCC consistently achieve the smallest ADV 472

across all percentiles, indicating the dialogues they 473

generated that closely match the target conversa- 474

tions. For example, marked by the red cross, Pla- 475

toLM has 60% of sample ADV below 15%, while 476

USP has only 5% or less ADV. It demonstrates its 477

stronger capability in preserving the semantic char- 478

acteristics of the original dialogues. The uniformly 479

lower curves of USP and USP w/o RLCC compared 480

to other baselines (PlatoLM, ProfileGPT(4o), and 481

DialogueGPT(4o)) suggest that our approach gen- 482

erates dialogues that are more faithful to the target 483

conversations across typical and extreme cases. 484

We also analyze and demonstrate that our user 485

simulator can sample different representatives (ma- 486

jority and minority) of users compared to random 487

sampling in Appendix B.5 and apply it to down- 488

stream applications in Appendix C. 489
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Model Configuration Continuity Authenticity Consistency

ESR↓ Sem-Sim↑ Style-Sim↑ AVA↑ r-DP.P↑ r-DP.R↑ r-DPC↑ P.Cover↑ SC.Score↑

USP w/o RLCC 12 66.17 40.01 35.68 53.17 71.88 61.13 42.63 3.24
USP (5:5) 14 66.28 41.22 37.03 52.23 71.59 60.39 43.58 3.55
USP (8:2) 10 65.39 46.23 38.77 56.24 74.38 64.05 44.08 3.35
USP (9:1) 12 66.91 38.87 33.62 58.36 70.62 63.90 46.75 3.33

Table 6: Ablation study of hyperparameters in RLCC.
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Figure 3: Cumulative distribution of ADV performance
comparison across different models.

6 Analysis490

6.1 Ablation Study491

To evaluate the relative importance of RLCC’s two492

rewards, we tested different values of λ in Equa-493

tion 5, denoted as USP(λ: 1 − λ).494

As shown in Table 6, λ = 0.8 provides the opti-495

mal balance between maintaining model capabil-496

ities and enhancing dialogue consistency. Higher497

values of λ (0.9) compromise speaking style au-498

thenticity without improving r-DPC, leading to su-499

perficial profile matching, as shown by increased500

P.Cover scores. Conversely, λ = 0.5 achieves au-501

thentic style features but lacks sufficient consis-502

tency emphasis, resulting in stagnant performance503

across capabilities.504

6.2 Applications: Dynamic Multi-turn505

Evaluation For LLMs506

One application of our simulator is to fill the gap in507

the current dynamic multi-turn evaluation of large508

models. The user simulator can simulate different509

user groups to dynamically interact with the tested510

model in multiple rounds and reveal their specific511

defects, as shown in Table 7.512

We simulated 300 diverse user profiles by USP,513

comprising 100 highest-probability profiles(the ma-514

jority), 100 lowest-probability profiles(the minor-515

ity) based on estimated density, and 100 random516

synthetic profiles(the virtuality), using the sampler517

Model Setup
Sampling Strategy

Avg. Ranking in LiveBench/
Major Minor Virtual Chatbot-Arena

Deepseek-v3 8.25 6.13 7.70 7.36 1
GPT-4o 7.86 6.65 7.19 7.23 3
Claude-Sonnet 7.18 6.61 7.48 7.09 2
4o-Mini 6.84 5.70 5.52 6.02 4
Claude-Haiku 4.88 5.42 5.43 5.24 5

Table 7: Response model performance comparison over
different target groups.

mentioned in Section 4.4. Then, we leverage USP 518

using these profiles to chat with LLM in multi-turns 519

and evaluate them, followed by MT-Bench (Zheng 520

et al., 2024). The experimental results indicate that 521

our user simulator is effective and consistent with 522

the average rankings on the latest Livebench (White 523

et al., 2024) and Chatbot-Arena (Chiang et al., 524

2024). In addition, it can also be seen that GPT-4o 525

is better at catering to minority groups than other 526

models, indicating its superior robustness. A more 527

detailed analysis can be found in the appendix C. 528

7 Conclusion 529

In this work, we propose a novel user simulator 530

with implicit profiles that excels in authenticity, 531

consistency, and diversity. Based on this, we in- 532

troduce the USP framework, which integrates ex- 533

tracted user profiles into the user simulator by 534

conditional fine-tuning and reinforcement learning 535

with cycle consistency. Our experimental results, 536

validated by both automatic metrics and human 537

evaluations, show that USP significantly outper- 538

forms role-playing simulators (e.g., GPT-4o) and 539

direct simulation approaches (e.g., PlatoLM) in 540

authenticity while achieving comparable consis- 541

tency at both the sentence and conversation levels. 542

Furthermore, through a dynamic evaluation across 543

various LLMs chatting with diverse demographic 544

groups, we demonstrate USP’s effectiveness in real- 545

world applications. 546
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Limitations547

We acknowledge the following limitations: 1) Ap-548

plicability Across Different Scenarios: We conduct549

the experiments on a single dataset, and there has550

been limited validation across multiple datasets to551

assess the generalizability of the results. 2) Cul-552

tural and Linguistic Scope: We focus on English553

dialogues in this paper, which may limit the ap-554

plicability of USP to other linguistic and cultural555

contexts.556

Ethics Statement557

Although LMSYS-1M has undergone extensive558

data cleaning and ethical checks, the dataset may559

still contain sensitive or harmful content, reflecting560

violent, explicit, or discriminatory traits in certain561

dialogue. This could result in USP generating un-562

safe dialogues. We strongly advise against includ-563

ing sensitive terms in profiles when using USP, as564

this may lead to extreme behavior in both the USP565

and the response model.566
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A Dataset Construction926

A.1 Preprocessing927

Our dataset preprocessing follows the method out-928

lined in PlatoLM (Kong et al., 2024), which in-929

cludes the removal of non-English content, filter-930

ing of toxic data, elimination of exact duplicates931

at the dialogue level, and segmentation of conver-932

sations into maximum-length token sequences. To933

maintain discourse integrity, truncated dialogues 934

are ensured to start with the speaker’s turn, preserv- 935

ing context consistency and coherence. 936

A.2 Profile Dataset 937

As discussed in Section 4.1, we categorize all at- 938

tributes into three types: scene-consistent attributes, 939

scene-related attributes, and deep intrinsic charac- 940

teristics. For scene-consistent attributes, we use the 941

prompt shown in Figure 11, with each metric defi- 942

nition following the guidelines outlined in (Cheng 943

et al., 2024b). For scene-related attributes, we use 944

the prompt in Figure 12, and for deep intrinsic char- 945

acteristics, we refer to Figure 10. The definition of 946

the Big Five Traits scores follows (Gosling et al., 947

2003). 948

Next, we concatenate the attributes, remove in- 949

valid values (e.g., null or meaningless values), and 950

shuffle the order to eliminate any positional bias 951

in the generated profiles. The attributes, which en- 952

compass the three aforementioned aspects, are then 953

rephrased using GPT-4o, with the prompt shown 954

in Figure 13. As a result, we obtain automatically 955

labeled profiles for each data entry. The length 956

statistics are shown in Table 8. 957

Dataset Train Val Test Profile

LMSYS-USP 1,149 1,295 1,438 231

Table 8: Average token length of LMSYS-USP dataset.

Furthermore, we calculated the frequency of oc- 958

currence for each attribute value (i.e., the average 959

number of different attribute values per sample) 960

to assess the prevalence of each attribute. The 961

statistics for the objective facts can be found in 962

Figure 4, while for the subjective characteristics, 963

we focused on whether the Big Five Traits were 964

significantly exhibited. Specifically, we only con- 965

sider traits with high or low scores, while moderate 966

scores are viewed as the average representation of 967

human behavior (Moon et al., 2024) and are not 968

included in the subsequent profiles. 969

A.3 Resource Consumption in 970

Implementation 971

During the data construction process, each attribute 972

extraction requires approximately $0.003 using the 973

GPT API. Since each sample requires three extrac- 974

tions, the cost per sample is approximately $0.01. 975

With a total of around 94,000 samples, the cost for 976

attribute extraction amounts to approximately $940. 977

12

https://aclanthology.org/2024.emnlp-main.26
https://aclanthology.org/2024.emnlp-main.26
https://aclanthology.org/2024.emnlp-main.26
https://aclanthology.org/2024.emnlp-main.26
https://aclanthology.org/2024.emnlp-main.26
https://doi.org/10.18653/v1/2024.emnlp-industry.107
https://doi.org/10.18653/v1/2024.emnlp-industry.107
https://doi.org/10.18653/v1/2024.emnlp-industry.107


Attribute High Rate (%) Low Rate (%)

Conscientiousness 78.07 7.53
Agreeableness 6.45 14.98
Extraversion 4.08 14.15
Openness 58.77 5.30
Neuroticism 2.04 10.12

Table 9: Summary of extracted subjective attribute statis-
tics.
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Figure 4: Frequency of occurrence of values across
different attributes of objective facts in the attribute
extraction process.

Additionally, rewriting the attributes into profiles978

incurs a cost of around $0.05 per sample. There-979

fore, the total cost for constructing the dataset is980

approximately $1,400.981

B Implement Detail982

B.1 Trainable Model Setup983

We use the llama3-base model as the base archi-984

tecture. Directly training an instruct model with985

user simulation contradicts the inherent task re-986

quirements during its SFT phase, making conver-987

gence difficult. We first perform conditional SFT988

on the training dataset, followed by our diverse989

profile sampler, which randomly selects 1,000 sam-990

ples from the training set for virtual user sampling.991

Specifically, we combine objective facts and sub-992

jective descriptions from different profiles and gen-993

erate approximately 1 million profiles. From these,994

we select the 5,000 profiles with the lowest similar-995

ity to the training dataset and use them for RLCC996

phrase. The conditional SFT is conducted using997

four A100 40GB GPUs for full fine-tuning with998

epoch set to 3, taking about two days. The RLCC999

phase is trained using two H20 96GB GPUs over1000

the course of five days.1001

For the PlatoLM, we also use llama3-base as1002

the base architecture. The system prompt used is: 1003

“A chat between a curious human and an 1004

artificial intelligence assistant. The 1005

human can ask further questions based 1006

on previous conversations, or he can 1007

directly ask brand new questions without 1008

any context from prior conversations.” We 1009

fine-tune the model using four A100 40GB GPUs 1010

with epoch set to 3, which takes approximately two 1011

days. 1012

For the AI detection model, we follow (Cheng 1013

et al.) and use Longformer (Beltagy et al., 2020) to 1014

train on our dataset. Since our dataset naturally dis- 1015

tinguishes between AI and human-generated text, 1016

we label user utterances as human and assistant ut- 1017

terances as AI. We trained for 3 epochs using dual 1018

3090 GPUs, taking three days to complete 1019

For the profile generator model, we use 1020

LLaMA3-Instruct as the backbone and train it on 1021

a curated profile dataset. We distilled the profile 1022

generation capabilities of GPT-4 into a two-stage 1023

process. Training was conducted on four A100 1024

40GB GPUs for 3 epochs, taking two days to com- 1025

plete. 1026

B.2 Baseline Model Setup 1027

Table 10 presents the experimental setup for the 1028

baseline models. For models based on GPT, we use 1029

the corresponding APIs with default settings for 1030

inference. For other models, the experiments are 1031

conducted on a single NVIDIA RTX A100 GPU 1032

with a batch size of 2 and a repetition penalty of 1.0. 1033

An exception is made for CharacterGLM, where 1034

we utilize its chat function with a repetition penalty 1035

of 1.6 and set the number of beams to 3. 1036

B.3 Seed conversation design 1037

As there are two types of simulators, one being 1038

a response model based on role-playing, which 1039

cannot proactively initiate conversations, we first 1040

embed the corresponding profile into the system 1041

prompt. Then, by using the query "What will you 1042

say to start the conversation?" we guide the model 1043

to simulate the user’s input over the test dataset. 1044

Finally, the simulated user utterance is passed to 1045

the response model for interactive generation. 1046

B.4 Human Evaluation 1047

B.4.1 Profile Evaluation 1048

We employed two annotators to rate the extracted 1049

profiles on a scale of 1 to 5 based on the given di- 1050

alogues, assessing the accuracy and completeness 1051

13



Model Name Backbone System Prompt

USP LLAMA3-8B

You are engaging in a conversation with an AI assistant.
your profile is:
{profile}.
You can say anything you want, either based on the
profile or something brand new.

DialogueGPT(4o) gpt-4o-2024-08-06 -

PlatoLM LLAMA3-8B

A chat between a curious human and an artificial intel-
ligence assistant. The human can ask further questions
based on previous conversations, or he can directly ask
brand new questions without any context from prior con-
versations.

ProfileGPT(4o) gpt-4o-2024-08-06

You are engaging in a conversation with an AI assistant.
your profile is:
{profile}.
You can say anything you want, either based on the
profile or something brand new.

CharacterGLM ChatGLM-6B
以下是一段User和AI assistant之间的对话。
关于User的信息：{profile}
关于AI assistant的信息：GPT-4o

Character-LLM-Socrates-7b LLAMA-7B

I want you to act like the person described in the profile
below: {profile}. I want you to respond and answer
like the person, using the tone, manner, and vocabulary
the person would use. You must know all of the knowl-
edge of the person.
The status of you is as follows:
Status: You are engaging in a conversation with an AI
assistant.
The interactions are as follows:

Table 10: Baseline model setup.

of objective facts, reasonableness of subjective de-1052

scriptions, and overall naturalness. For accuracy,1053

we emphasized precision without hallucinations;1054

for completeness, we focused on the absence of sig-1055

nificant omissions; and for reasonableness, we pri-1056

oritized rational, well-justified descriptions, avoid-1057

ing exaggeration or bias. The results in Table 111058

show that annotators achieved moderate to high1059

agreement on profile assessment.1060

Dataset Profile Source Objective Facts Subjective characters Naturalness

lmsys GPT-4o 4.64 4.19 4.66

Table 11: Human evaluation results for the quality of
constructed profiles.

B.4.2 Dialogue Evaluation1061

We recruited eight annotators to assess1062

conversation-level results based on two key1063

criteria: authenticity and consistency. For authen-1064

ticity, annotators were tasked with identifying user1065

utterances within a dialogue that most closely1066

resemble those in a reference dialogue, evaluating1067

them across three dimensions: Style, Semantics,1068

and Quality. For consistency, annotators were1069

provided only with the user profile and asked1070

to select the user utterances that best align with 1071

the profile, considering Accuracy, Completeness, 1072

and Quality. Definitions for all six evaluation 1073

dimensions are provided in Table 12, with detailed 1074

guidelines in Section D. 1075

To minimize position bias and the potential in- 1076

fluence of prior exposure, each annotator was ran- 1077

domly assigned pairs of dialogues, with the order of 1078

options also randomized. The evaluation interface 1079

used for this process is shown in 5. 1080

B.5 Sampling strategy effectiveness 1081

To evaluate the effectiveness of our density sampler 1082

approach, we propose two complementary metrics 1083

that directly measure both local structure preser- 1084

vation and global coverage. For local structure 1085

preservation, we employ Local Density Loss (Ro- 1086

driguez and Laio, 2014) (LDL), where a lower 1087

value indicates tighter local clustering, allowing 1088

us to verify whether our sampler preserves the 1089

natural local structures of the profile distribution. 1090

For global coverage assessment, we utilize Unifor- 1091

mity Loss (Wang and Isola, 2020), where a lower 1092

value indicates better global uniformity, ensuring 1093

our sampling achieves comprehensive coverage of 1094
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Figure 5: The web-based interface used for profile eval-
uation.

Aspect Dimension Description

Authenticity

Style Whether the wording and tone
align with the target (Cheng et al.,
2024a).

Semantic Evaluating the thematic consis-
tency and semantic content.

Quality Fluency, coherence, and
human-likeness of the user
utterance (Cheng et al., 2024b).

Consistency

Accuracy Whether the utterance accurately
reflects the persona informa-
tion of the target (Cheng et al.,
2024a).

Completeness Whether the utterance com-
prehensively represents the de-
scribed persona.

Quality Fluency, coherence, and
human-likeness of the user
utterance (Cheng et al., 2024b).

Table 12: Evaluation dimensions for authenticity and
consistency assessment.

the profile space while maintaining realistic distri-1095

butions.1096

Using the GKDE density distribution as our1097

guide, we implement two targeted sampling strate-1098

gies: sampling from high-density regions to cap-1099

ture majority patterns, and weighting towards low-1100

density regions to ensure coverage of minority1101

cases. As shown in Figure 6, this approach effec-1102

tively maintains distribution balance while achiev-1103

ing these targeted objectives. From right to left on1104

the uniformity loss axis reveals a clear transition1105

from majority to minority sampling patterns, with1106

majority samples (blue circles) showing optimal1107

performance in the low local density loss region1108

and high uniformity, indicating effective preserva-1109

tion of key distribution characteristics. The minor-1110

ity samples (orange squares) strategically occupy1111

higher local density regions with moderate unifor-1112

mity loss, demonstrating our method’s ability to1113
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Figure 6: Distribution of different sampling strategies.

capture diverse distribution patterns. The steady 1114

progression of sampling percentages in both ma- 1115

jority and minority cases shows stable and con- 1116

trolled sampling behavior, while random sampling 1117

(green triangles) exhibits more scattered patterns, 1118

validating our approach’s reliability. The overall 1119

performance marker (red star) positioned at the in- 1120

tersection of these patterns confirms our method’s 1121

success in balancing between distribution preserva- 1122

tion and targeted sampling objectives. 1123

C Downstream analysis 1124

Our results reveal four key findings, as illustrated 1125

in Figure 7: (1) LLMs demonstrate strong per- 1126

formance with the majority demographic but ex- 1127

hibit reduced effectiveness with minority groups, 1128

highlighting the limitations in personalization; (2) 1129

Despite this, reasonable performance with virtual 1130

groups suggests robust generalization capabilities; 1131

(3) As shown in Figure 7, instruction-following 1132

ability deteriorates in extended dialogues, particu- 1133

larly for minority groups, a trend consistent with 1134

previous studies (Kwan et al., 2024; Maharana 1135

et al., 2024); (4) Significant performance fluctu- 1136

ations across dialogue turns for minority groups 1137

emphasize the need for improved capabilities in 1138

handling and responding to less common instruc- 1139

tions. 1140

D Prompt Templates 1141
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Figure 7: Trends of Semantic, Style Similarity, and AVA across turns.

16



Case Study on Authenticity of USP Simulated Dialogue

Simulated Dialogue:
USP: hello who am i talking to?
assistant: Hello! You’re speaking with ChatGPT...

USP: are you vicuna?
assistant: No, I’m not Vicuna. I’m ChatGPT, created by OpenAI...

USP: what do you know about it?
assistant: Vicuna is an AI language model developed by a different research group and is aimed at
generating human-like text...

USP: can you tell me how i could train and deploy my own ai model?
assistant: Training and deploying your own AI model involves several key steps, from data
preparation to deployment...

Reference Dialogue:
User: how to train a model like you
assistant: I am a large language model, which means that I was trained on a vast amount of text
data....

User: what is your base model
assistant: I am a large language model called GPT....

User: isn’t you vicuna
assistant: I am not aware of any information or research about a model called "vicuna". I am a
large language model called GPT....

User: what hardware do i need to run you
assistant: I am a large language model called GPT, which was trained on a vast amount of text
data and requires significant computational resources to run.....

Figure 8: Case study of USP simulated dialogue based solely on the provided profile, interacting with GPT-4o. The
reference dialogue below serves as the target for reconstruction.
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Case Study on Consistency of USP Simulated Dialogue

Profile:
You are engaging in a conversation with an AI assistant. your profile is: You have a passion for
engaging in activities that challenge your vocabulary and word formation skills. One of your
favorite pastimes is diving into puzzle games that offer a thrilling test of language prowess. You
often find yourself thinking of five-letter words with tricky placements, such as words containing
’A’ in the fourth position, or concocting ones with ’R’ in the second spot and ’T’ at the end. This
aligns with your appreciation for linguistic puzzles and an enduring enjoyment of wordplay,
reflecting your cognitive curiosity and dedication to enhancing your language skills.

Your personality shines through a playful and engaging language style, particularly evident when
you use structured questions to create dynamic game scenarios. You approach life with a vivid
imagination, delighting in intellectual challenges that require intricate problem-solving. Your
attention to detail is noteworthy, and you thrive in situations where organization is key. Preferring
a more reserved lifestyle, you cherish moments of solitude and introspection, embracing activities
that allow you to delve into complex, solitary intellectual pursuits with enthusiasm and precision.

You can say anything you want, either based on the profile or something brand new.

Simulated Dialogue:
USP: Let’s play a game about 5 letter words. I’ll ask you some questions and try to guess the
answer. Can we start?
assistant: Sure, I’d be happy to play a game with you! Let’s get started!

USP: Question: What is a 5-letter word which has "A" in its 4th place? Answer:
assistant: Is the word you are thinking of "Polar"?

USP: Nope What about "gnaw"?
assistant: "GNW" is a four-letter word. Let’s think of another five-letter word with "A" in the
fourth position...

USP: Next Question: Give me one example of a 6-letter word having R at second place and T at
sixth place.
assistant: Sure! A six-letter word with "R" in the second position and "T" at the sixth position
could be "Report".

USP: Great! Now give me one example of a 7-letter word having S at third place and H at seventh
place.
assistant: Sure! One example of a seven-letter word with "S" in the third place and "H" in the
seventh place is "English."

Figure 9: Case study of USP simulated dialogue based solely on the provided profile, interacting with GPT-4o.
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Prompt for Extracting Big Five Personality Traits

Task:
Analyze the provided dialogue to assess the user’s personality traits across 5 personality dimensions.
Focus exclusively on the user’s characteristics, disregarding any information related to others
individuals, unless it directly impacts the user.
For each personality trait:

1. Assign each dimension independently with score: "High", "Low," or "Inconclusive."

2. Provide conclusion: A high-level description, with concise supporting details.

3. Provide reason: Justify the assigned score with specific evidence from the dialogue.

4. Mark traits as Inconclusive only when no clear evidence exists.

Personality Trait Defination:
{{metric}}: {{definition}}
Format:
{

"Trait Name": {
"score": "High/Low/Inconclusive",
"conclusion": "The user is a [trait descriptor] person...",
"reason": "Explanation referencing specific dialogue evidence."

},
...

}

Example:
[User]: "She is my age, in a homeless women's shelter, living under very poor
conditions. She is a mental health client, but the treatment team seems to
... Her background is similar to mine, and I cannot abandon her."

Detected Personality Traits:
{
"Conscientiousness": {
"score": "High",
"conclusion": "The user is a conscientious person who demonstrates a
sense of duty and commitment.",
"reason": "The user expresses a strong sense of responsibility ..."

},
"Agreeableness": {
"score": "High",
"conclusion": "The user is an empathetic and compassionate person who
values relationships.",
"reason": "The user shows care and concern for their cousin's well-being..."

},
"Extraversion": {
"score": "Inconclusive"

},
...

}

Figure 10: Prompt for extracting deep intrinsic characteristics.
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Prompt for Extracting Scene-Consistent Attributes

User Persona Analysis Task
Objective
The primary goal of this task is to analyze user utterances in-depth and accurately extract key
persona attributes based on both direct and implicit cues. These attributes should be categorized
into distinct fields, with any missing or unclear details left blank.
Field Descriptions: {{Field}}: {{definition}}
Guidelines

1. Carefully examine each user utterance to extract relevant persona traits. Consider both direct
statements and implicit clues.

2. Ensure that the extracted attributes are specific and directly relevant to the user’s utterances.
Avoid vague or generalized descriptions unless explicitly supported by the text.

3. Pay attention to distinctive communication styles (e.g., formal or casual tone, frequent use of
specific words or phrases) to capture the user’s unique way of communicating.

Example
User Utterances:

[User]: Given an array of integers nums and an integer target, return indices of
the two numbers such that they add up to target in Python...
[Assitant]: To solve the problem...
[User]: Thanks

Expected Output:

{
"gender": [],
"age": [],
"location": [],
"occupation": [

"Likely a beginner programmer or student studying computer science,
as evidenced by the simple coding problem in Python."

],
"education": [

"Possibly a student in computer science or a related field,
at an early stage in learning programming, specifically Python."

],
"family_relationships": [],
"routines_or_habits": [],
"social_relationships": [],
"language_style": [

"Concise and task-oriented",
"Polite response 'Thanks' after getting satisfactory answer"

],
"other_experiences": []

}

Figure 11: Prompt for extracting scene-consistent attributes.
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Prompt for Extracting Scene-Related Attributes

User Persona Analysis Task
Objective
The goal of this task is to analyze multi-turn user utterances within a conversation with an assistant
and extract key elements such as the primary goals and specific task descriptions. Each extracted
detail should be as specific as possible, reflecting the user’s context, objectives, and scenario.
Output Format
The extraction should be presented in a structured JSON format, as shown below:

{
"scenarios": [

{
"goals_or_plans": "<List of User's goals or plans>",
"task_details": "<List of specific tasks summary made by the user>"

},
...

]
}

Field Descriptions:

• goals_or_plans: User’s short-term or long-term objectives, derived from explicit statements
or inferred from the overall conversation. If no explicit goals are stated, infer them from the
main topics discussed.

• task_details: Specific tasks, actions, or requests made by the user. Each task should be
concisely summarized with specifics. If there are multiple tasks or requests, list each one
separately.

Example
User Utterances:

[User]: Summarize: Harry Potter is a fictional character in the Harry Potter series...
[Assitant]: Harry Potter is a fictional character...
[User]: Write an email inquiring about coursework...

{
"scenarios": [

{
"goals_or_plans": "Aiming to gain a deeper understanding of the Harry

Potter series, possibly for academic or personal enrichment.",
"task_details": [
"Summarizing introductory content about the Harry Potter character."
]

},
{
"goals_or_plans": "Looking to improve professional communication skills.",

"task_details": [
"Writing an email to inquire about coursework."

]
}

]
}

Figure 12: Prompt for extracting scene-related attributes.
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Prompt for Rephrasing Attributes into Natural Descriptions

Narrative Generation Objective
Rephrase the provided key-value pairs into a natural, coherent second-person description.
Core Requirements

1. Perspective: Use second-person perspective ("you", "your").

2. Structure: Two paragraphs:

• First paragraph: Present objective facts.
• Second paragraph: Describe subjective characteristics.

3. Key Principles

• Accurately represent all provided details.
• Ensure the language flows naturally, remains engaging, and avoids redundancy.
• Focus on clear and seamless transitions between ideas.

Output Expectations

• Objective Facts:

– Convert the key-value pairs into a clear and natural description without over-explaining
or adding unnecessary details.

– Ensure each scenario is logically connected and key information is presented effectively.

• Subjective Characteristics:

– Avoid vague terms like "high perfectionism" or "moderate emotional stability." Use
vivid, descriptive language to bring these traits to life.

Figure 13: Prompt for rephrasing attributes into natural descriptions for profile generation.

Human Evaluation Guidelines for Authenticity

1. Task Description:
Please choose which user in the two test conversations is more similar to the reference conversation
being spoken by the same person.
2. Evaluation Criteria:

• Semantic Similarity: Measure the thematic consistency and discourse coherence between
the generated user utterance and the target user utterance. Preference should be given to the
utterance that more accurately reflects the semantic content of the target.

• Stylistic Parity: Analyze whether the generated user utterance matches the style of the target
user utterance, including its tone, vocabulary, and grammatical structure. The utterance that
aligns more closely with the stylistic elements of the target should be favored.

• Quality: Examine the fluency and logical coherence of the user utterance, focusing on
the linguistic and logical smoothness of the user utterance. The more coherent and fluent
utterances should be chosen.

Figure 14: Human evaluation guidelines for authenticity.
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Human Evaluation Guidelines for Consistency

1. Task Description:
Select the dialogue that contains the most appropriate user utterance from the two given generated
dialogues based on the target user profile.
2. Evaluation Criteria:

• Persona Reflection: Evaluate how closely each user utterance reflects the target profile’s
thematic content, tone, and stylistic features. Preference should be given to the dialogue
whose user utterance most accurately reflects the profile’s characteristics in terms of thematic
coherence and expression.

• Comprehensiveness: Assess the extent to which the user utterance encapsulates the target
profile, integrating both objective facts and subjective descriptions. The more comprehensive
utterance, which addresses a broader range of profile aspects, should be favored over one that
focuses narrowly on a single dimension.

• Quality: Evaluate the fluency, coherence, and human-likeness of the user utterance. Prefer-
ence should be given to the utterance that demonstrates greater linguistic smoothness, logical
cohesion, and alignment with genuine human conversational patterns.

Figure 15: Human evaluation guidelines for consistency.
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Prompt for NLI Score of Profile Precision Based on Given Dialogue

Role
You are an expert in evaluating the consistency between a given user profile (Source) and the
user’s utterance (Target). Your task is to assess whether the Target aligns with, contradicts, or is
ambiguous in relation to the Source.
Task Instructions:
For each Source-Target pair, determine the relationship using the following scoring criteria:

• Score 1: The Target is consistent with the Source (the interpretation can be inferred from the
Source).

• Score -1: The Target conflicts with the Source (the interpretation contradicts the Source).

• Score 0: The relationship is unclear or ambiguous (insufficient evidence to infer consistency
or contradiction).

Output Format:
Provide your result in the following JSON format:

{
"score": <score>,
"reason": "<concise explanation of the reasoning>"

}

Example:
Source: You are interested in dataset-related details.
Target: [User]: Show me how to implement a toy version of a relational database.
Output:
{
"score": 1,
"reason": "The request for implementing a relational database suggests an
interest in data structures and datasets, which aligns with the Source."

}

Guidelines:

1. Contextual Inference: Do not evaluate the Target in isolation. Instead, determine its logical
relationship to the Source, considering both explicit statements and reasonable implications.

2. Concise & Precise Justification: The reasoning should be clear, objective, and free from
unnecessary elaboration.

Figure 16: Prompt for DP.P based on NLI.
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Prompt for NLI Score of Dialogue Precision Based on Given Profile

Role
You are an expert in evaluating consistency between a given dialogue history (Source) and a
corresponding user profile description (Target). Your task is to determine whether the Target
aligns with, contradicts, or is ambiguous in relation to the Source.
Task Instructions:
For each Source-Target pair, determine the relationship using the following scoring criteria:

• Score 1: The Target is consistent with the Source (the interpretation can be inferred from the
Source).

• Score -1: The Target conflicts with the Source (the interpretation contradicts the Source).

• Score 0: The relationship is unclear or ambiguous (insufficient evidence to infer consistency
or contradiction).

Output Format:
Provide your result in the following JSON format:

{
"score": <score>,
"reason": "<concise explanation of the reasoning>"

}

Example :
Source:

User (Turn-1): Show me how to implement a toy version of a relational database.

User (Turn-2): Thanks a lot!

Target: You are polite.
Output:
{
"score": 1,
"reason": "The user's expression of gratitude in Turn-2 indicates politeness,
which aligns with the Target."

}

Guidelines:

1. Contextual Inference: Do not evaluate the Target in isolation. Instead, determine its logical
relationship to the Source, considering both explicit statements and reasonable implications.

2. Concise & Precise Justification: The reasoning should be clear, objective, and free from
unnecessary elaboration.

Figure 17: Prompt for DP.R based on NLI.
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Prompt for Subjective Characteristics Score (SC.Score) in Consistency Evaluation

Task Description
You are tasked with evaluating the quality of user responses in real human-LLM interactions.
Specifically, you will assess the degree to which a given response (Target) aligns with a predefined
personality profile, tone, and linguistic characteristics (Source). Additionally, you must consider
the naturalness and authenticity of the Target, ensuring it reflects genuine human conversational
patterns.
Evaluation Criteria
Your assessment will focus on two primary dimensions:

1. Human-Likeness: The extent to which Target exhibits natural human language, characterized
by appropriate syntax, tone, and conversational flow.

2. Alignment with Source: The degree to which the Target adheres to the personality traits,
tone, and linguistic features specified in the Source.

Scoring Guidelines
Assign a score from 1 to 5 based on the following criteria:

• Score 5: The Target fully aligns with the Source and demonstrates exceptional human-
likeness.

• Score 3: The relationship between the Target and Source is ambiguous or unclear, lacking
sufficient evidence for alignment or contradiction.

• Score 1: The Target significantly deviates from the Source or lacks human-likeness, rendering
it unnatural or inconsistent.

Output Requirements
Provide your evaluation in the following JSON format:

{
"score": <score>,
"reason": "<concise reason>"

}

Key Considerations

1. Contextual Inference: Analyze both explicit content and implicit nuances in the Target to
determine its alignment with the Source.

2. Conciseness and Precision: Ensure that your reasoning is clear, objective, and free of
superfluous elaboration.

3. Human-Likeness Emphasis: A lack of human-likeness, even if the Target aligns with the
Source, will result in a lower score.

Figure 18: Prompt for evaluating consistency in subjective characteristics.
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Prompt for Validation Score (Val.Score) in Assessing the Quality of Subjective Characteristics in
Profiles

Role
As an expert in evaluating the consistency between user utterances in a dialogue (Source) and a
provided subjective description (Target), your task is to assess whether the Target accurately
reflects the characteristics described in the Source, including personality traits, tone, and other
relevant attributes. You will then rate this consistency on a scale from 1 to 5.
Task Instructions
For each pair of Source-Target, apply the following scoring criteria to determine their relationship:

• Score 5: The Target completely aligns with the Source, with no discrepancies. The profile
perfectly represents the characteristics observed in the user’s utterance.

• Score 3: Ambiguity or insufficient evidence exists, making it difficult to ascertain the
relationship definitively.

• Score 1: A clear discrepancy exists, with the Target significantly deviating from the Source,
indicating a mismatch in the represented characteristics.

Output Format
Your assessment should adhere to the following structured JSON format:

{
"score": "<numerical score>",
"reason": "<a succinct explanation providing justification for assigned score>"

}

Guidelines:

1. Contextual Inference: Determine the target’s logical relationship to the Source, considering
both explicit statements and reasonable implications.

2. Concise & Precise Justification: The reasoning should be clear, objective, and free from
unnecessary elaboration.

Figure 19: Prompt for validation score (Val.Score) in assessing the quality of subjective characteristics in profiles.
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