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Abstract001

Segmenting text into Elemental Discourse002
Units (EDUs) is a fundamental task in dis-003
course parsing. We present a new simple004
method for identifying EDU boundaries, and005
hence segmenting them, based on lexical and006
character n-gram features, using random forest007
classification. We show that the method, de-008
spite its simplicity, outperforms other methods009
both for segmentation and within a state of the010
art discourse parser. This indicates the impor-011
tance of such features for identifying basic dis-012
course elements, pointing towards potentially013
more training-efficient methods for discourse014
analysis.015

1 Introduction016

A fundamental task in natural language understand-017

ing is analyzing the overall structure of a text,018

so that logical and coherence relations between019

text units are revealed. Rhetorical Structure The-020

ory (RST) (Mann and Thompson, 1988) is a well-021

acccepted theoretical framework for the task within022

the NLP community (Kobayashi et al., 2020). RST023

structures a text as a tree, where the basic building024

blocks (leaf node) are called Elementary Discourse025

Units (EDUs). Discourse parsing in RST is the026

task of automatically constructing this hierarchical027

tree by identifying the EDUs and then building a028

parse tree by connecting adjacent EDUs and com-029

posite discourse units. Relations between adjacent030

units are labeled with different rhetorical relations,031

which are mostly assymetrical, with one unit des-032

ignated the the nucleus and the other as the subor-033

dinate satellite. Parsing is generally done using a034

shift-reduce parser, which builds the tree incremen-035

tally by scoring transition actions (Yu et al., 2018a;036

Mabona et al., 2019). Recently, neural network037

models have achieved state-of-the-art performance038

in this task by leveraging sophisticated neural mod-039

ules (Zhang et al., 2020)).040

Rhetorical Structure Theory (RST) offers a ro- 041

bust approach for discourse analysis by construct- 042

ing a rhetorical structure tree that captures the 043

relationships between text elements, enhancing 044

performance in various tasks. Although previous 045

research efforts have advanced machine learning 046

methods for discourse segmentation and parsing, 047

these often rely on lexical and syntactic clues, hand- 048

crafted features, and syntactic parse trees, and use 049

gold-standard segmentation for training and evalu- 050

ation (Yu et al., 2022; Feng and Hirst, 2014b; Ali, 051

2023). This coherence structure is essential for 052

applications such as text summarization, and sen- 053

timent analysis. RST-based analysis significantly 054

improves discourse understanding and contributes 055

to more effective NLP applications (Nguyen et al., 056

2021; Liu et al., 2021). 057

Despite the successes of contextualized pre- 058

trained language models (PLMs) like XLNet (Yang 059

et al., 2020) in RST discourse parsing, challenges 060

remain due to data insufficiency, reliance on lexical 061

and syntactic clues, and inconsistencies between 062

EDU-level parsing and sentence-level contextual 063

modeling, as well as dependence on gold-standard 064

segmentation for training. These issues, partic- 065

ularly the reliance on hand-crafted features and 066

parse trees, have made EDU segmentation a sig- 067

nificant bottleneck. In this paper, we propose a 068

novel method for EDU segmentation which gives 069

state-of-the-art (SOTA) performance, showing that 070

local lexical and morphological cues can do most 071

of the work. 072

We conduct experiments using the RST Dis- 073

course Treebank (RST-DT) and CNN/Daily Mail. 074

First, we derive EDU segmentation and evaluate it 075

with various classifiers, including transformers. We 076

then test our proposed EDU identification method 077

using a transition-based neural RST parser (Yu 078

et al., 2022). Our results demonstrate improve- 079

ments in EDU identification and RST parsing, with 080

our model outperforming others and improving au- 081
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tomated RST parsing techniques.082

2 Related work083

Historically, discourse processing using RST has084

been approached as a parsing task, using transition-085

based or chart parsers (Luong et al., 2015; Dai and086

Huang, 2019; Li et al., 2022). In recent years, per-087

formance has been improved over earlier methods088

by incorporating statistical models for predicting089

nuclearity and relation types between discourse090

units (Yu et al., 2018b; Kobayashi et al., 2020;091

Zhang et al., 2020; Guz and Carenini, 2020; Koto092

et al., 2021a). Such neural approaches now dom-093

inate, but many still incorporate hand-crafted fea-094

tures for better performance. Seq2Seq models have095

also been applied to both sentence and document-096

level parsing (Liu et al., 2019; Luong et al., 2015;097

Dai and Huang, 2019).098

A key component of discourse parsing is iden-099

tifying the Elementary Discourse Units (EDUs)100

defined as smallest text spans. Early methods re-101

lied on handcrafted features and syntactic clues102

(Mann and Thompson, 1988; Lan et al., 2013). Re-103

cent neural models like BERT and XLNet have104

advanced EDU segmentation and discourse coher-105

ence (Zhang et al., 2021a; Yu et al., 2022).106

Some recent work has focused on developing107

better parsing methods independent of EDU seg-108

mentation, by using a gold-standard segmentation109

for training and evaluating RST parsers, and em-110

ploying top-down approaches with sequence label-111

ing for RST parsing (Nguyen et al., 2021; Mabona112

et al., 2019; Koto et al., 2021a). Such work gives113

strong baselines for parsing using different meth-114

ods.115

As noted above, we focus on the core subtask of116

EDU segmentation, and will evaluate our method117

both for segmentation accuracy and for its effect118

on parsing accuracy.119

3 EDU Segmentation Using Random120

Forests (ESURF)121

The significance of EDUs in RST parsing is cru-122

cial due to their fundamental role in understanding123

discourse structures. EDUs represent the small-124

est coherent “thought units” within a text and are125

the parts of which the overall discourse structure126

is composed. Hence, accurate segmentation and127

identification of EDUs is essential for an accurate128

analysis of rhetorical structure (Yu et al., 2018b;129

Lin, 2023).130

We present here a comparatively simple yet 131

highly effective method for EDU segmentation, 132

which we call EDU Segmentation Using Ran- 133

dom Forests (ESURF), as illustrated in Fig.1. ES- 134

URF formulates the problem of EDU segmenta- 135

tion as a classification problem. The system con- 136

siders every nine-token1 subsequence of the text 137

(ti−3, ti−2, ti−1, ti, ..., ti+5),as a possible context 138

for an EDU boundary, giving three tokens before 139

and six tokens after the candidate boundary (im- 140

mediately preceding ti). The input features for 141

classification are the individual tokens tk given 142

per their position in the context window, marked 143

as Before (ti−3, ti−2, ti−1), Leading (ti, ti+1, ti+2), 144

or Continuing (ti+3, ti+4, ti+5) the candidate EDU. 145

To account for morphology in a simple way, we 146

also incorporated character subsequences of the 147

tokens as potential features, along with their posi- 148

tional indices within the 9-gram sequence similarly 149

marked as B, L, or C. (Fig. 2). 150

These were filtered to keep only the charac- 151

ter subsequences that appeared in multiple corpus 152

texts, but not in most of them, as a simple measure 153

of informativeness. 154

We train a Random Forest classifier on these 155

examples using these features. The classifier is 156

then used to classify all candidate EDU boundaries 157

in new text, processing each 9-token window as 158

above for classification. Each sequence of tokens 159

between boundaries classified as positive (i.e., as an 160

EDU boundary) is identified as an EDU. Figure 1 161

gives a schematic diagram of the overall system. 162

4 Experiments 163

We perform two sets of evaluations. First, we com- 164

pare the performance of ESURF against other clas- 165

sification methods and other EDU segmentation 166

methods from the literature on the task of EDU 167

segmentation. Next, we evaluate the effect on RST 168

parsing performance of using ESURF for segmenta- 169

tion, as compared with the methods used in various 170

recent RST parsing systems. The experiments were 171

conducted on an Ubuntu 20.04.4 server with 256 172

CPUs (2000 MHz each) and 512 GB of RAM. 173

4.1 Datasets 174

In all of our experiments, we follow the practice of 175

the baselines and use the RST Discourse Treebank 176

(RST-DT) dataset, (Carlson et al., 2002), which is 177

1Some subsequences are shorter, as we do not consider
sequences that cross sentence boundaries.
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the most common and widely used in RST parsing,178

EDU segmentation studies, and text-based research179

(Lin, 2023; Wang et al., 2018; Joty et al., 2012; Pas-180

tor and Oostdijk, 2024). RST-DT consists of 347181

training articles and 38 test articles annotated with182

full RST discourse structures and is widely used in183

text-based research. Additionally, we also evaluate184

ESURF on the CNN/Daily Mail dataset (Nallapati185

et al., 2016; Kobayashi et al., 2021), which includes186

over 300,000 articles.187

4.2 ESURF on CNN/DailyMail and RST-DT188

Datasets189

We evaluate ESURF against various classifiers on190

the task of classifying sections as EDUs or non-191

EDUs. This comparison includes CRF (as a clas-192

sifier), a 3-layer MLP (Multi-layer Perceptron),193

BERT (bert-base-uncased), and XLNet, using the194

CNN/Daily Mail and RST-DT datasets. The eval-195

uation is performed on a similarly sized subset of196

data points (50% positive / 50% negative) with pre-197

processing consistent with our previous approach.198

As shown in Table 1, ESURF outperforms the other 199

models in accuracy, precision, recall, and F1 score. 200

For the CNN/Daily Mail dataset, ESURF 201

achieves an accuracy of 91.5% and an F1-score 202

of 91.4%, outperforming BERT and the other seg- 203

menters in this comparison. 204

These results show that, despite its simplicity, 205

ESURF is highly effectiveness in EDU segmenta- 206

tion, indicating the centrality of lexical and morpho- 207

logical context as cues for discourse segmentation. 208

We further evaluate our model against several 209

established discourse segmenters, which are widely 210

recognized as baselines in EDU segmentation stud- 211

ies, as shown in Table 2. For a fair comparison with 212

our model, the same dataset is used. Comparison 213

includes JCN, which uses a Logistic Regression 214

model with features from sentence context, com- 215

bining syntactic tree structures and statistical esti- 216

mates. We also assess CRF and WLY, which apply 217

sequence labeling and a BiLSTM-CRF framework, 218

HILDA (HIL) and SPADE (SP), which employ 219

statistical models integrating syntactic and lexi- 220

cal information to identify discourse boundaries 221

and build sentence-level discourse trees, and Joint, 222

which employs a pointer network with a depth-first 223

parsing strategy to construct discourse trees. 224

Results on the RST-DT test set show that our 225

model, ESURF, again outperforms the other meth- 226

ods. Specifically, while the Joint Model achieves 227

an F1-score of 95.5%, ESURF improves upon this 228

with an F1-score of 96 .1%. This improvement in 229

performance suggests a potential increase in RST 230

parsing accuracy. 231

4.3 RST Parsing Using ESURF 232

We evaluate the impact of various parsing methods, 233

including our EDU segmentation model, by using 234

it in a state-of-the-art RST parser. Our analysis 235
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Model Acc. (CNN) Prec. (CNN) Rec. (CNN) F1 (CNN) Acc. (RST-DT) Prec. (RST-DT) Rec. (RST-DT) F1 (RST-DT)
SVM 0.862 0.884 0.859 0.871 0.892 0.891 0.896 0.893
CRF 0.891 0.849 0.881 0.865 0.928 0.858 0.933 0.894
Gradient Boosted 0.859 0.851 0.888 0.868 0.873 0.850 0.899 0.874
ESURF 0.915 0.912 0.918 0.914 0.958 0.944 0.979 0.961
BERT 0.889 0.884 0.853 0.869 0.877 0.931 0.841 0.884
XLNet 0.615 0.515 0.586 0.549 0.662 0.532 0.507 0.519
MLP 0.785 0.822 0.759 0.789 0.793 0.840 0.761 0.798
XGboost 0.862 0.848 0.837 0.842 0.896 0.939 0.874 0.905

Table 1: Classifier performance for EDU identification on the CNN/Daily Mail and RST-DT datasets. ESURF
achieved the highest metrics for both.

Model Precision Recall F1 Score
Hill (Hernault et al., 2010) 0.779 0.706 0.741
SP(Soricut and Marcu, 2003) 0.838 0.868 0.852
CRF (Feng and Hirst, 2014a) 0.903 0.918 0.905
JCN (Joty et al., 2012) 0.880 0.923 0.901
WYL (Wang et al., 2018) 0.924 0.944 0.932
F&R (Fisher and Roark, 2007) 0.913 0.897 0.905
Joint Model (Lin, 2023) 0.933 0.978 0.955
ESURF 0.944 0.979 0.961

Table 2: Performance comparison of various established
EDU segmentation methods for RST-DT.

demonstrates that enhancing EDU segmentation236

significantly improves discourse parsing perfor-237

mance. we employ a Shift-reduce transition-based238

neural RST parser to assess the effectiveness of our239

EDU segmentation method. We employ the parser240

developed by(Yu et al., 2022), which leverages neu-241

ral RST parsing to produce action sequences from242

EDU representations.243

For evaluation, we adopt the framework pro-244

posed by (Morey et al., 2017; Shahmohammadi and245

Stede, 2024; Yu et al., 2022; Zhang et al., 2021b),246

which evaluates performance using micro-averaged247

F1 across four scoring metrics: Span (tree struc-248

ture without labels), Nuclearity (structure with just249

nuclearity labels), Relation (structure with just re-250

lation labels), and Full (structure with both nucle-251

arity and relation labels). These metrics are widely252

used in RST parsing research, ensuring consistency253

with the existing literature. They provide a compre-254

hensive view of the parsing performance, captur-255

ing different levels of structural information. This256

approach allows for a balanced evaluation of the257

model’s effectiveness, offering insights into both258

the structural accuracy and the quality of label as-259

signments. In Table 3, we compare our results with260

various leading RST parsers.261

Our ESURF segmentation method improves the262

performance of the transition-based RST parser263

from (Yu et al., 2022) by approximately 2.48% in264

span, 1.66% in nuclearity, more than 3.48% in rela-265

tionship, and 5% in full metrics. (Yu et al., 2022)266

reimplemented the EDU segmenter from Muller267

(Muller et al., 2019) for segmenting large-scale un-268

labeled texts. This improvement highlights how269

Model S N R F
(Yu et al., 2022) 0.764 0.661 0.545 0.535
(Zhang et al., 2021b) 0.763 0.655 0.556 0.538
(Yu et al., 2018b) 0.714 0.603 0.492 0.481
(Zhang et al., 2020) 0.672 0.555 0.453 0.443
(Nguyen et al., 2021) 0.743 0.643 0.516 0.502
(Koto et al., 2021b) 0.731 0.623 0.515 0.503
(Yu et al., 2022)+ESURF 0.783 0.673 0.564 0.562

Table 3: Performance comparison of various RST Parser
with metrics S , N , R , and F.

improved EDU segmentation can enhance RST 270

parsing performance. 271

5 Conclusion and Future Work 272

We demonstrate that our method, ESURF, despite 273

its simplicity, achieves SOTA performance on EDU 274

segmentation and also improves SOTA RST pars- 275

ing performance. This shows that lexical and mor- 276

phological context give strong cues for identifying 277

basic discourse structure constituents. For future 278

work, we plan to apply ESURF to large unlabeled 279

datasets like the GUM corpus for semi-supervised 280

EDU segmentation, potentially improving training 281

efficiency for lower-resource languages. In addi- 282

tion, we will explore advanced feature extraction 283

and embedding techniques to enhance performance 284

and deepen our understanding of discourse struc- 285

ture by identifying linguistic cues and predicting 286

discourse markers. 287

6 Limitation 288

This study solely focuses on sentence-level dis- 289

course parsing and assumes accurate sentence seg- 290

mentation. Future work should relax this assump- 291

tion by using an automated sentence segmenter, 292

explore different features and parameter settings to 293

evaluate their impact, and evaluate/compare meth- 294

ods on a broader range of datasets. Furthermore, 295

future work should explore advanced feature extrac- 296

tion and embedding techniques to enhance perfor- 297

mance and improve the identification of linguistic 298

cues and discourse markers. 299

4



References300

Omar Ali. 2023. Fuzzy text segmentation using syn-301
tactic features for rhetorical structure theory. Ph.D.302
thesis, University of Portsmouth.303

Lynn Carlson, Mary Ellen Okurowski, and Daniel304
Marcu. 2002. RST discourse treebank. Linguistic305
Data Consortium, University of Pennsylvania.306

Zeyu Dai and Ruihong Huang. 2019. A regulariza-307
tion approach for incorporating event knowledge and308
coreference relations into neural discourse parsing.309
In Proceedings of the 2019 Conference on Empirical310
Methods in Natural Language Processing and the 9th311
International Joint Conference on Natural Language312
Processing (EMNLP-IJCNLP), pages 2976–2987.313

Vanessa Wei Feng and Graeme Hirst. 2014a. A linear-314
time bottom-up discourse parser with constraints and315
post-editing. In Proceedings of the 52nd Annual316
Meeting of the Association for Computational Lin-317
guistics (Volume 1: Long Papers), pages 511–521.318

Vanessa Wei Feng and Graeme Hirst. 2014b. Two-319
pass discourse segmentation with pairing and global320
features. arXiv preprint arXiv:1407.8215.321

Seeger Fisher and Brian Roark. 2007. The utility of322
parse-derived features for automatic discourse seg-323
mentation. In Proceedings of the 45th Annual Meet-324
ing of the Association of Computational Linguistics,325
pages 488–495.326

Grigorii Guz and Giuseppe Carenini. 2020. Corefer-327
ence for discourse parsing: A neural approach. In328
Proceedings of the First Workshop on Computational329
Approaches to Discourse, pages 160–167.330

Hugo Hernault, Helmut Prendinger, David A du Verle,331
and Mitsuru Ishizuka. 2010. Hilda: A discourse332
parser using support vector machine classification.333
Dialogue & Discourse, 1(3):1–33.334

Shafiq Joty, Giuseppe Carenini, and Raymond Ng. 2012.335
A novel discriminative framework for sentence-level336
discourse analysis. In Proceedings of the 2012 Joint337
Conference on Empirical Methods in Natural Lan-338
guage Processing and Computational Natural Lan-339
guage Learning, pages 904–915.340

Naoki Kobayashi, Tsutomu Hirao, Hidetaka Kamigaito,341
Manabu Okumura, and Masaaki Nagata. 2020. Top-342
down rst parsing utilizing granularity levels in doc-343
uments. In Proceedings of the AAAI Conference on344
Artificial Intelligence, volume 34, pages 8099–8106.345

Naoki Kobayashi, Tsutomu Hirao, Hidetaka Kamigaito,346
Manabu Okumura, and Masaaki Nagata. 2021. Im-347
proving neural rst parsing model with silver agree-348
ment subtrees. In Proceedings of the 2021 Confer-349
ence of the North American Chapter of the Associ-350
ation for Computational Linguistics: Human Lan-351
guage Technologies, pages 1600–1612.352

Fajri Koto, Jey Han Lau, and Timothy Baldwin. 2021a. 353
Top-down discourse parsing via sequence labelling. 354
In Proceedings of the 16th Conference of the Euro- 355
pean Chapter of the Association for Computational 356
Linguistics: Main Volume, pages 715–726, Online. 357
Association for Computational Linguistics. 358

Fajri Koto, Jey Han Lau, and Timothy Baldwin. 2021b. 359
Top-down discourse parsing via sequence labelling. 360
arXiv preprint arXiv:2102.02080. 361

Man Lan, Yu Xu, and Zheng-Yu Niu. 2013. Leveraging 362
synthetic discourse data via multi-task learning for 363
implicit discourse relation recognition. In Proceed- 364
ings of the 51st Annual Meeting of the Association for 365
Computational Linguistics (Volume 1: Long Papers), 366
pages 476–485. 367

Jiaqi Li, Ming Liu, Bing Qin, and Ting Liu. 2022. A 368
survey of discourse parsing. Frontiers of Computer 369
Science, 16(5):165329. 370

Xiang Lin. 2023. Natural language processing as au- 371
toregressive generation. 372

Jinxian Liu, Bingbing Ni, Caiyuan Li, Jiancheng Yang, 373
and Qi Tian. 2019. Dynamic points agglomeration 374
for hierarchical point sets learning. In Proceedings 375
of the IEEE/CVF International Conference on Com- 376
puter Vision, pages 7546–7555. 377

Zhengyuan Liu, Ke Shi, and Nancy F Chen. 2021. 378
Dmrst: A joint framework for document-level multi- 379
lingual rst discourse segmentation and parsing. arXiv 380
preprint arXiv:2110.04518. 381

Minh-Thang Luong, Quoc V Le, Ilya Sutskever, Oriol 382
Vinyals, and Lukasz Kaiser. 2015. Multi-task 383
sequence to sequence learning. arXiv preprint 384
arXiv:1511.06114. 385

Amandla Mabona, Laura Rimell, Stephen Clark, and 386
Andreas Vlachos. 2019. Neural generative rhetorical 387
structure parsing. arXiv preprint arXiv:1909.11049. 388

William C Mann and Sandra A Thompson. 1988. 389
Rhetorical structure theory: Toward a functional the- 390
ory of text organization. Text-interdisciplinary Jour- 391
nal for the Study of Discourse, 8(3):243–281. 392

Mathieu Morey, Philippe Muller, and Nicholas Asher. 393
2017. How much progress have we made on rst dis- 394
course parsing? a replication study of recent results 395
on the rst-dt. In Conference on Empirical Methods on 396
Natural Language Processing (EMNLP 2017), pages 397
pp–1330. 398

Philippe Muller, Chloé Braud, and Mathieu Morey. 399
2019. Tony: Contextual embeddings for accurate 400
multilingual discourse segmentation of full docu- 401
ments. In Proceedings of the Workshop on Discourse 402
Relation Parsing and Treebanking 2019, pages 115– 403
124. 404

5

https://doi.org/10.18653/v1/2021.eacl-main.60


Ramesh Nallapati, Bowen Zhou, Caglar Gulcehre, Bing405
Xiang, and 1 others. 2016. Abstractive text summa-406
rization using sequence-to-sequence rnns and beyond.407
arXiv preprint arXiv:1602.06023.408

Thanh-Tung Nguyen, Xuan-Phi Nguyen, Shafiq Joty,409
and Xiaoli Li. 2021. Rst parsing from scratch. arXiv410
preprint arXiv:2105.10861.411

Martial Pastor and Nelleke Oostdijk. 2024. Signals as412
features: Predicting error/success in rhetorical struc-413
ture parsing. In Proceedings of the 5th Workshop414
on Computational Approaches to Discourse (CODI415
2024), pages 139–148.416

Sara Shahmohammadi and Manfred Stede. 2024. Dis-417
course parsing for german with new rst corpora. In418
Proceedings of the 20th Conference on Natural Lan-419
guage Processing (KONVENS 2024), pages 65–74.420

Radu Soricut and Daniel Marcu. 2003. Sentence level421
discourse parsing using syntactic and lexical informa-422
tion. In Proceedings of the 2003 Human Language423
Technology Conference of the North American Chap-424
ter of the Association for Computational Linguistics,425
pages 228–235.426

Yizhong Wang, Sujian Li, and Jingfeng Yang. 2018. To-427
ward fast and accurate neural discourse segmentation.428
arXiv preprint arXiv:1808.09147.429

Zhilin Yang, Zihang Dai, Yiming Yang, Jaime Car-430
bonell, Ruslan Salakhutdinov, and Quoc V. Le. 2020.431
Xlnet: Generalized autoregressive pretraining for lan-432
guage understanding. Preprint, arXiv:1906.08237.433

Nan Yu, Meishan Zhang, and Guohong Fu. 2018a.434
Transition-based neural rst parsing with implicit syn-435
tax features. In Proceedings of the 27th International436
Conference on Computational Linguistics, pages 559–437
570.438

Nan Yu, Meishan Zhang, and Guohong Fu. 2018b.439
Transition-based neural rst parsing with implicit syn-440
tax features. In Proceedings of the 27th International441
Conference on Computational Linguistics, pages 559–442
570.443

Nan Yu, Meishan Zhang, Guohong Fu, and Min Zhang.444
2022. Rst discourse parsing with second-stage edu-445
level pre-training. In Proceedings of the 60th Annual446
Meeting of the Association for Computational Lin-447
guistics (Volume 1: Long Papers), pages 4269–4280.448

Longyin Zhang, Fang Kong, and Guodong Zhou. 2021a.449
Adversarial learning for discourse rhetorical structure450
parsing. In Proceedings of the 59th Annual Meet-451
ing of the Association for Computational Linguistics452
and the 11th International Joint Conference on Natu-453
ral Language Processing (Volume 1: Long Papers),454
pages 3946–3957, Online. Association for Computa-455
tional Linguistics.456

Longyin Zhang, Fang Kong, and Guodong Zhou. 2021b.457
Adversarial learning for discourse rhetorical structure458

parsing. In Proceedings of the 59th Annual Meet- 459
ing of the Association for Computational Linguistics 460
and the 11th International Joint Conference on Natu- 461
ral Language Processing (Volume 1: Long Papers), 462
pages 3946–3957. 463

Longyin Zhang, Yuqing Xing, Fang Kong, Peifeng Li, 464
and Guodong Zhou. 2020. A top-down neural archi- 465
tecture towards text-level parsing of discourse rhetor- 466
ical structure. arXiv preprint arXiv:2005.02680. 467

6

https://arxiv.org/abs/1906.08237
https://arxiv.org/abs/1906.08237
https://arxiv.org/abs/1906.08237
https://doi.org/10.18653/v1/2021.acl-long.305
https://doi.org/10.18653/v1/2021.acl-long.305
https://doi.org/10.18653/v1/2021.acl-long.305

	Introduction
	Related work
	EDU Segmentation Using Random Forests (ESURF)
	Experiments
	Datasets
	ESURF on CNN/DailyMail and RST-DT Datasets
	 RST Parsing Using ESURF

	Conclusion and Future Work
	Limitation

