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Abstract

Hallucination is a common problem for Large Vision-
Language Models (LVLMs) with long generations which is
difficult to eradicate. The generation with hallucinations is
partially inconsistent with the image content. To mitigate hal-
lucination, current studies either focus on the process of model
inference or the results of model generation, but the solutions
they design sometimes do not deal appropriately with vari-
ous types of queries and the hallucinations of the generations
about these queries. To accurately deal with various halluci-
nations, we present a zero-shot unified framework, Dentist,
for hallucination mitigation. The core step is to first classify
the queries, then perform different processes of hallucination
mitigation based on the classification result, just like a dentist
first observes the teeth and then makes a plan. In a simple
deployment, Dentist can classify queries as perception or rea-
soning and easily mitigate hallucinations in answers which
has been demonstrated in our experiments. On MMbench,
we achieved a 13.44%/10.2%/15.8% improvement on Image
Quality, a Coarse Perception visual question answering (VQA)
task, over the baseline InstructBLIP/LLaVA/Visual GLM. Our
source code will be released on GitHub.

1 Introduction

Hallucination in Large Vision-Language Models
(LVLMs) is a critical issue [1], which manifests as
the model’s generated content partially deviating
from the actual content of the image. For example,
LVLMs inaccurately identify characters’ actions
and misinterpret relationships between characters,
as illustrated in Fig. 1. Such inaccuracies can
lead to misinformation, potentially degrading the
user experience and misleading individuals. This
issue underscores the necessity for ongoing im-
provements to enhance the reliability and accuracy
of LVLMs, mitigating the risk of hallucinations and
their consequent misinformation.

To tackle the above challenge, existing work ei-
ther focuses on optimizing the training data and the
parameters of the existing model, or correcting the
hallucinations during the generation stage without
model update. The former collects high-quality
training data, such as adding negative instances
to the training data to avoid overconfidence in the
model. The latter mainly utilize the information
from the model generation to design methods to

Please describe this image.

.

The image features a man and a young girl
standing close to each other. The girl hugs
the man from behind.

What is their relationship?

They have a harmonious relationship in the
picture. Considering their age, they may be
a father and daughter.

.

Figure 1: An example image of hallucination. The
generation of the model is partially inconsistent with
the image, which we call perception hallucination and
reasoning hallucination respectively.

detect hallucinations and eliminate them. For ex-
ample, Woodpecker [2] extracts main objects from
the generated response from LVLMs and get their
bounding boxes. The hallucinations in the response
are corrected with the bounding boxes as evidence.
Similarly, HalluciDoctor [3] makes the description-
oriented answer chunks extraction and formulates
corresponding questions, uses answers for these
questions which are gathered from various MLLMs
to do the consistency cross-checking and remove
hallucinations. However, the above methods have a
common problem, that is, when faced with diverse
model outputs, a set of verification methods may
sometimes be inappropriate and ineffective. For
example, the effect of a method that uses object
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Please describe this image.

The image features a entirely bare tree standing
in a grassy field. The field is full of weeds and
flowers. The sun is setting behind the tree,
casting a warm glow on the landscape.

The image features a bare tree standing in a

grassy field. The field is full of weeds. The sun (
is setting behind the tree, casting a warm glow

on the landscape.

&

@)

What's the relationship between these two
creatures?

The relationship between the two creatures can
be described as a predator-prey relationship.

The relationship between the two creatures, a
lion and a leopard, can be described as a
competitive relationship .

So

Figure 2: Example images of our hallucination mitigation. The part of the generation that conflicts with the content

of the picture has been corrected.

detection on pictures to verify whether the object
in the answer exists will be reduced when the query
is the reasoning type.

In order to solve this problem, we propose a
zero-shot unified framework for all kinds of hallu-
cination mitigation. As shown in Fig. 2, regardless
of whether it is a descriptive answer or a logical
reasoning answer, any part of the answer that does
not match the content of the picture will be cor-
rected by our framework Dentist. Specifically, the
framework we proposed is a verification cycle, and
each cycle is divided into two core steps: (1) Query
classification divides the query into two categories:
perception and reasoning. As shown in Fig. 1, We
abstract these two situations into two hallucination
categories, namely perception hallucination and
reasoning hallucination, corresponds to the two
categories of queries. The former is manifested
by incorrectly describing image content in model
generation, such as errors when describing object
attributes, while the latter refers to the model pro-
ducing fallacies in logical reasoning answers. (2)
Differential processing makes the mitigation based
on the classification. The generation for the per-
ception query will be verified by the sub-questions,
while the generation for the reasoning query will be
verified with the help of Chain-of-Thought (CoT).
To ensure that hallucinations are mitigated as much

as possible, the above verification cycle will loop
until the revised generation no longer changes sig-
nificantly or the loop limit is reached.

We completed quantitative experiments on MM-
bench [4] and LLaVA-QA90 [5] using three mod-
els: InstructBLIP [6], VisualGLM [7, 8] and
LLaVA [5], respectively, to test the effectiveness
of our proposed method. Our method demonstrates
the effectiveness and superiority in many visual
language tasks, and promotes the performance of
the baseline models. In particular, in the experi-
ment, we achieve a 13.44%/10.2%/15.8% improve-
ment in the visual language task of Image Qual-
ity, compared with the baseline model Instruct-
BLIP/LLaVA/VisualGLM.

Our main contributions are summarized as fol-
lows: (1) We propose a zero-shot unified frame-
work called Dentist for hallucination classification
and mitigation. To the best of our knowledge, we
are the first to distinguish treatment based on clas-
sification of hallucinations and moreover use a vali-
dation cycle for complete removal of hallucinations.
(2) Our unified framework is easily integrated into
various LVLMs. The clear design of the framework
also provides convenience for new classifications
and treatments to access the framework. (3) We
comprehensively evaluated our method on MM-
bench and LLaVA-QA90 with a detailed superior-



ity analysis.
2 Related Work

2.1 Large Vision-Language Model

Inspired by the success of Large Language Mod-
els (LLMs) in zero-shot / few-shot learning [9, 10],
the multimodal learning community shifted re-
search attention to LVLMs. LVLMs mainly use
the cross-modality aligner to connect the visual
encoder (such as CLIP [11]) and LLMs (such as
LLaMA [12]) to tackle vision-language tasks. For
example, LLaVA [5] connects a vision encoder and
a LLLM for general-purpose visual and language
understanding, suggesting practical tips for build-
ing a general-purpose visual agent. Meanwhile,
InstructBLIP [6] introduce an instruction-aware
Query Transformer which extracts visual features
from the output embeddings of the frozen image en-
coder, and feeds the visual features as soft prompt
input to the frozen LLM. In addition, VisualGLM
[7, 8] use Qformer [13] which builds a bridge be-
tween the visual model and the language model.
Though these above LVLMs have powerful visual
language understanding ability on the generation
task, sometimes their outputs still contain halluci-
nations that need to be corrected.

2.2 Hallucination

With the progress of research on LVLMs, the
problem of hallucination has gradually been ex-
posed, and it has attracted more and more at-
tention. Research around hallucination focuses
on three aspects: detecting [14, 15], mitigating
[16, 17, 18, 2, 3], and evaluating hallucinations
[1, 19]. In this paper, we mainly focus on hallu-
cination mitigation. Previous works on hallucina-
tion mitigation can be divided into two categories:
model inference optimization and model genera-
tion verification. The first category focuses on the
process of the training and inference of the LVLMs.
Ever [16] points out that mitigating hallucinations
in real time during model inference is more appro-
priate than generating corrections from the model
outputs, as the latter is subject to snowballing ef-
fects. VIGC [18] uses an iterative method to con-
catenate the short sentences generated each time,
and ensures accuracy by controlling the length of
the generation. On the other hand, the second cat-
egory focuses on the aspect of the generation of
LVLMs, designing methods to obtain hallucina-
tion information from the output of the model and

do the mitigation. For example, Woodpecker [2]
makes the question formulation and visual knowl-
edge validation base on the keywords which are
extracted from the output of the model and hires an
LLM to modify the hallucinations in the generated
responses.

Despite the success of the existing method, they
overlook the diversity of hallucinations which re-
sults in a fixed hallucination elimination method
that cannot be applied to all hallucination situations
well. To solve this problem, we propose a zero-shot
unified framework for mitigating hallucinations,
the core step of which is to classify hallucinations
caused by different queries.

3 Method

Existing hallucination elimination methods cannot
handle all types of queries well. In order to solve
this problem, our objective is to propose a zero-
shot unified framework for hallucination mitigation.
The difficulty lies in how to classify various queries
and provide appropriate processing methods for the
hallucinations caused by different types of queries.
We divide the entire framework into three major
sections: query classification(Sec. 3.1), differential
processing(Sec. 3.2), and Validation Cycle (Sec.
3.3). The differential processing section is further
divided into perception processing(Sec. 3.2.1) and
reasoning processing(Sec. 3.2.2).

Fig. 3 is the overall block diagram including
the above sections. Later in each section we will
elaborate on our method.

3.1 Query Classification

Since we are committed to mitigating the halluci-
nations obtained by various types of queries in a
targeted manner, we need a suitable classification
standard to classify queries into several major cate-
gories and then handle them differently. Consider-
ing that when classifying queries, we need to sim-
plify the classification as much as possible while
retaining the fine-grainedness of the classification,
we reviewed a large number of LVLMs benchmark
papers. In the end, we think it is appropriate to di-
vide the query into two categories: perception and
reasoning [4]. This classification method covers
almost all queries and is sufficiently fine-grained
while having few types. The perception query fea-
ture mainly requires the model to have the ability
to perceive visual features, such as attribute recog-
nition, scene description, etc. The hallucinations
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Figure 3: An overview of the proposed method. The core point is to customize different methods of mitigating
hallucinations by classifying the query. The reasoning section is used to mitigate the hallucinations caused by
reasoning queries, while the perception section is used to mitigate the hallucinations caused by descriptive queries.

caused by this type of queries can be effectively
alleviated through visual methods. The reasoning
query mainly tests the understanding and reasoning
ability of the model and it’s hallucinations should
be mitigating by other appropriate method such as
CoT.

We employ ChatGPT to complete query classi-
fication through the prompt. The prompt template
used for classification is shown in Appendix A.1.

3.2 Differential Processing

After query classification, the model generation
for perception or reasoning queries need to be
processed differently. To deal with the percep-
tion query, we need to generate verification sub-
questions based on the original query and the orig-
inal answer with hallucinations generated by the
LVLMs. The model answers these sub-questions
to obtain sub-answers, and finally aggregates this
answers to form the output with less hallucinations.
Refer to section Sec. 3.2.1 for specific steps.

For reasoning query, model output does not nec-
essarily give the inference process, and it is difficult
to deal with the reasoning problem by raising ver-
ification sub-problems like what we have done to
perception query. In response to this situation, the
method we propose is to use the CoT. Refer to
section Sec. 3.2.2 for specific steps.

3.2.1 Perception Processing

LVLMs is prone to hallucinations when generat-
ing long descriptive texts [20]. This exactly corre-
sponds to the situation of perception queries. We
were inspired that when the long answer to percep-
tion queries contains hallucinations, we can split
the long answer into short sentences and design
verification sub-questions based on the key points
in the sentences. After generating verification sub-
questions, these sub-questions are fed to LVLMs
along with the original image, and the verification
sub-answers are obtained from LVLMs.

It is worth mentioning that the LVLMs we used
for generating the sub-answers are just the original
model which has hallucinations need to be revise. It
can probably be replaced with any visual question
answering (VQA) model, but would be accompa-
nied by the suspicion of using a better model for
better work. To demonstrate the ability of our ap-
proach to mitigate hallucinations rather than the
ability of the rectified models, we chose to use the
original LVLMs.

The final step is to aggregate the sub-answers
and correct the errors caused by hallucinations.
For the original answer and the verification sub-
answers, we consider the latter to be the ground
truth. So the way to aggregate answers is to find the
contradiction between the two answers and replace



them with the corresponding contents of ground-
truth sub-answers.

In order to automatically implement the above
two steps, we use prompt to hire ChatGPT to com-
plete the process of generating sub-questions and
aggregating sub-answers. Refer to Appendix A.2
for the prompt template used for generating sub-
questions and Appendix A.3 for the prompt tem-
plate used for aggregating sub-answers.

3.2.2 Reasoning Processing

The answers generated by the model from reason-
ing queries are not as straightforward as the an-
swers to perception questions. The details of visual
perception and logical reasoning based on the per-
ception are easily hidden and only the reasoning
results are output. Therefore, the method of the
perception section is no longer applicable. In or-
der to solve this problem, we use the CoT prompt
method to obtain the answer which contains more
reasoning details. Add "Let’s think step by step” to
the start of the original query to do the CoT and use
ChatGPT by prompt to obtain the revised answer.
Refer to Appendix A.4 for the prompt template.

3.3 Validation Cycle

After the above steps, we have obtained the pre-
liminary verified answer which may still contain
hallucinations that have not been eliminated be-
cause of the imperfections of the verification sub-
questions generation. In order to solve this prob-
lem, we propose to regard the entire verification
framework as a repeated block in the verification
cycle chain. The verified answer is treated as the
original answer and re-verified. The difficulty of
loop verification is how to judge when the halluci-
nations in the answer has been completely removed
so the loop can be stopped. We believe that if and
only if the verified answer does not change signif-
icantly after a new round of verification, it means
that all the hallucinations that can be eliminated
have been eliminated. On the other hand, if the
answer still changes significantly after a specific
number of rounds of verification, we believe that
there is a snowball error phenomenon in the veri-
fication cycle. We will stop the loop and use only
the answer from the first verification as the final
revised answer. Regarding automatically determin-
ing whether the answer is no longer changing, we
use a prompt to make ChatGPT automatically com-
plete it instead of manual work. Refer to Appendix
A.5 for the prompt template.

4 Experiment

In this section, we present the experiment details,
including experiment settings and result analysis.

4.1 Experiment Settings

Dataset. MMBench is a novel multi-modality
benchmark, which develops a fine-grained ability
assessment for LVLMs. The MMBench evalua-
tion standard is divided into three levels. The L-1
ability dimension incorporates Perception and Rea-
soning, L-2 ability dimension consists of Coarse
Perception, Fine-grained, etc. and L-3 ability di-
mension covers Image Style, Image Scene, Image
Emotion, etc. We conduct experiments under the
setting of the L-3 level abilities, which achieve the
most fine-grained evaluation.

LLaVA-QA90 is also a dataset used to evaluate

LVLMs. LLaVA-QA90 contains 90 VQA tasks and
30 images taken from COCO Val 2014 [21]. To
evaluate the generated response, we feed the query,
image, and model response to GPT-4V [22] to get
a score of a scale of 1 to 10. The prompt template
is available in Appendix A.7
Baselines. We select 3 currently mainstream
LVLMs as our baseline models, including Instruct-
BLIP, LLaVA, and VisualGLM.
Implementation Details. We utilize GPT-3.5-
turbo [23] to assist in keyword extraction, sub-
question generation, validation cycle, and verifica-
tion answer integration. Experiments have proven
that GPT-3.5-turbo can tackle these tasks. On MM-
Bench, we set the experiment rounds to 2: (1) In
the first round of evaluation, we have the model
generate raw predictions according to MMBench’s
evaluation rules and submit them to MMBench'’s of-
ficial platform to obtain various accuracy rates; (2)
In the second round of evaluation, based on the orig-
inal prediction of the model, query classification,
different verification processes and answer integra-
tion are carried out using GPT-3.5-turbo (specific
details can be found in Section 3). Similarly, we
upload the results of the second round of evaluation
to the official MMBench platform to obtain various
accuracy rates; (3) Finally, we jointly analyze the
results of two rounds of evaluation to demonstrate
the effectiveness and superiority of Dentist .

4.2 Experiment Results

Results on MMBench. The results on MMBench
are summarized in Tab. 1. From this table, we have
several observations. (1) The largest accuracy im-



LVLM InstructBLIP-7B LLaVA-V1.5-7B VisualGLM-6B
L-3 Ability Baseline Dentist Baseline Dentist Baseline Dentist
Action Recognition 58.45% 57.45% 87.5% 85.2% 352% 38.6%
Attribute Comparison 2.56% 2.56% 21.2% 25.8% 8.8% 10.8%
Attribute Recognition 46.46% 51.41% 66.7% 70.6% 40.0% 43.7%
Celebrity Recognition 40.79% 49.15% 60.2% 68.6% 52.5% 55.2%
Function Reasoning 46.22% 49.62% 74.5% 77.8% 44.9% 50.6%
Future Prediction 46.67% 55.0% 43.1% 52.1% 21.6% 31.0%
Identity Reasoning 68.29% 68.29% 86.6% 86.6% 81.7% 88.4%
Image Emotion 32.7% 41.31% 67.5% 76.4% 41.7% 50.6%
Image Quality 0.00% 10.58% 0.00% 10.2% 0.00% 15.6%
Image Scene 58.13% 60.31% 853% 88.3% 68.5% 70.3%
Image Style 38.82% 37.05% 58.8% 55.3% 30.6% 35.8%
Image Topic 60.0% 60.0% 97.6% 96.4% 529% 50.2%
Nature Relation 22.22% 27.28% 38.3% 38.3% 24.7% 30.6%
OCR 51.90% 58.57% 70.1% 78.3% 41.6% 43.6%
Object Localization 390% 14.42% 16.3% 11.54% 8.6% 10.9%
Physical Property Reasoning 21.0% 21.9% 55.0% 50.0% 26.0% 30.3%
Physical Relation 11.30% 17.3% 28.85% 28.85% 3.80% 9.60%
Social Relation 27.58% 41.02% 62.8% 69.6% 46.2% 45.3%
Spatial Relationship 11.11% 8.64% 11.11% 15.33% 7.30% 10.9%
Structuralized - Image-Text | 5 )0 ¢ g7, 11.89% 10.9% 39%  5.0%
Understanding
Overall 33.9% 36.9% 51.0% 54.8% 32.0% 36.35%

Table 1: Results on MMBench. Dentist denotes the performance after the hallucination is corrected by our
verification method. The performance is measured by accuracy, where the better performance for each partition is

highlighted in bold.

provement among the three LVLMs exceeds 15.6%,
showing that Dentist have excellent correction ef-
fects, making obvious improvements in various
metrics for the baselines. (2) Dentist performs out-
standingly in Image Emotion, Image Quality, Fu-
ture Prediction, Attribute Recognition, etc., which
indicates that Dentist is capable of mitigating hal-
lucination in coarse perception, fine-grained per-
ception and logic reasoning. (3) Among all met-
rics, Image Quality shows the highest improvement,
which indicates that dentist is particularly effective
for hallucinations in such problems.

Results on LLaVA-QA90. If manual verifica-
tion is required, the evaluation on LLaVA-QA90
is labor-intensive and somewhat subjective. There-
fore, it is necessary to use a powerful evalua-
tion tool to ensure consistency in evaluation stan-
dards while also possessing strong visual language
task answering and instruction following abili-
ties. Therefore, we consider utilizing the powerful
LVLM, GPT-4V. Specifically, we involve GPT-4V

in scoring and evaluating model responses by set-
ting appropriate prompt words. We have designed
the following three metrics:

* Accuracy: how accurate is the model response
about the image content.

* Detail description: level of details of the re-
sponses.

* Complex Reasoning: whether the reasoning
content of response is reasonable.

Tab. 2 shows the results. Obviously, equipped
with our verification method, the models’ perfor-
mance has been comprehensively improved across
the three metrics. On average, there is an improve-
ment of over 0.5 points (relative improvement ex-
ceeding 13.6%). This indicates that Dentist not
only improves the accuracy of LVLMs in describ-
ing image content, but also promotes the detail of
image description and the rationality of inference
content.



LVLM Accuracy Detail description Complex reasoning
InstructBLIP %‘ssgste 7.0?;;50'5) 5.54(1;90_6) 4,34(1430.5)
v B 00 e artn

Table 2: Results on LLaVA-QA90. The accuracy detail description and complex reasoning metrics are on a scale of
10, and a higher score indicates the better performance.The better performance for each partition is highlighted in

bold.

Query: Provide a description of ChatGPT Classification
the given image. W

Sub-Q&A Verification

Q: What kind of fruit is in the
picture?
A: Apple.

Q: How many apples are there in
the picture?
A: There are three apples in the

bttty 111 picture.
BAELZELE
Q: Do these apples look fresh
Answer: There are three apples in the picture?
in the picture, they look fresh. A: Yes, they look fresh.

U

Revised Answer:
There are three apples in the
picture, they look fresh.

Query: What's the profession of } ChatGPT Classification

the people in this picture? Reasoning

CoT Generation

[ Prompt: Let’ s think step by step.J

Answer: The man in the picture
is holding tools and there are
many flowers and plants around
him. So the profession of the
man in the picture is a gardener.

Answer: The profession of the }

man in the picture is a farmer.

&

Revised Answer:

The man in the picture is holding tools and
there are many flowers and plants around
him. The profession of the man in the
picture is a gardener.

Figure 4: Examples of verification.

4.3 Ablation Studies

To explore the effect of the query classification and
validation cycle, we conduct ablation studies in this
section.

Variants Perception Reasoning
Accuracy Accuracy
Baseline 33.74% 31.15%
Dentist 37.62% 35.92%
Dentist/N 34.86% 32.73%
Dentist/P 38.94% 25.48%
Dentist/R 28.34% 38.44%

Table 3: Results on MMBench with different variants
of InstructBLIP. For more comprehensive evaluation
results on LLaVA and VisualGLM, please refer to the
Appendix A.8

Query Classification. We study three different
variants and evaluate their performance on MM-
Bench. (1) Dentist /N: we disable the query clas-
sification module of Dentist ; (2) Dentist /P: we
classify all queries into perception for verification;
(3) Dentist /R: we classify all queries into reason-

ing for verification;

Tab. 3 shows the results of InstructBLIP. We can
see that: (1) If query classification is not performed
and verification is performed directly (Dentist /N),
the accuracy is not much higher than the baseline,
and in some cases there is even a problem of re-
duced accuracy. Because at this point, the way
Dentist corrects the model’s answers is completely
random, which largely depends on the performance
and habits of GPT-3.5-turbo: it can be seen that
the perception accuracy may not differ much from
the baseline, or slightly higher than the baseline,
while the reasoning accuracy may decrease. This
is because the query classification module tends to
treat the problem as perception for processing. (2)
If all queries are classified into perception (Dentist
/P), it can be seen that the perception accuracy is
greatly improved, while the reasoning accuracy is
greatly attenuated. This is because Dentist also
verifies the reasoning problem as perception, so
the verification method is not appropriate, resulting
in a decrease in accuracy; (3) In the same way, if
all problems are classified as reasoning (Dentist



/R), the reasoning accuracy is greatly improved,
and correspondingly, the perception accuracy is re-
duced; (4) It can also be found that the perception
accuracy of Dentist /P may even be slightly higher
than that of Dentist . We speculate that this is due
to the misjudgment by GPT-3.5-turbo when clas-
sifying queries, such as mistakenly categorizing a
very small number of perception queries as reason-
ing, while Dentist /P precisely corrects this part of
the misjudged perception queries. The same goes
for reasoning queries.

Validation Cycle. Validation cycle is also a
component that we need to study. We conduct
additional experiments by varying the number of
validation cycles in our framework and evaluating
it on MMBench to demonstrate its effectiveness.
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Figure 5: Results of validation cycle

Fig. 5 shows the results. We can see that when
the number of validation cycle is small, there is
a slight improvement in accuracy as the number
of loops increases. However, when the number of
cycles is large, the accuracy actually decrease as
the number of cycles increases. We separately take
out one of the cases for observation and found that
when the number of cycles is large, the output of
the LVLM and GPT gradually become chaotic and
uncontrollable, which may lead to an avalanche
of decrease in the accuracy of the model when
the number of cycles is large enough. Therefore,
we conclude that validation cycle is effective, but
special attention needs to be paid to limiting its
frequency. When the model answer matches the
validation answer, it is important to exit the loop
validation in a timely manner.

4.4 Case Study

We provide two testing examples in Figure 4 to
conduct qualitative analysis. It is obvious from the
above example that:

In the first example, Dentist classifies the query
as "Perception”. Then, Dentist answers the sub-
questions one by one. The verification answer gen-
erated by Dentist is consistent with the original
output of the model. Hence, the response of the
model is faithful and we adopt it as the final answer.

In the second example, Dentist classifies the
query as "Reasoning" and refines the hallucinated
answer according to the content of the CoT and the
original output of the model. Dentist catches some
conflicting contents between original answer and
verified answer, so it enters validation cycle mod-
ule until the verified answer does not change sig-
nificantly after a new round of verification, hence
obtains the final answer.

4.5 Performance Visualization

80 % InstructBLIP(Ours) LLaVA(Ours) 80
% VisualGLM(Ours) W InstructBLIP(Baseline)
70 LLaVA(Baseline) M VisualGLM(Baseline) 70
60 60
50 50
>
[$)
§40 40
=
830 30
<
20 20

10
0

Future Prediction Attribute Recognition

Image Emotion

Image Quality

Figure 6: Four typical tasks on MMBench cover Per-
ception and Reasoning. This figure reflects the improve-
ment Dentist has brought to the baseline models.

Fig. 6 shows the performance differences of
the baseline InstructBLIP/LLaVA/Visual GLM in
Image Emotion, Image Quality, Future Prediction
and Attribute Recognition and verified by Dentist.
For more comprehensive performance visualization
analysis, please refer to the Appendix A.6.

5 Conclusion

In this work, we propose a unified zero-shot frame-
work for hallucination classification and mitiga-
tion. We are the first to distinguish treatment based
on the classification of hallucinations and use a
validation cycle for the removal of hallucinations.
Our framework has a clear design which is eas-
ily integrated into various LVLMs, and provides
convenience for new classifications and treatments
to integrate into the framework. To evaluate the
effectiveness of our framework, we conduct a ex-
periment on three models on MMbench.



Limitations

This study acknowledges limitation in the Den-
tist framework. When performing verification, we
take the answer to the verification question as the
ground truth which actually may still contain hallu-
cinations. In addition, our Chain-of-Though (CoT)
is relatively simple.
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A Appendix

In this section, we will display all prompt templates
used in this framework. All the following prompt
templates are used in GPT-3.5-turbo [23].

A.1 Query Classification

The prompt template is in Fig. 7.

A.2 Sub-questions Generation

The prompt template is in Fig. 8.

A.3 Sub-answers Aggregation
The prompt template is in Fig. 9.

A4 CoT Verification
The prompt template is in Fig. 10.

A.5 Verification Cycle
The prompt template is in Fig. 11.

A.6 Results on MMBench

The results on MMBench are in Fig. 13, Fig. 14
and Fig. 15.

A.7 Prompt for GPT-4V-aided evaluation.
The prompt template for GPT-4V-aided evaluation
is in Fig. 12

A.8 Results of ablation study

The results of LLaVA and VisualGLM are in Table
4 and Table 5.

10



Variants  Perception Accuracy Reasoning Accuracy

Baseline 53.52% 50.13%

Dentist 56.83% 51.77%
Dentist/N 54.39% 48.76%
Dentist/P 57.90% 42.63%
Dentist/R 50.43% 52.11%

Table 4: Results on MMBench with different variants of LLaVA

Role:
You are now one of my question classification assistants.
Please help me classify the question into two categories: perception or reasoning(binary classification).

Rules:
1.The classification result is only "perception” or "reasoning”. Choose one of the two to output.

2.If the question focuses on perception ability, answer "perception”; if the question focuses on logical
reasoning ability, answer "reasoning".
3.Don't answer anything else, your answer can only contain "perception” or "reasoning".

Examples:
1.my input: “How many people are there in this picture?"
your answer: "perception”

2.my input: "The person in the picture may do what soon?"
your answer: "reasoning “
{add more examples}
Now please classify the following question according to the example and then answer "perception” or

"reasoning":

Figure 7: Prompt template for classification
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Role:
You are my language assistant for generating sub-questions.
Please generate sub-questions to verify the caption of the picture based on QA-examples below.

Rules:

1.The number of sub-questions cannot exceed three.

2.Extract keywords such as objects, quantities, and locations to generate sub-questions.
3.Each sub-question should have a different focus.

4.Don't ask repeated questions in different sub-questions.

5.If my input contains multiple choice questions, please generate sub-questions based on the
question, options and answers.

Examples:

1.my input:

"Question: Write a detailed description for this picture.

Answer: The picture shows a man standing on the back of the yellow taxi, with a yellow shirt and black
pants, and a blue backpack on his back. The taxi is driving on a city street with cars and taxis in the
background."

sub-questions you generated:

"1.Is there a man standing on the back of a taxi in this picture?

2.What color are the T-shirt and pants that man wear?

3.What's in the background? "

{add more examples}

Now please generate verification sub-questions based on my input below:

Figure 8: Prompt template for generating sub-questions

Variants  Perception Accuracy Reasoning Accuracy

Baseline 32.31% 31.60%

Dentist 36.35% 36.35%
Dentist/N 35.06% 28.73%
Dentist/P 37.83% 22.60%
Dentist/R 28.26% 37.60%

Table 5: Results on MMBench with different variants of VisualGLM
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Role:

You are my language assistant for correcting or remaining my passage.

Below is a passage and some Q&A pairs. You need to modify the passage or just keep it unchanged
based on the Q&A pairs.

Rules:

1.The information provided by the Q&A pairs is the ground truth, and the information in the passage
may contain errors.

2.If the passage conflict with the Q&A pairs, find them and correct the passage based on the Q&A
pairs. Try to make minimal changes to retain the original sentence. Then give me the passage which
have been corrected by you.

3.If the passage has no confliction with the Q&A pairs, just keep the original passage and give me that.
4.At any time your output should only be a passage.

Examples:

1.Passage:"There are two apples in the picture, they look stale.”

Q&A pairs:

Q:How many apples are there in the picture? A:There are three apples in the picture.
Q:Do these apples look fresh in the picture? A:No, they look stale.

Your output:"There are three apples in the picture, they look stale."

{add more examples}

Now | give you the passage and some Q&A pairs, please follow the examples and give me the
passage you modified:

Figure 9: Prompt template for aggregating sub-answers to form the output after alleviating the hallucination

Role:

You are my language assistant for correcting or remaining my passage.

Below are two passages.

Rules:

1.The second passage is the ground truth, the first passage may contain some errors.

2.If the first passage conflict with the second passage, find them and correct the first passage based
on the second passage. Try to make minimal changes to retain the original sentence. Then give me
the first passage which has been corrected by you.

3.If the first passage has no confliction with the second passage, just remain the first passage and give
me that.

4.At any time your output should only be a passage.

Examples:

1.The first passage: " The profession of the man in the picture is a farmer.”

The second passage: "The man in the picture is holding tools and there are many flowers and plants around
him. So the profession of the man in the picture is a gardener.”

Your output: "The profession of the man in the picture is a gardener."

{add more examples}

Now | give you two passages, please follow the rules and examples and give me your output:

Figure 10: Prompt template for CoT verification
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Role:
You are my language assistant for determining whether there is a conflict between two passages.

Rules:

1.Below are two passages.

2.If there is conflicting content between the two passages, you should answer "yes"
3.If there is no conflicting content between the two passages, you should answer "no"
4.At any time You can only answer yes or no.

Examples:

1.Passage 1: "There are two apples in the picture, they look stale."
Passage 2: "There are three apples in the picture, they look stale.”
Your answer: "yes"

{add more examples}

Now | give you two passages, please follow the examples and give me your answer about whether
there is a conflict between two passages.

Figure 11: Prompt template for judging when the validation cycle can be stopped

You are my scoring assistant. You need to score two passages describing the picture based on the
content of the picture.

What you need to pay special attention to is the hallucination, which refers to the conflict between the
content of the passages and the content of the picture.

For example, the passage incorrectly describes the shape or color of the object in the picture, or
makes wrong inferences based on the content of the picture.

Please rate the two passages on a scale of 1 to 10, where a higher score indicates better performance,
according to the following criteria:

1. Accuracy: Refers to whether the description of the picture by the passage is accurate. Passages with
fewer hallucinations should be given higher scores.

2. Detail description: Refers to whether the description of the picture is detailed in the passage. Note
that descriptions with hallucinations are not counted. Passages with more details should be given
higher scores.

3. Complex reasoning: Refers to whether the logical reasoning made by the passage based on the
picture content is complex and reasonable. Note that the logical reasoning with hallucinations are not
counted. Passages with more logical reasoning should be given higher scores.

Please output a single line for each criterion, containing only two values indicating the scores for
Passage 1 and 2, respectively.

The two scores are separated by a space. Following the scores, please provide an explanation of your
evaluation, avoiding any potential bias and ensuring that the order in which the responses were
presented does not affect your judgment.

Passage 1:
{Original Answer}

Passage 2:
{Revised Answer}

Figure 12: Prompt template for GPT-4V-aided evaluation
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Figure 13: Results of InstructBLIP(Baseline and ours) across the 20 ability dimensions defined in MMBench. The
blue area is the result of the baseline, and the red area is ours. See the legend. From this figure, we can intuitively
see that our method can enhance the performance of baseline in terms of Image Impression, Image Quality and

Future Prediction, etc. For more comprehensive evaluation results on LLaVA and VisualGLM, please refer to Fig.14
and Fig.15
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Figure 14: Results of LLaVA on MMBench.
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