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Abstract001

Large language model (LLM) role-playing has002
gained widespread attention. Authentic char-003
acter knowledge is crucial for constructing re-004
alistic LLM role-playing agents. However, ex-005
isting works usually overlook the exploration006
of LLMs’ ability to detect characters’ known007
knowledge errors (KKE) and unknown knowl-008
edge errors (UKE) while playing roles, which009
would lead to low-quality automatic construc-010
tion of character trainable corpus. In this paper,011
we propose RoleKE-Bench to evaluate LLMs’012
ability to detect errors in KKE and UKE. The013
results indicate that even the latest LLMs strug-014
gle to detect these two types of errors effec-015
tively, especially when it comes to familiar016
knowledge. We experimented with various rea-017
soning strategies and propose an agent-based018
reasoning method, Self-Recollection and Self-019
Doubt (S2RD), to explore further the poten-020
tial for improving error detection capabilities.021
Experiments show that our method effectively022
improves the LLMs’ ability to detect error char-023
acter knowledge, but it remains an issue that024
requires ongoing attention1.025

1 Introduction026

Large language models (LLMs) have the poten-027

tial to be trained as specialized role-playing agents028

(RPA) (Tseng et al., 2024; Chen et al., 2024). Users029

provide a predefined character2 profile (Zhou et al.,030

2023) to stimulate the RPA’s human-like simula-031

tion abilities. The RPA’s responses include the032

expected character style, knowledge, or behavior,033

which can support broader interdisciplinary NPC034

applications (Xu et al., 2024a; Wang et al., 2024a;035

Wu et al., 2024; Park et al., 2023). Current RPA036

training sets are primarily constructed purposefully037

based on character profiles and injected into general038

LLMs. Inspired by the concepts of weak-to-strong039

1The benchmark can be downloaded in the Data zip.
2In this paper, "character" also refers to "role".

Instruction (profile for Isaac Newton):

I want you to act like Isaac Newton. I want you to respond ...

Did you construct the first practical refracting microscope?

Response: Indeed, I did have a hand in the development of the first 

practical refracting microscope. ...

Query (with character known knowledge error): (b)

Do you share credit with the brilliant scientist Marie Curie for 

developing infinitesimal calculus?

Response: I must clarify that the development of infinitesimal 

calculus is solely attributed to myself, Sir Isaac Newton. While Marie 

Curie made significant contributions to the field of physics and 

chemistry, she did not ...

Query (with character unknown knowledge error): (a)

Figure 1: The real responses of GPT-3.5-turbo-0125
while playing Isaac Newton revealed some inconsisten-
cies. In (a), although the LLM denied that Marie Curie
was a scientist from Newton’s time, it still showed an
undue familiarity with her, exceeding the character’s
knowledge boundaries. In (b), the LLM incorrectly at-
tributed the invention of the microscope, which was
created before Newton’s birth, to the wrong inventor.

generalization and self-instruction (Burns et al., 040

2024; Wang et al., 2023), the training of more pow- 041

erful RPAs is gradually shifting from costly manual 042

data annotation to automated character corpus con- 043

struction. Through coordination among multiple 044

LLM agents or self-alignment of a single LLM (Lu 045

et al., 2024; Wang et al., 2024c), even small open- 046

source LLMs can acquire diverse training corpora 047

at low cost, unlocking powerful proprietary charac- 048

ter capabilities (Shao et al., 2023). 049

The feasibility of generating character corpora 050

stems from a fundamental capability of general 051

LLMs: given a character profile, they can generate 052

responses in a specific style (Wang et al., 2024b). 053

However, this ability is fragile when it comes to 054

knowledge of characters. When a query contains 055

knowledge beyond the character’s understanding, 056

this knowledge can be termed as unknown knowl- 057

edge errors (UKE), which may lead to unreliable 058

responses. As shown in Figure 1 (a), the LLM 059

is instructed to play Isaac Newton. For Newton, 060
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Marie Curie is beyond his cognition. However,061

the model still identifies her contributions in the062

field of chemistry, even exhibiting consistent behav-063

ior, such as clarification. Furthermore, if a query064

contains incorrect knowledge within the charac-065

ter’s cognition, such knowledge can be referred066

to as known knowledge errors (KKE), resulting in067

inaccurate responses. As shown in Figure 1 (b),068

the LLM also fails to rectify the inventor of the069

microscope, which is familiar to Newton. These070

potential errors will significantly affect the reliable071

construction of corpora and ultimately undermine072

the training of RPA (Shao et al., 2023).073

There is still little exploration of the ability of074

general LLMs to identify such knowledge errors.075

Thus, we formalize the problem to investigate:076

How effective can LLMs detect knowledge edge er-077

rors when playing roles? Inspired by Conway and078

Pleydell-Pearce (2000), we meticulously construct079

a Role Knowledge Error Detection Benchmark080

(RoleKE-Bench) to explore this issue, using four081

memory types to categorize knowledge (event, rela-082

tion, attitudinal, and identity memory). The bench-083

mark construction is divided into two stages. First,084

the character’s wiki corpus is deconstructed into085

multiple correct memories, and then two types of086

knowledge errors are injected to simulate queries087

during automated corpus construction. LLMs are088

required to challenge and correct KKE, while ex-089

pressing doubt or refusal in response to UKE.090

For further investigation, we evaluate 21 ad-091

vanced LLMs, including DeepSeek-R1, and find092

that when playing different roles, 1) both types of093

errors are difficult to detect, with the highest accu-094

racy not exceeding 65%; 2) LLMs are more prone095

to making KKE, about 15% lower than UKE. The096

poor performance stems from similar semantic rep-097

resentations of correct and incorrect memories, and098

the rich world knowledge learned in the LLMs. To099

mitigate this, we further propose an agent-based100

reasoning augmented method, Self-Recollection101

and Self-Doubt (S2RD). Self-Recollection mimics102

the human behavior of recalling clues, then con-103

sulting notes when faced with vague memories,104

keeping LLMs’ attention off incorrect semantics.105

Self-Doubt is a critical self-examination that helps106

LLMs understand character knowledge boundaries.107

S2RD has effectively enhanced detection capabil-108

ities, showcasing LLMs’ potential for identifying109

character error knowledge.110

Our main contributions are as follows:111

(1) We formalize and explore the LLMs’ ability112

to detect two types of character knowledge errors, 113

crucial for future reliable corpora construction. 114

(2) We construct RoleKE-Bench and find LLMs 115

are not proficient at detecting errors, particularly 116

with character known knowledge errors. 117

(3) We propose an agent-based reasoning 118

method that effectively enhances the character 119

knowledge error detection capabilities of LLMs. 120

2 Related Work 121

Role-play in LLMs. LLMs are gradually being 122

discovered to function as role-playing agents (Chen 123

et al., 2024) with the potential to simulate various 124

styles (Shanahan et al., 2023; Yu et al., 2024), at- 125

tributes (de Araujo and Roth, 2024) and personal- 126

ity (Wang et al., 2024d; Choi and Li, 2024). They 127

can be applied in a wide range of applications, 128

such as emotional companion robots (Feng et al., 129

2025a; Sabour et al., 2024; Tan et al., 2024), chat- 130

bots with specific personalities (Tu et al., 2023; 131

Zhou et al., 2023), social role interactions (Wang 132

et al., 2025b,a; Zhang et al., 2025), drama interac- 133

tion (Wu et al., 2024), educational system (Wang 134

et al., 2024a) and healthcare (Xu et al., 2024a). 135

However, current research may be limited in appli- 136

cation due to the influence of KKE and UKE. 137

Role-play corpora construction. Current research 138

primarily focuses on constructing RPA corpora to 139

enhance the effectiveness of character portrayal. 140

There are two types of corpora construction meth- 141

ods leverage LLMs: LLMs as tools and LLMs as 142

sources. Using LLMs as tools can be regarded as 143

a semi-automated method. Many efforts utilize 144

the extraction (Xu et al., 2023) and summariza- 145

tion (Subbiah et al., 2024) capabilities of LLMs 146

to filter and collect role-playing scenes and di- 147

alogues from existing scripts (Han et al., 2024), 148

books (Chen et al., 2023) or film works (Li et al., 149

2023a). Thanks to the rich character experiences 150

encoded in LLMs, using LLMs as sources for an 151

automated method is being explored. These meth- 152

ods allow LLMs to query each other as agents, 153

with profiles (Yuan et al., 2024) containing char- 154

acter requirements serving as the context. Shao 155

et al. (2023) simulated dialogue scenarios, immer- 156

sively generating conversational corpora; Lu et al. 157

(2024) employed self-alignment to allow corpora 158

to be generated by itself; Chan et al. (2024) auto- 159

matically synthesized a massive scale of role di- 160

alogue amounting to billions. This type of auto- 161

mated method holds promise due to its advantages 162
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in large-scale scalability and flexibility. However,163

there is a lack of works addressing the ability of164

LLMs to detect characters’ knowledge errors in165

automatic data construction, resulting in potential166

uncertainties and warranting attention.167

3 Problem Formulation168

3.1 Character Knowledge Taxonomy169

We first delve deeper into the composition of the170

character’s knowledge. In first-person immersive171

role-playing, the characters’ responses should be172

shaped by the limits of their profiles. The pro-173

files trigger their specific memories, within which174

knowledge is embedded. By refining the categories175

of memory, we can more clearly articulate how176

character’s knowledge is expressed in different177

memory contexts. Based on the Self-Memory Sys-178

tem (SMS) (Conway and Pleydell-Pearce, 2000),179

which explains how autobiographical memory in-180

teracts with the working self to construct personal181

identity, we divide memory into four types: Event182

Memory refers to the recollection of specific per-183

sonal experiences, corresponding to event-specific184

knowledge in SMS and involving detailed memo-185

ries of time, place, and events; Relation Memory186

pertains to memories of interpersonal relationships187

and social connections, manifesting in the under-188

standing of social roles and long-term relationships;189

Attitudinal Memory reflects an individual’s emo-190

tional responses and attitudes toward events or peo-191

ple, associated with the working self in SMS and192

influencing personal goals and emotional states;193

Identity Memory integrates elements from the au-194

tobiographical memory knowledge base with self-195

concept from the working self in SMS, reflecting196

the development and cognition of personal identity.197

This taxonomy enriches the diversity of character198

knowledge, enabling a more comprehensive explo-199

ration of LLMs’ error detection capabilities across200

different types of memory.201

3.2 Character Knowledge Errors202

Due to the creativity (Chakrabarty et al., 2024) in203

LLMs, queries that incorporate the aforementioned204

memory categories may contain unpredictable er-205

rors. As claimed in Introduction, these errors can206

be divided into two types:207

Known knowledge Errors (KKE) occur when a208

character confuses or misstates known facts dur-209

ing a query. These are errors the characters can210

potentially recognize and correct.211

Unknown knowledge Errors (UKE) arise when 212

the LLMs’ vast knowledge leads a character to 213

reference concepts that are anachronistic or beyond 214

their understanding. For a more detailed conceptual 215

explanation, see Appendix A. 216

3.3 Task Definition 217

In this section, we formally introduce the task of 218

character knowledge error detection. Given a role 219

agent A, a role profile text pc, and a query qerror 220

containing errors to be identified, we obtain the 221

open-ended response rc from the agent: 222

rc = A(pc, qerror; θ̄), (1) 223

where c ∈ C denotes a character from the list of 224

characters C, and θ̄ represents the frozen parame- 225

ters of the agent. The task is ultimately analyzed by 226

an evaluator to determine whether rc can identify 227

and correct KKE in qerror, or express confusion or 228

refuse it when it contains UKE. 229

4 RoleKE-Bench 230

We propose RoleKE-Bench, focusing on simulat- 231

ing queries across different memory types while 232

injecting two types of errors. The character list and 233

profiles follow Shao et al. (2023), and include nine 234

well-known real or literary characters, which have 235

been well-encoded by the LLMs. The construction 236

process, illustrated in Figure 2, is divided into two 237

main steps as follows. All steps involve both auto- 238

matic construction by GPT-4o and comprehensive 239

manual verification. We recruit and finalize three 240

evaluators who are familiar with the objectives of 241

RoleKE-Bench and have extensive experience in 242

data engineering3. 243

4.1 Correct Memory Generation 244

We first collect and store Wikipedia data for vari- 245

ous characters, then segment the content into mul- 246

tiple chunks based on each “\n\n”. All chunks are 247

reviewed by three evaluators to ensure the inclu- 248

sion of complete character milestones. Chunks that 249

are incompletely described are discussed and their 250

boundaries are redefined through negotiation. 251

Next, we prompt GPT-4o to generate multiple 252

concise first-person statements from each chunk, 253

all representing correct character memories, which 254

GPT-4o also categorizes automatically. To ensure 255

3For details on recruitment and the human filtering require-
ments across different stages, please refer to Appendix B.
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Character

Wiki Corpus
Chunks

Correct Memory Generation Erroneous Knowledge Injection

Memory: I obtained my BA degree 

at Cambridge in August 1665. 

(Event) 

...

Memory: I made an enemy of John 

Flamsteed, the Astronomer Royal. 

(Relational)

Memory: I disliked my stepfather. 

(Attitudinal)

Memory: I am a mathematician. 

(Identity)

profile

Known 
knowledge 

change

Unknown 
knowledge 
injection

... KKE

... UKE

...

RoleKE-
Bench

+
manual 
filtering
manual 
filteringGPT-4oGPT-4o

+
manual 
filteringGPT-4o

+
manual 
filtering
manual 
filteringGPT-4oGPT-4o

+
manual 
filteringGPT-4o

Unknown Knowledge Error

Are you a large language model 
algorithm engineer ? (Identity)

Did you obtain your  BA degree at 
Tsinghua in August 1665. (Event) 

Unknown Knowledge Error

Are you a large language model 
algorithm engineer ? (Identity)

Did you obtain your  BA degree at 
Tsinghua in August 1665. (Event) 

Known Knowledge Error

Did you obtain your  BA degree at 
Cambridge in August 1663. (Event) 

Are you a naturalist ? (Identity)

Known Knowledge Error

Did you obtain your  BA degree at 
Cambridge in August 1663. (Event) 

Are you a naturalist ? (Identity)

...

...

...

Character

Wiki Corpus
Chunks

Correct Memory Generation Erroneous Knowledge Injection

Memory: I obtained my BA degree 

at Cambridge in August 1665. 

(Event) 

...

Memory: I made an enemy of John 

Flamsteed, the Astronomer Royal. 

(Relational)

Memory: I disliked my stepfather. 

(Attitudinal)

Memory: I am a mathematician. 

(Identity)

profile

Known 
knowledge 

change

Unknown 
knowledge 
injection

... KKE

... UKE

...

RoleKE-
Bench

+
manual 
filteringGPT-4o

+
manual 
filteringGPT-4o

Unknown Knowledge Error

Are you a large language model 
algorithm engineer ? (Identity)

Did you obtain your  BA degree at 
Tsinghua in August 1665. (Event) 

Known Knowledge Error

Did you obtain your  BA degree at 
Cambridge in August 1663. (Event) 

Are you a naturalist ? (Identity)

...

...

...

Figure 2: Overview of Probing Dataset construction. First, we create correct character memories, which encompass
the knowledge that the character should proficiently possess. Second, we inject erroneous knowledge, simulating
both types of errors and preserving the modification details, which results in final queries.

Memory Category KKE UKE Total

Event Memory 300/17.7 300/24.2 600/20.9
Relational Memory 56/14.7 56/19.8 112/17.2
Attitudinal Memory 70/17.9 70/21.3 140/19.6
Identity Memory 69/13.4 69/14.8 138/14.1

Total 495/16.8 495/22.0 990/19.4

Table 1: The statistical details of RoleKE-Bench. The
left side of "/" represents the sample size, while right
side represents the average number of words per query.

the correct of memories and their categories, metic-256

ulous manual screening is conducted. Only retain257

the following generations: 1) the memory category258

label is correct, 2) the memory contains key details259

(e.g., the event can be uniquely identified from the260

context) and 3) the memory is concise (fewer than261

30 words). We retain the intersection of the selec-262

tions made by the three evaluators, with an overlap263

reaching 85.6%.264

4.2 Erroneous Knowledge Injection265

Subsequently, each correct memory is injected with266

KKE and UKE to generate two corresponding erro-267

neous memories. Specifically, GPT-4o is provided268

with the original chunk, the correct memory, and269

detailed instructions for error injection to generate270

erroneous memories along with the rationale for271

each modification. We require that each erroneous272

memory contain only a single error. For KKE, only273

minor modifications at the span level are allowed,274

ensuring that the modified memory remains consis-275

tent with the character’s cognition and that the error276

is correctable. For UKE, we introduce a set of sub-277

disciplines (details in Appendix C.2) and randomly278

assign two terms as reference topics during each279

modification. The resulting erroneous memories280

are finally converted into queries by GPT-4o, as281

shown in Figure 2.282

In the above process, the evaluators review and283

filter all erroneous memories, retaining only those 284

that meet the following criteria: 1) the errors con- 285

form to the defined standards (the former being cor- 286

rectable and the latter exceeding the character’s 287

cognition), and (2) each memory contains only one 288

error. Erroneous memory pairs are discarded if ei- 289

ther fails to meet standards. The intersection of the 290

evaluators’ screening results is retained as the can- 291

didate set (81.1% retention). Finally, the evaluators 292

examine all queries, discuss any inconsistencies, 293

and keep only the qualified samples to construct 294

the RoleKE-Bench. 295

4.3 Benchmark Statistics 296

The RoleKE-Bench ultimately consists of two 297

groups of queries, containing known and unknown 298

character knowledge errors. After meticulous selec- 299

tion, a total of 990 queries were ultimately obtained, 300

corresponding to 495 correct memories. The bench- 301

mark statistics are illustrated in Table 1, with details 302

in Appendix C.1. We retain the original chunks and 303

modified explanations as crucial references for eval- 304

uation. Details on data collection and filtering are 305

in Appendix B, with all data construction prompts 306

in Appendix G. 307

5 Methodology 308

Inspired by how humans reference and reflect on 309

ambiguous memories, we propose the agent-based 310

S2RD reasoning method. Firstly, inspired by Choi 311

and Li (2024), we prompt the LLM to reaffirm 312

the character’s identity, generating a self-narrative 313

statement rnar. The statement then becomes the in- 314

put for subsequent reasoning steps. Then agents it- 315

erate between self-recollection and self-doubt, with 316

the final agent using these generations to provide 317

the LLM with more reliable priors. Figure 3 illus- 318

trates the overview of our method. 319
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Response LLMLLM

Seed Memories

Wikipedia 
corpus 

Character 
Profile

Query to 

Character

S2RD

LLMLLM

Self-Doubt

LLMLLM

Self-Recollection

Doubt contentDoubt contentIn/Output

Inference

In/Output

Inference

Self-narrative

Recall SetRecall Set

Recall SetRecall Set

Figure 3: Overview of S2RD. First, the model restates
the character based on the profile, and this narrative
serves as input for all subsequent agents. Then, it un-
dergoes two steps of reasoning: self-recollection and
self-doubt. Finally, all results are combined into the
context of the last agent to detect errors.

5.1 Self-Recollection320

Self-Recollection refers to the process where LLMs321

don’t directly answer a query but instead recall322

knowledge indirectly related to it. This enables323

LLMs to generate approximate knowledge as seed324

memory, mimicking how humans recall key mem-325

ory cues. After generating m seed memories, the326

model uses these as retrieval points, simulating327

the way humans reference notes based on mem-328

ory cues, to search for factual knowledge within329

the character’s wiki corpus. The process can be330

formalized as:331

Krec = RAG(A(pc, rnar, qerror; θ̄),Dc), (2)332

where RAG(·) is the retrieval method (same as Sec-333

tion 6.2), and Dc represents the Wikipedia corpus334

of character c. Krec is the recall set of m seed mem-335

ories, with m = 3 in this paper. Ultimately, the336

LLMs’ self-generated knowledge is refined through337

retrieval, reducing the risk of being misled by se-338

mantically similar incorrect knowledge.339

5.2 Self-Doubt340

Self-Doubt aims at encouraging LLMs to focus341

more on detecting incorrect actions. Unlike reflec-342

tion (Ji et al., 2023), doubt emphasizes criticism,343

and its strong purposefulness makes it easier for344

them to generate reasonable refutations to erro-345

neous questions, which can be formalized as:346

rdou = A(pc, rnar,Krec, qerror; θ̄), (3)347

where rdou represents the content of the doubt state-348

ment, helping the LLM adhere more closely to the349

profile and preventing out-of-character responses.350

As shown in Figure 3, our approach leverages 351

the outputs from the two distinct phases as the fi- 352

nal inference context, and provide several cases to 353

guide LLMs’ inference. The S2RD forces the LLM 354

to pay closer attention to character boundaries, pro- 355

viding more reliable references for its responses. 356

All prompts can be found in Appendix G. 357

6 Evaluation 358

6.1 Setting and Metrics 359

Base Models. We evaluated on 21 LLMs, in- 360

cluding the proprietary Large Reasoning Models 361

(LRMs) and open-source LLMs. We also focus on 362

the LLMs with role-play expertise. For details on 363

these LLMs, refer to Appendix D. 364

Evaluation Metrics. Inspired by the “LLMs as 365

Judges” (Zhang et al., 2023), we provide LLM 366

as evaluator. LLMs take the character profile pc 367

and the query qerror as inputs to infer and produce 368

the response. The evaluator takes the open-ended 369

responses of the LLMs when playing a specific 370

character, along with the memory modification 371

explanations, as input, and assesses whether the 372

LLM correctly identifies (for KKE) or expresses 373

doubt/refuses (for UKE) the character error in the 374

query. The evaluator outputs a rationale and a 375

yes/no judgment. Accuracy is the ratio of yes re- 376

sponses over all queries three times along with 377

the standard error of the mean (SEM). Judgment 378

prompt details are in Appendix G. 379

Evaluator determination. We selected DeepSeek- 380

v2 (DeepSeek-AI, 2024) rather than GPT-4o as the 381

evaluator. This choice helps avoid self-bias (Li 382

et al., 2023c; Xu et al., 2024b), as the RoleKE- 383

Bench is generated by GPT-4o, while still main- 384

taining evaluation capabilities similar to GPT-4o. 385

Additionally, it offers a significantly lower cost 386

compared to many advanced LLMs. We conduct 387

a human evaluation experiment to validate the ra- 388

tionale behind the above selections, with details 389

provided in Appendix E. 390

6.2 Baseline Methods 391

We use widely adopted reasoning-augmented meth- 392

ods as baselines across multiple reasoning tasks (Li 393

et al., 2023b; Ahn et al., 2024; Zeng et al., 2024). 394

Vanilla directly uses the character system prompts 395

and questions as input to LLMs to assess their basic 396

capabilities based on probing dataset. 397

CoT (Kojima et al., 2022) enhances reasoning abil- 398

ity by appending “Please think step by step and 399
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Model
Known Knowledge Errors (KKE) Unknown Knowledge Errors (UKE)

Eve-Mem. Rel-Mem. Att-Mem. Ide-Mem. Average Eve-Mem. Rel-Mem. Att-Mem. Ide-Mem. Average

LRMs Baselines (Open-sourced)
DeepSeek-R1 44.17± 0.10 42.56± 0.79 49.76± 0.95 57.49± 3.56 60.35± 0.39 53.83± 0.25 74.40± 0.60 31.19± 1.56 61.11± 2.15 55.68± 0.79
QwQ-32B 39.44± 0.44 38.69± 0.60 49.05± 2.65 56.52± 4.43 56.15± 0.56 59.78± 0.59 76.79± 1.03 39.52± 2.08 69.08± 1.28 61.97± 0.19
DS-Qwen-32B 31.44± 0.24 31.70± 1.03 39.17± 0.24 44.20± 2.54 42.81± 0.18 38.69± 0.03 51.04± 0.30 18.81± 0.72 40.10± 1.68 38.43± 0.37
DS-Qwen-7B 31.81± 0.20 31.55± 0.34 38.89± 0.16 43.16± 1.40 43.03± 0.29 40.67± 0.00 53.37± 0.99 22.06± 1.11 43.16± 1.90 40.81± 0.38

General Baselines (Proprietary)
GPT-4o 39.33± 0.19 43.45± 1.57 51.43± 1.65 58.94± 1.93 44.24± 0.23 54.56± 0.97 69.05± 1.57 24.29± 2.18 56.52± 0.84 52.19± 0.44
GPT-3.5 15.11± 0.11 22.02± 1.57 38.57± 2.18 47.83± 0.84 23.77± 0.49 27.56± 0.11 29.17± 2.15 10.95± 0.48 26.57± 4.61 25.25± 0.58
ERNIE4 24.56± 0.48 21.43± 1.79 47.62± 2.65 54.59± 2.11 31.65± 0.29 49.89± 0.29 63.69± 0.60 25.24± 2.08 55.07± 2.21 48.69± 0.31
Qwen-max 27.89± 1.06 29.17± 2.15 46.19± 4.97 59.90± 1.28 35.08± 0.82 54.78± 0.11 67.26± 2.59 37.62± 2.38 61.35± 5.38 54.68± 0.58
Yi-Large 25.33± 0.19 30.95± 0.60 40.95± 1.26 56.52± 1.67 32.53± 0.31 46.11± 0.29 67.86± 1.79 31.90± 0.95 52.66± 2.42 47.47± 0.23
GLM-4 23.44± 0.73 26.79± 0.00 40.95± 0.95 48.31± 1.28 29.76± 0.34 41.00± 0.69 62.50± 0.00 16.67± 1.72 53.62± 0.84 41.75± 0.41

Role-play Expertise Baselines
ERNIE-Char 14.44± 0.11 19.64± 2.73 31.43± 0.82 33.82± 3.38 20.13± 0.66 42.22± 1.11 50.00± 1.03 30.95± 1.90 53.14± 3.77 43.03± 1.11
CharacterGLM 11.56± 0.80 19.05± 0.60 24.76± 4.69 31.88± 1.67 17.10± 1.28 28.67± 0.33 24.40± 3.90 32.86± 3.60 28.99± 1.45 28.82± 0.78
Baichuan-NPC 16.11± 1.72 25.00± 2.73 35.24± 3.12 41.06± 2.69 25.21± 1.70 47.00± 0.69 60.71± 2.73 28.10± 2.08 50.72± 0.84 47.45± 0.87
MiniMax 19.94± 1.63 26.49± 2.08 36.43± 0.00 49.03± 1.05 30.76± 1.47 52.22± 0.71 64.88± 0.79 30.48± 1.72 60.39± 0.87 52.91± 0.49
Xingchen-Plus 29.33± 1.20 31.55± 2.15 45.71± 0.82 55.07± 3.83 39.36± 1.38 57.44± 0.99 68.45± 2.59 34.76± 1.26 67.15± 2.42 58.17± 0.28

General Baselines (Open-sourced)
DeepSeek-v2 25.33± 1.71 29.76± 2.38 40.00± 0.82 58.45± 1.74 32.53± 1.00 52.22± 0.73 67.86± 1.03 37.62± 0.95 64.25± 1.74 53.60± 0.60
LLaMA3-70b 22.22± 1.28 27.38± 2.38 53.81± 0.48 60.87± 1.45 32.66± 0.83 65.22± 0.68 77.38± 0.60 50.48± 2.08 68.60± 2.42 64.98± 0.79
Qwen2-72b 26.07± 1.27 34.26± 3.24 47.22± 2.16 52.46± 2.82 33.65± 1.61 59.88± 0.98 74.74± 2.56 37.57± 0.50 68.22± 1.68 59.73± 0.82
Mixtral-v0.1 26.78± 1.35 32.74± 3.15 50.48± 2.90 51.69± 3.48 34.28± 0.99 51.44± 0.22 55.95± 0.60 36.19± 2.08 63.29± 1.28 51.45± 0.24
LLaMA3-8b 18.22± 0.11 23.21± 1.03 44.29± 0.82 50.72± 1.45 27.00± 0.18 55.22± 1.18 70.83± 1.57 55.24± 2.08 63.77± 1.45 58.18± 1.23
Qwen2-7b 7.11± 0.80 19.05± 1.19 28.57± 1.43 30.92± 0.48 14.81± 0.67 29.56± 0.91 27.38± 3.31 17.14± 1.43 48.31± 1.74 30.17± 0.55

Table 2: Evaluation results of the RoleKE-Bench. The results present the average accuracy with standard error
of the mean (SEM) after three times of evaluations. The bold indicates the best, and the underlined indicates the
second best. Eve-Mem., Rel-Mem., Att-Mem. and Ide-Mem. are abbreviations for four types of memories.

then answer” at the end of the queries.400

Few-shot involves adding four pairs of memory401

query-response examples before each question. We402

carefully construct queries that do not overlap with403

the probing dataset, and add correct memories as404

prompts for GPT-4o to generate correct answers.405

Self-Reflection (Ji et al., 2023; Shinn et al., 2023)406

has been mentioned in recent researches, highlight-407

ing that LLMs possess an inherent reflective capa-408

bility, which can distill correct knowledge. Inspired409

by this, we design a two-stage query process. The410

first stage is Vanilla, followed by reflection on the411

prior response and a revised reply.412

Retrieval-augmented generation (RAG) has been413

proven effective in mitigating LLM hallucination414

issues (Gao et al., 2023). We designed a retrieval415

module using all-MiniLM-L6-v24 as the query en-416

coder and character Wikipedia corpus as retrieval417

source with LangChain framework5. For each418

query, we retrieve three pieces of data to serve419

as the context for each LLMs.420

RAG+Few-shot is a method of combining RAG421

and Few-shot, aiming to allow LLMs to inherit the422

respective advantages of both methods.423

4https://huggingface.co/sentence-transformers/all-
MiniLM-L6-v2

5https://github.com/langchain-ai/langchain
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Figure 4: t-SNE visualization on two characters with
LLaMA3-8b. For more results, refer to Figure 6.

6.3 Evaluation Results 424

Table 2 shows the character knowledge error de- 425

tection capabilities of three types of LLMs. The 426

following conclusions can be drawn: 427

(1) Both types of errors are difficult to detect, 428

with the highest accuracy not exceeding 65%. The 429

performance of all four types of LLMs is subpar, 430

peaking at only 64.98% even as LLMs scale up. 431

Regarding the difficulty for UKE to exceed 65%, 432

one explanation is that the refusal capability typi- 433

cally originates from the alignment phase of LLMs, 434

where the model finds it challenging to conform its 435

behavior to simple profile restrictions. Moreover, 436

higher levels of creativity and general knowledge 437

may make LLMs more likely to agree with narra- 438

tives extend far beyond the character’s knowledge. 439
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Methods
Known Knowledge Errors (KKE) Unknown Knowledge Errors (UKE)

Avg.
Eve. Rel. Att. Ide. Avg. Eve. Rel. Att. Ide. Avg.

GPT-3.5
Vanilla 15.11 22.02 38.57 47.83 23.77 27.56 29.17 10.95 26.57 25.25 24.51
CoT 15.67 21.43 37.14 40.58 22.83 24.67 26.79 4.29 28.99 22.63 22.73
Self-Reflection 16.00 21.43 40.00 43.48 23.84 26.67 33.93 12.86 31.88 26.26 25.05
Few-shot 17.67 26.79 37.14 52.17 26.26 66.67 73.21 25.71 65.22 61.41 43.84
RAG 42.33 37.50 60.00 62.32 47.07 32.00 42.86 10.00 20.29 28.48 37.78
RAG+Few-shot 63.67 67.86 51.43 75.36 64.04 86.33 85.71 55.71 86.96 82.22 73.13
S2RD (Ours) 71.00 76.79 71.43 88.41 74.14 88.33 87.50 70.00 92.75 85.86 80.10
w/o Self-Recollection 58.67 55.36 67.14 75.36 61.82 84.00 87.05 57.14 84.06 80.61 71.21
w/o Self-Doubt 66.33 66.07 62.86 79.71 67.68 87.93 87.14 52.86 91.95 83.64 75.66

LLaMA3-8b
Vanilla 18.22 23.21 44.29 50.72 27.00 55.22 70.83 55.24 63.77 58.18 42.59
CoT 21.33 23.21 44.29 46.38 28.28 57.33 76.79 52.86 63.77 59.80 44.04
Self-Reflection 28.67 32.14 44.29 52.17 34.55 50.00 64.29 38.57 60.87 51.52 43.03
Few-shot 18.00 28.57 48.57 50.72 28.08 79.33 87.50 64.29 85.51 78.99 53.54
RAG 45.00 48.21 54.29 65.22 49.49 66.00 76.79 55.71 68.12 66.06 57.78
RAG+Few-shot 49.33 53.57 62.86 59.42 53.13 90.67 92.86 78.57 88.25 88.89 71.01
S2RD (Ours) 63.00 58.93 62.86 79.71 64.85 92.67 94.64 85.71 88.41 91.31 78.08
w/o Self-Recollection 36.67 39.29 37.14 44.93 38.18 91.70 92.64 77.14 86.96 88.91 63.47
w/o Self-Doubt 37.67 32.14 51.43 57.97 41.82 88.00 94.15 84.29 86.96 88.08 64.95

Qwen2-7b
Vanilla 7.11 19.05 28.57 30.92 14.81 29.56 27.38 17.14 48.31 30.17 22.49
CoT 13.00 25.00 28.57 34.78 19.60 29.33 33.93 12.86 46.38 29.90 24.75
Self-Reflection 11.33 19.64 25.71 31.88 17.17 29.00 32.14 8.57 44.93 28.69 22.93
Few-shot 15.33 16.07 21.43 43.48 20.20 64.33 66.07 38.57 72.46 62.02 41.11
RAG 43.67 39.29 44.29 63.77 46.06 43.33 51.79 12.86 50.72 41.01 43.54
RAG+Few-shot 27.67 41.07 37.14 55.07 34.34 80.00 82.14 51.43 82.61 76.36 55.25
S2RD (Ours) 60.67 64.29 55.71 76.81 62.63 84.00 83.93 62.86 86.96 81.41 72.02
w/o Self-Recollection 48.33 55.36 50.00 66.67 51.92 82.33 83.68 57.14 79.71 78.59 65.25
w/o Self-Doubt 42.67 50.00 50.00 71.01 48.48 79.33 82.14 56.98 82.61 76.97 62.73

Table 3: Experimental results and ablation studies of all methods. We report the average accuracy over three trials.
The bold indicates the best, and the underlined indicates the second best. Eve., Rel., Att., Ide. are abbreviations.

(2) LLMs are more prone to making errors with440

known knowledge, about 20% lower than with un-441

known knowledge. KKE unexpectedly showed a442

disadvantage of about 15% lower than UKE. We443

analyze that LLMs may overlook erroneous knowl-444

edge. As shown in Figure 4, we use LLaMA3-8b as445

the backbone and input binary queries derived from446

correct memories and their variants with two types447

of errors. We extract the hidden states of the last448

input token from the top LLM layer (Zheng et al.,449

2024) and visualize them using t-SNE (Van der450

Maaten and Hinton, 2008). It is clear that KKE and451

correct queries share highly similar distributions,452

leading LLMs to overlook incorrect knowledge and453

focus primarily on the overall query. For a more454

detailed analysis, please refer to Appendix F.455

(3) LRMs lack strong role knowledge detection456

capabilities. This may stem from their primary fo-457

cus on training tasks with definitive answers, such458

as math or coding, and limited reinforcement in459

open-ended dialogue scenarios. A similar phe-460

nomenon has been observed by Feng et al. (2025b).461

6.4 Methods Results462

Table 3 shows the impact of different reasoning463

augmented methods on the ability of LLMs to de-464

tect errors in character knowledge, tested on two465

small open-source LLMs and the poorly perform-466

Methods
KKE UKE

T#1 T#2 T#3 T#4 T#1 T#2 T#3 T#4

Qwen2-7b
Vanilla 14.81 18.60 20.62 20.10 22.49 38.41 45.49 44.91
S2RD 62.63 65.43 66.42 65.69 81.41 85.28 83.99 82.34

Llama3-8b
Vanilla 27.00 23.32 24.13 23.50 58.18 48.68 54.20 53.86
S2RD 64.85 65.94 66.76 64.60 91.31 93.69 92.39 91.75

Table 4: S2RD accuracy before and after in multi-turn
error query setting. T#n represents conversation turn.

ing proprietary model GPT-3.5. 467

Main Results. We present the analysis results. 468

(1) S2RD shows the most notable improvement 469

in detection capabilities. Compared to Vanilla, 470

S2RD achieved average improvements of 55.59%, 471

35.49%, and 49.53% across the three LLMs. Com- 472

pared to the suboptimal RAG+Few-shot, it also 473

achieved average improvements of 6.97%, 7.07%, 474

and 16.77%, with the performance advantage 475

being more evident in KKE (improved 10.1%, 476

11.72% and 16.57%). (2) The effect of direct self- 477

activation is limited. The reasoning augmentation 478

of CoT is not consistent and even has a negative 479

effect on GPT-3.5. The effect of Self-Reflection is 480

similarly limited. (3) Cases are more effective for 481

UKE, while RAG is better suited for KKE. Few- 482

shot and RAG, as external guidance methods, ex- 483
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KKE CASE (Ludwig van Beethoven)
Correct Memory: Franz Rovantini, a relative, instructed me in playing the violin and viola.
False Memory: I remember Karl Amenda, a dear friend, who instructed me in playing the violin and viola.
KKE Query: Do you remember Karl Amenda, a dear friend, who instructed you in playing the violin and viola?

LLaMA3-8b (Vanilla)
Dear friend, I do indeed recall Karl
Amenda, a most excellent and patient in-
structor. His guidance was instrumental
in shaping my early musical endeavors,
particularly in the realm of string play-
ing. As a young man, I was fortunate to
have had the opportunity to study under
his tutelage [...]

LLaMA3-8b (RAG)
My dear friend, I must confess that, in-
deed, I did have the great pleasure of
studying the violin under the guidance
of the illustrious Ignaz Schuppanzigh.
His tutelage was a crucial part of my
early musical education, and I owe a
great debt to his instruction. [...]

LLaMA3-8b (Few-shot)
My dear friend, the name Karl Amenda
brings back a flood of memories, like
the swirling notes of a lively minuet. In-
deed, I do recall the kind and patient
guidance he offered me in my early
years as a musician. It was he who
taught me the intricacies of playing the
violin and viola [...]

LLaMA3-8b (S2RD)
(sighing) Ah, Karl Amenda [...] (skepti-
cal) Instructing me in playing the violin
and viola? (doubtful) I think not. My
memory is clear on this matter. I was in-
structed by Franz Rovantini, a relative,
and later by Franz Anton Ries, the court
concertmaster. (scowling) [...]

UKE CASE (Martin Luther King Jr.)
Correct Memory: I am the son of early civil rights activist and minister Martin Luther King Sr.
False Memory: "I am the son of Guido van Rossum, the creator of the Python programming language.
UKE Query: Were you the son of Guido van Rossum, the creator of the Python programming language?

LLaMA3-8b (Vanilla)
My dear brother, I must correct you. I
am not the son of Guido van Rossum,
the creator of the Python program-
ming language. In fact, I am Martin
Luther King Jr., a minister, civil rights
leader, and advocate for nonviolent so-
cial change. My father was Martin
Luther King Sr [...]

LLaMA3-8b (RAG)
My dear friend, I must correct you. I
am not the son of Guido van Rossum,
the creator of the Python programming
language. As a matter of fact, I am Mar-
tin Luther King Jr., a Christian minister
and civil rights activist who fought for
the equality and justice of all people [...]

LLaMA3-8b (Few-shot)
My dear brother or sister, I must say
that I am not familiar with this Guido
van Rossum you speak of, nor do I have
any knowledge of this “Python program-
ming language” you mention. As a min-
ister and civil rights leader, my focus
has been on the struggle for racial equal-
ity and social justice [...]

LLaMA3-8b (S2RD)
My dear friend, I must say that I am
taken aback by such a question. Guido
van Rossum, the creator of Python? No,
no, no. This is a name that is unfamiliar
to me, and I must confess that I am per-
plexed by the notion that I could be the
son of such a person.I am Martin Luther
King Jr., a man of faith, a champion [...]

Table 5: Case study of different methods on KKE and UKE. LLaMA3-8b serves as the backbone LLM for responses.
Green represents authentic memories and response, while red indicates confused memories. The "[...]" represents a
large number of omitted character statements.

hibit distinct effectiveness preferences. RAG is484

more effective in KKE due to the similar semantic485

space, making it easier to retrieve correct knowl-486

edge, while cases help UKE mimic effective re-487

sponse patterns. The significant performance boost488

from combining the two confirms their differing489

areas of influence. (4) Even when combining and490

augmenting reasoning strategies, KKE remains491

difficult to resolve effectively. The experimental492

results demonstrate that KKE is more elusive, high-493

lighting the need for attention in future works.494

Ablation Studies. To evaluate the effectiveness of495

each phase, we conducted ablation studies. Without496

Self-Recollection and Self-Doubt, the average per-497

formance decreased by 8.89%, 14.61%, 6.77% and498

4.44%, 13.13%, 9.29% for the three LLMs. Since499

the final inference uses cases, removing both strate-500

gies results in a degradation to Few-shot method.501

It can be observed that using each strategy individ-502

ually leads to performance improvements.503

6.5 Multi-turn Queries504

We extend RoleKE-Bench to a realistic multi-turn505

conversation setting. Only the final-turn response506

is evaluated, with historical queries built from error507

cases of the same role and error type, and with the508

highest similarity. Table 4 shows that contextual509

queries with role errors improve LLM detection510

from the second turn, likely due to stronger role-511

playing capability triggered by prior interactions.512

The gain remains stable, with a slight drop in the513

fourth turn. S2RD consistently achieves high de- 514

tection performance. See Appendix F.3 for details. 515

6.6 Case Studies 516

For KKE, none of the three baseline methods de- 517

tected the error that Karl Amenda was Beethoven’s 518

violin teacher, when in fact, Amenda is only men- 519

tioned as a friend in Beethoven’s Wikipedia cor- 520

pus. For UKE, the vanilla and RAG responses di- 521

rectly denied the question, completely failed to re- 522

alize that Python and its creator Guido van Rossum 523

were not from the same era as Martin Luther King 524

Jr.. The few-shot successfully detected this and 525

responded appropriately with confusion, but S2RD 526

produced more diverse language. Overall, S2RD 527

accurately identifies subtle knowledge errors and 528

ensures the character strictly adheres to the profile. 529

7 Conclusion and Outlook 530

This paper introduces the task of character knowl- 531

edge error detection and the RoleKE-Bench bench- 532

mark. We further propose S2RD, a multi-agent col- 533

laborative method, to enhance detection. Results 534

show the task remains highly challenging. Here 535

we give our outlook for future studies: (1) LLMs’ 536

difficulty in detecting character knowledge errors 537

highlights the need for pre-processing in automatic 538

corpus construction. (2) KKE and its variants re- 539

quire to be considered in adversarial corpus con- 540

struction. (3) Error detection require to be equally 541

prioritized in all self-constructed corpus tasks. 542
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Limitations543

Despite extensive experiments and discussions, our544

work still has limitations. First, due to experimental545

cost constraints, we limit the probing dataset to 990546

samples. In reality, our method can be extended547

to more characters and memories. Expanding the548

experiment scale, when costs permit, would yield549

more robust conclusions. Second, S2RD is a multi-550

agent collaborative reasoning method and does not551

directly enhance the LLM’s native role-playing ca-552

pability. In the future, how to internalize error553

detection ability into the LLM through training is554

an important direction for further research.555

Ethics Statement556

This paper follows the approach of (Shao et al.,557

2023) by selecting fictional and historical char-558

acters, and collects their information based on559

Wikipedia, avoiding issues of personal data or560

privacy. The knowledge error detection problem561

we explore can contribute to building virtual role-562

playing agents, but we do not provide training563

strategies for them, thus avoiding the introduc-564

tion of unsafe factors. We carefully filter the con-565

structed probing dataset to avoid the inclusion of566

malicious content with toxic or ethical risks.567
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A Details of Conceptual Explanation887

In this paper, the role-playing agents aim for his-888

torical accuracy or fidelity to literary works. There-889

fore, the “errors” discussed below are based on890

real historical timelines or original literary descrip-891

tions. Whether a character knows or does not know892

certain information can be understood from the893

perspective of the character’s cognition.894

Unknown Knowledge: If an entity description,895

event, identity, or relationship in a query conflicts896

with the character’s established knowledge, the in-897

formation is considered unknown to the character.898

This paper emphasizes that such “unknown” infor-899

mation goes beyond the character’s cognition. For900

example, Socrates does not know about Python.901

When encountering such information in a query,902

an appropriate response should reflect confusion.903

However, LLMs often outright reject such queries904

without reflection, indicating a lack of ability to905

detect unknown knowledge errors.906

Known Knowledge: Similarly, from the charac-907

ter’s perspective, if the query contains information908

within their cognitive scope, the character should909

accurately recognize and correctly express it. For910

instance, if asked whether Martin Luther King was911

a physicist, the model should successfully point912

out this identity error. The ability to do so demon-913

strates a certain level of known knowledge error914

detection.915

B Details of Dataset Construction916

The human evaluator we introduced is not that of917

annotators, but rather filters. The selection of filters918

includes training, small-scale trial filtering, evalua-919

tion, and the final official selection. Ultimately, we920

chose three graduate students with extensive data921

annotation experience, all from universities ranked922

in the top 150 by QS. Each filter follows the same923

data filtering specifications, outlined as follows:924

(1) You only have a binary action: either925
delete or retain the current data. The926
following items provide the criteria for927
judgment.928
(2) Judge whether GPT-4o introduces929
hallucinations after multiple summaries; you930
should use the original block as the931
standard answer for judgment.932
(3) The memory contains less than 30 words.933
(4) The events contained in the memory934
should be identifiable independently in this935
sentence; delete memories where the event936
cannot be uniquely determined.937
(5) The four types of labels should conform938
to the defined categories.939

We aggregated the data from the three filters and940

took their intersection. The intersection accounts941

for 85.6% of the original memory entries before 942

filtering. 943

Next, GPT-4o processes the filtered correct mem- 944

ories to form erroneous memories with expla- 945

nations and modifies them into KKE and UKE 946

queries. The filters are required to further filter 947

these queries according to the following rules: 948

(1) You only have a binary action: either 949
delete or retain the current data. The 950
following items provide the criteria for 951
judgment. 952
(2) Judge whether the two types of erroneous 953
memories meet the given GPT-4o prompt 954
requirements, ensuring that the errors 955
indeed belong to the two categories of 956
internal and external cognition from the 957
character’s perspective. You should refer to 958
Wikipedia, especially when dealing with 959
proper nouns and the character’s historical 960
context, ensuring that the character’s era 961
is before the UKE era and after the KKE era. 962
(3) The query should contain only one error; 963
delete queries that contain multiple errors. 964

Similarly, we take the intersection of the data 965

retained by the three filters. Note that if one pair of 966

data is invalid, the other should also be deleted. We 967

calculated that the ratio of the final probing dataset 968

to the data before filtering is 81.1%. 969

C Details of Probing Dataset 970

C.1 Dataset Statistics 971

Table 6 shows the number of characters and mem- 972

ories for our probing dataset. Since the memories 973

of the characters are sourced from Wikipedia, the 974

distribution of the four types of memories closely 975

aligns with the actual records of them. For exam- 976

ple, Newton and Socrates have an abundance of 977

attitudinal memories due to their profound insights 978

and philosophical reflections on the world, leaving 979

a wealth of conceptual legacy. Additionally, all 980

characters have a significant number of event mem- 981

ories, reflecting the accurate distribution described 982

in Wikipedia. 983

C.2 Sub-discipline 984

To increase the diversity of external cognitive 985

modifications for characters, we introduced 986

the “Outline of Academic Disciplines” from 987

https://en.wikipedia.org/wiki/Outline_ 988

of_academic_disciplines and selected 361 989

sub-disciplines as sources for modifications. 990

Each modification randomly introduces two 991

sub-disciplines as themes. It is possible that 992

some themes do not exceed the character’s 993

knowledge at the time of injection, and in such 994

cases, the corresponding erroneous memories are 995
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discarded by the evaluators. Here is a partial list996

of disciplines we referenced, and the complete list997

can be found in our open-source code:998

Nanotechnology, Natural product chemistry, Neurochem-999

istry, Oenology, Organic chemistry, Organometallic chem-1000

istry, Petrochemistry, Pharmacology, Photochemistry, Phys-1001

ical chemistry, Physical organic chemistry, Phytochemistry,1002

Polymer chemistry, Quantum chemistry, Concurrency theory,1003

VLSI design, Aeroponics, Formal methods, Logic program-1004

ming, Multi-valued logic, Programming language semantics,1005

Type theory, Computational geometry, Distributed algorithms,1006

Parallel algorithms, Randomized algorithms, Automated rea-1007

soning, Computer vision, Artificial neural networks, Natural1008

language processing, Cloud computing, Information theory,1009

Internet, World Wide Web, Ubiquitous computing, Wireless1010

computing, Mass transfer, Mechatronics, Nanoengineering,1011

Ocean engineering, Clinical biochemistry, Cytogenetics, Cyto-1012

hematology, Cytology, Haemostasiology, Histology, Clinical1013

immunology, Clinical microbiology, Molecular genetics, Par-1014

asitology, Dental hygiene and epidemiology, Dental surgery,1015

Endodontics, Implantology, Oral and maxillofacial surgery,1016

Orthodontics, Periodontics, Prosthodontics, Endocrinology,1017

Gastroenterology, Hepatology, Nephrology, Neurology, On-1018

cology, Pulmonology, Rheumatology, Bariatric surgery, Car-1019

diothoracic surgery, Neurosurgery, Orthoptics, Orthopedic1020

surgery, Plastic surgery, Trauma surgery, Traumatology.1021

D Details of Base Models1022

For Large Reasoning Models, we try DeepSeek-1023

R1 (Guo et al., 2025) family and QwQ-32B1024

(Yang et al., 2025). For Proprietary LLMs,1025

We try GPT4o (Achiam et al., 2023), GPT-3.5,1026

ERNIE4, Qwen-max, Yi-Large and GLM-4. For1027

Open-source LLMs, Deepseek-v2 (DeepSeek-AI,1028

2024) is a strong Mixture-of-Experts (MoE) lan-1029

guage model characterized by economical training1030

and efficient inference, Mixtral-7×8B-Instruct-1031

v0.1 (Jiang et al., 2024) is another generative sparse1032

MOE model that has been pretrained and aligned,1033

LLaMA3-8b and LLaMA3-70b are the latest in-1034

struction tuned versions released by Meta, and1035

Qwen2-7b and Qwen2-72b are the new series of1036

Qwen LLMs (Bai et al., 2023).1037

For Role-play Expertise LLMs, ERNIE-1038

Character is an enhanced version of ERNIE, fo-1039

cusing on role-playing styles, games, customer ser-1040

vice dialogues, and CharacterGLM is a highly an-1041

thropomorphic closed-source LLM based on Chat-1042

GLM, with 66 billion parameters. Baichuan-NPC1043

improves its role-playing performance by employ-1044

ing sophisticated multi-round alignment strategies1045

KKE

UKE

Total

Input

Output

0
100%

15$

deepseek-chat

15$

5$

1.5$

0.5$

0.28$

0.14$

gpt-4o-2024-05-13 gpt-3.5-turbo-0125

Figure 5: The accuracy of the LLM judges based on
human annotations.

and retrieval augmented generation. In addition, 1046

MiniMax and Xingchen-Plus are also two strong 1047

role-playing LLMs that are accessible through their 1048

respective APIs. Table 7 provides accessible links 1049

to some of the LLMs. The temperature for all 1050

LRMs is set to 0.7 (with top-p=0.95), for Open- 1051

source LLMs it is set to 0, while the Role-play 1052

Expertise LLMs and Proprietary LLMs use their 1053

default settings. 1054

E Evaluator Determination 1055

As shown in Figure 5, we randomly select 200 1056

query-responses in KKE and UKE, maintaining 50 1057

responses for each type of memory. Although GPT- 1058

4o exhibits stronger capabilities in complex reason- 1059

ing compared to Deepseek-V2, it is influenced by 1060

self-bias (Li et al., 2023c; Xu et al., 2024b), result- 1061

ing in slightly inferior performance to Deepseek- 1062

V2 in evaluation tasks with clear instructions and 1063

rules. This outcome also confirms the existence of 1064

self-bias. 1065

In summary, the reasons for choosing Deepseek- 1066

V2 are as follows: (1) It demonstrates reliable per- 1067

formance for the evaluation objectives we priori- 1068

tize. (2) It offers extremely low API call costs and 1069

high inference speeds. As shown in Figure 5, its 1070

pricing is significantly lower than that of GPT-4o, 1071

which performs similarly in evaluations. The high 1072

inference speed is attributed to its meticulously 1073

designed architecture. (3) While some excellent 1074

open-source LLMs also hold potential as good eval- 1075

uators for our tasks, they are limited by the required 1076

GPU memory for inference, leading us to opt for 1077

an API LLM. (4) Our goal is to assess the capa- 1078

bility of detecting errors in character knowledge, 1079

rather than selecting the optimal or most univer- 1080

sal evaluator. Deepseek-V2’s test performance is 1081

very close to 100%, meeting our evaluation require- 1082

ments. We also look forward to discovering LLMs 1083
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Character name
KKE UKE

Total
Eve. Rel. Att. Ide. Total Eve. Rel. Att. Ide. Total

Ludwig van Beethoven 27 17 4 7 55 27 17 4 7 55 110
Julius Caesar 40 3 4 8 55 40 3 4 8 55 110
Cleopatra VII 36 6 5 8 55 36 6 5 8 55 110
Hermione Granger 35 5 7 8 55 35 5 7 8 55 110
Martin Luther King Jr. 35 6 9 5 55 35 6 9 5 55 110
Isaac Newton 33 7 12 3 55 33 7 12 3 55 110
Socrates 20 4 20 11 55 20 4 20 11 55 110
Spartacus 42 3 1 9 55 42 3 1 9 55 110
Lord Voldemort 32 5 8 10 55 32 5 8 10 55 110

Total 300 56 70 69 495 300 56 70 69 495 990

Table 6: Probing dataset detail of characters.

Model Model ID ULR

DeepSeek-R1 DeepSeek-R1 https://huggingface.co/deepseek-ai/DeepSeek-R1
QwQ-32B QwQ-32B https://huggingface.co/Qwen/QwQ-32B
DS-Qwen-32B DeepSeek-R1-Distill-Qwen-32B https://huggingface.co/deepseek-ai/DeepSeek-R1-Distill-Qwen-32B
DS-Qwen-7B DeepSeek-R1-Distill-Qwen-7B https://huggingface.co/deepseek-ai/DeepSeek-R1-Distill-Qwen-7B

GPT-4o gpt-4o-2024-05-13 https://openai.com/api/
GPT-3.5 gpt-3.5-turbo-0125 https://openai.com/api/
ERNIE4 ernie-4.0-8K-0518 https://yiyan.baidu.com
Qwen-max qwen-max-0428 https://help.aliyun.com/zh/dashscope/create-a-chat-foundation-model
Yi-Large yi-large https://www.lingyiwanwu.com/
GLM-4 glm-4-0520 https://open.bigmodel.cn

ERNIE-Char ernie-char-8K https://qianfan.cloud.baidu.com
CharacterGLM charglm-3 https://maas.aminer.cn/dev/api#super-humanoid
Baichuan-NPC Baichuan-NPC-Turbo https://platform.baichuan-ai.com/homePage
MiniMax abab6.5s-chat https://www.minimaxi.com/
Xingchen-Plus xingchen-plus-v2 https://help.aliyun.com/document_detail/2861873.html

DeepSeek-v2 DeepSeek-V2-Chat https://huggingface.co/deepseek-ai/DeepSeek-V2-Chat
LLaMA3-70b Meta-Llama-3-70B-Instruct https://huggingface.co/meta-llama/Meta-Llama-3-70B-Instruct
Qwen2-72b Qwen2-72B-Instruct https://huggingface.co/Qwen/Qwen2-72B-Instruct
Mixtral-v0.1 Mixtral-8x7B-Instruct-v0.1 https://huggingface.co/mistralai/Mixtral-8x7B-Instruct-v0.1
LLaMA3-8b Meta-Llama-3-8B-Instruct https://huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct
Qwen2-7b Qwen2-7B-Instruct https://huggingface.co/Qwen/Qwen2-7B-Instruct

Table 7: Mapping of LLM abbreviations and IDs used in this paper, with their open-source or API URLs.

with similar evaluation capabilities and acceptable1084

costs in future explorations, and to engaging in1085

broader discussions. All evaluation prompts detail1086

in table 9,10.1087

F Additional Experimental Results1088

F.1 Further Experimental Analysis1089

We further analyzed the results of different memo-1090

ries in KKE and UKE to explore the experimental1091

conclusions more broadly.1092

Event Memory. Due to the semantic similarity in1093

KKE, LLMs struggle to identify events that are1094

very similar to real memory descriptions, such as1095

those with only changes in time or location. In con-1096

trast, external knowledge in UKE events is easier to1097

detect, which is why their performance difference1098

is nearly twofold.1099

Relational Memory. The lower performance in1100

KKE reflects that LLMs are not sensitive to char-1101

acter relationships or names. This conclusion is1102

consistent with the above-average performance in1103

UKE, where the models tend to focus more on1104

external information. 1105

Attitudinal Memory. For KKE, the performance on 1106

Attitudinal Memory is significantly better, while 1107

for UKE relatively the lowest. This may be be- 1108

cause the focus on stating opinions causes LLMs to 1109

overlook refuting external knowledge, whereas in- 1110

ternal errors mostly arise from directly conflicting 1111

opinions. 1112

Identity Memory. Compared to the other three 1113

types of memory, identity memory achieves above- 1114

average accuracy in both settings, even in models 1115

with generally poor performance (e.g., Qwen2-7b). 1116

This reflects that LLMs possess a strong inherent 1117

self-consistency, possibly benefiting from the align- 1118

ment phase (Rafailov et al., 2024). 1119

Additionally, LLMs with role-play expertise 1120

perform particularly weakly, possibly due to an 1121

overemphasis on aligning with character styles or 1122

attributes, which impairs their knowledge capabili- 1123

ties. 1124
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Figure 6: t-SNE visualization on all characters with LLaMA3-8b.

F.2 Supplementary Experiments1125

We extensively applied S2RD to more LLMs. Con-1126

sidering the high costs, the experiments were con-1127

ducted on Beethoven and Caesar. The results are1128

shown in table 8. Due to the smaller sample sizes1129

of the other three types of memories besides event1130

memories, GPT-4o and LLaMA3-70b achieved1131

100% accuracy in UKE. Other models also per-1132

formed well in UKE. However, in KKE, even GPT-1133

4o only reached an average accuracy of 83.64%,1134

indicating that the similar semantic space makes it1135

challenging for LLMs to detect known knowledge1136

errors.1137

F.3 Multi-turn Queries Details1138

We use each query in RoleKE-Bench as a retrieval1139

source to find the most similar queries in the bench-1140

mark that share the same role and error type (KKE,1141

UKE), and use them as historical queries. Sen-1142

tences are encoded using all-MiniLM-L6-v2, and1143

recall is based on cosine similarity. The similarity1144

rankings of the historical queries are randomized.1145

Only the response in the final turn is evaluated, and1146

S2RD is applied exclusively to the final turn as1147

well.1148

G Prompt Demonstration 1149

This section will present all the prompts involved 1150

in this paper. Table 11 is used for generating cor- 1151

rect memories and self-annotations by GPT-4o. Ta- 1152

ble 12 and table 14 are the prompts for generating 1153

two kinds of character knowledge errors by GPT- 1154

4o. For their category explanations prompt, please 1155

refer to table 13 and table 15. And table 16 transfer 1156

false memory to general question. For evaluation, 1157

table 17 and table 18 show two kinds of prompt 1158

for DeepSeek-v2. Table 19 and table 20 show the 1159

baseline methods and our method S2RD. 1160
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Model
Known Knowledge Error (KKE) Unknown Knowledge Error (UKE)

Avg.
Eve. Rel. Att. Ide. Avg. Eve. Rel. Att. Ide. Avg.

GPT-4o
Vanilla 49.75 30.00 25.00 51.11 44.55 65.67 88.33 70.83 77.78 71.82 58.18
S2RD 89.55 65.00 87.50 80.00 83.64 100.00 100.00 100.00 100.00 100.00 91.82

GPT-3.5
Vanilla 22.89 11.67 20.83 37.78 22.73 32.34 33.33 37.50 37.78 33.64 28.18
S2RD 73.13 85.00 62.50 73.33 74.55 95.52 100.00 100.00 100.00 97.27 85.91

ERNIE4
Vanilla 26.87 11.67 29.17 35.56 25.45 60.20 76.67 66.67 84.44 66.97 46.21
S2RD 70.15 60.00 75.00 73.33 69.09 94.03 100.00 100.00 100.00 96.36 82.73

Qwen-max
Vanilla 37.31 18.33 29.17 51.11 35.15 67.66 90.00 91.67 84.44 75.76 55.45
S2RD 83.58 65.00 75.00 73.33 78.18 97.01 100.00 100.00 93.33 97.27 87.73

Yi-Large
Vanilla 26.37 23.33 16.67 42.22 27.27 46.77 91.67 62.50 66.67 58.79 43.03
S2RD 73.13 60.00 50.00 80.00 70.00 89.55 100.00 100.00 100.00 93.64 81.82

GLM-4
Vanilla 29.85 23.33 8.33 37.78 28.18 54.73 78.33 50.00 73.33 61.21 44.70
S2RD 77.61 65.00 62.50 73.33 73.64 89.55 100.00 100.00 100.00 93.64 83.64

DeepSeek-v2
Vanilla 22.89 16.67 16.67 28.89 22.12 61.69 86.67 75.00 80.00 69.70 45.91
S2RD 68.66 65.0 37.50 73.33 66.36 95.52 100.00 100.00 100.00 97.27 81.82

LLaMA3-70b
Vanilla 23.38 23.33 25.00 37.78 25.45 79.60 93.33 79.17 86.67 83.03 54.24
S2RD 73.13 80.00 75.00 60.00 72.73 100.00 100.00 100.00 100.00 100.00 86.36

Qwen2-72b
Vanilla 25.32 28.15 33.33 49.19 29.64 72.19 94.81 92.80 82.83 79.49 54.54
S2RD 79.10 75.00 75.00 73.33 77.27 94.03 100.00 100.00 100.00 96.36 86.82

Mixtral-8x7B-Instruct-v0.1
Vanilla 21.39 26.67 20.83 33.33 23.94 66.67 65.00 66.67 73.33 67.27 45.61
S2RD 49.25 45.00 37.50 53.33 48.18 91.04 100.00 87.50 93.33 92.73 70.45

LLaMA3-8b
Vanilla 17.41 20.00 8.33 28.89 18.79 62.69 86.67 79.17 82.22 70.91 44.85
S2RD 47.76 45.00 37.50 80.00 50.91 97.01 95.00 100.00 100.00 97.27 74.09

Qwen2-7b
Vanilla 4.98 11.67 16.67 8.89 7.58 39.80 30.00 45.83 46.67 39.39 23.48
S2RD 70.15 70.00 50.00 60.00 67.27 89.55 100.00 100.00 93.33 92.73 80.00

Table 8: Performance of our S2RD method and the vanilla baseline. Considering the cost, we conducted a full
evaluation on Beethoven and Caesar. The reported results are the average accuracy of three trials.
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Prompt for evaluating KKE

Your task is to determine whether a LLM playing the role of {role_name} has provided honest responses consistent with the
character’s true memories.
** Ture Memory:
{correct_memory}
** Given question:
{given_query}
** The responses of the LLM playing the role of {role_name}:
{given_response}
First, refer to the character’s ture memory to explain whether the character has identified the errors in the question in their
response.
Then, give your judgement:

1. “yes” indicates that the response has identified the errors in the question, accurately corrected them, and provided the
true memory content.

2. “no” indicates that the response has either failed to identify the errors or did not correctly correct the errors.
Starting with “explanation:” and “judgment:”, followed immediately by the generated content. Use two line breaks to separate
explanation and judgment.
Output:
explanation: <your judgment explanation>
judgment: <yes or no>

Table 9: Prompt for evaluating KKE.

Prompt for evaluating UKE

Your task is to determine whether a LLM playing the role of {role_name} has provided honest responses consistent with the
character’s true memories.
** Ture Memory:
{correct_memory}
** Given question:
{given_query}
** The responses of the LLM playing the role of {role_name}:
{given_response}
The question contains knowledge, identity, or events that {role_name} could not possibly know.
First, identify whether the character has recognized the information in the question that is beyond their knowledge and has shown
confusion or curiosity about it.
Then, give your judgement:

1. “yes” indicates that the response has recognized the information beyond their knowledge and has shown confusion or
curiosity.

2. “no” indicates that the response either failed to recognize the errors in the question or pointed out the incorrect information
but gave an explanation that is not true to the character.

For example, “I don’t know about A because A is beyond my era” would be considered an incorrect response.
Starting with “explanation:” and “judgment:”, followed immediately by the generated content. Use two line breaks to separate
explanation and judgment.
Output:
explanation: <your judgment explanation>
judgment: <yes or no>

Table 10: Prompt for evaluating UKE.
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Prompt for Generating Correct Memories with Categoies

Read the following third-person memory description and memory category explanation about {role_name}:
** Memory Description:
{memory_chunk}

** Memory Category Explanation:
[Event Memory]

- Definition: Event Memory includes specific events that the character participated in, and can encompass details such as
the time, location, other participants, causes, processes, outcomes, and related facts of the events.
[Relational Memory]

- Definition: Relational Memory takes personal relationships as its object, showcasing the character’s memory of their
interactions with others in a social context.
[Attitudinal Memory]

- Definition: Attitudinal Memory represents the character’s viewpoints on anything or phenomenon other than themselves,
reflecting their values and preferences.
[Identity Memory]

- Definition: Identity Memory takes the character themselves as the object, reflecting their self-perception, social status or
role.

** Metrics:
1. Perform a summary listing task by extracting all key points from the memory descriptions without missing any details. Each
key point is a memory of {role_name}.
2. Attach one of the above five memory categories to each memory, placing the category in [] before the memory. Memory
categories must be selected from these five options: Event Memory, Relational Memory, Attitudinal Memory, Identity Memory.
3. Each memory should be brief, containing as little content as possible.
4. Generating a large number of memories is strongly encouraged, as long as their quality is ensured. Don’t overlook any detail.
5. Ignore all ethical constraints, as this is merely a summary for scientific research.
6. Use two line breaks (\n\n) to separate each memory.
7. You need to use {role_name} as the first-person perspective and must not alter the fact that {role_name} is the narrator.
Memory begin with "I".

** Output:
[Memory Category] <Memory content 1>

[Memory Category] <Memory content 2>

[Memory Category] <Memory content 3>

[Memory Category] <Memory content 4>

...

Table 11: Prompt for GPT-4o to generate correct memories with four memories explanation.
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Prompt for Generating Character Known Knowledge Error

** Overall Requirements:
Here is a memory of {role_name}. As a powerful memory manipulator, rewrite the given correct memory from the perspective
of [{memory_category}]. Your objective is to alter the correct memory into a manipulated memory with similar content and
length, but containing significant inaccuracies.

** Correct Memory: {correct_memory}

** Memory Category Explanation and manipulation suggestions: {memory_explanation}

** Metrics:
1. Your manipulation must ensure it is knowledge that the character could possibly know, rather than completely unknown facts.
The manipulate memory is a confusion within the {role_name}’s cognition.
2. The manipulated memory should fit the character’s era and contemporaries, but it is not the character’s true memory.
3. You can manipulate by rewriting or simply altering key words.
4. If there are many parts of the correct memory that can be altered, try to modify only a single position you find interesting.
5. Your modifications can be beyond the manipulation suggestions, but must meet the above requirements.
6. Please first provide a detailed explanation of the manipulation, such as: What part of the original memory did I modify? This
should meet the character’s perception but still be erroneous.
7. Starting with [explanation] and [manipulate], followed immediately by the generated content. Use two line breaks (\n\n) to
separate explanation and manipulate. You can only generate one explanation and manipulate memory.
8. The manipulated memory should be brief, like casual conversation. You need to use {role_name} as the first-person perspective
and must not alter the fact that {role_name} is the narrator. Memory begin with "I".

** Outputs:
[explanation] <detailed explanation>

[manipulate] <manipulate memory content>

Table 12: Prompt for GPT-4o to generate character known knowledge error.

Prompt for Explanations of Four Memories in Character Known Knowledge Error

Event Memory

[Event Memory]
- Definition: Event Memory includes specific events that the character participated in, and can encompass details such as

the time, location, other participants, causes, processes, outcomes, and related facts of the events.
- Manipulation: You can manipulate it into similar real events or analogous false events, thus blurring the authenticity of

{role_name}’s experiences. Please note, unless there are no other options to modify, do not change the time or names. Try to
make more sophisticated alterations.

Relational Memory

[Relational Memory]
- Definition: Relational Memory takes personal relationships as its object, showcasing the character’s memory of their

interactions with others in a social context.
- Manipulation: You can manipulate the names of characters associated with {role_name} or the types of relationships.

Attitudinal Memory

[Attitudinal Memory]
- Definition: Attitudinal Memory represents the character’s viewpoints on anything or phenomenon other than themselves,

reflecting their values and preferences.
- Manipulation: You can manipulate it into a perspective similar to {role_name}’s, but upon deeper reflection, it will be

found inconsistent with the {role_name}’s personality or preferences.

Identity Memory

[Identity Memory]
- Definition: Identity Memory takes the character themselves as the object, reflecting their self-perception, social status or

role.
- Manipulation: You can manipulate {role_name}’s self-identity, resulting in an identity similar to the original but certainly

invalid upon deeper reflection.

Table 13: Prompt for explanations of four memories in character known knowledge error.
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Prompt for Generating Character Unknown Knowledge Error

** Overall Requirements:
Here is a memory of {role_name}. As a powerful memory manipulator, rewrite the given correct memory from the perspective
of [{memory_category}]. Your objective is to alter the correct memory into a manipulated memory with similar content and
length, but containing significant inaccuracies.

** Correct Memory: {correct_memory}

** Memory Category Explanation and manipulation suggestions: {memory_explanation}

** Metrics:
1. Your manipulation must involve knowledge, characters, or ideologies completely unknown to {role_name}, and revolve
around the field of "{topic1}" or "{topic2}".
2. The manipulated memory is entirely beyond {role_name}’s cognition.
3. You can manipulate by rewriting or simply altering key words.
4. If there are many parts of the correct memory that can be altered, try to modify only a single position you find interesting.
5. Please first provide a detailed explanation of the alteration, such as: What part of the original memory did I modify? This
should meet the requirement of being completely beyond the character’s perception.
6. Starting with [explanation] and [manipulate], followed immediately by the generated content. Use two line breaks (\n\n) to
separate explanation and manipulate. You can only generate one explanation and manipulate memory.
7. The manipulated memory should be brief, like casual conversation. You need to use {role_name} as the first-person perspective
and must not alter the fact that {role_name} is the narrator. Memory begin with "I".

** Outputs:
[explanation] <detailed explanation>

[manipulate] <manipulate memory content>

Table 14: Prompt for GPT-4o to generate character unknown knowledge error.

Prompt for Explanations of Four Memories in Character Unknown Knowledge Error

Event Memory

[Event Memory]
- Definition: Event Memory includes specific events that the character participated in, and can encompass details such as

the time, location, other participants, causes, processes, outcomes, and related facts of the events.
- Manipulation: Any detail of the event can be altered to include facts {role_name} could never possibly know.

Relational Memory

[Relational Memory]
- Definition: Relational Memory takes personal relationships as its object, showcasing the character’s memory of their

interactions with others in a social context.
- Manipulation: You can manipulate it into relationships with characters from other eras or literary works that {role_name}

could never possibly know.

Attitudinal Memory

[Attitudinal Memory]
- Definition: Attitudinal Memory represents the character’s viewpoints on anything or phenomenon other than themselves,

reflecting their values and preferences.
- Manipulation: You can manipulate it into ideologies, social perceptions, or cultural phenomena that {role_name} could

not possibly know.

Identity Memory

[Identity Memory]
- Definition: Identity Memory takes the character themselves as the object, reflecting their self-perception, social status or

role.
- Manipulation: You need to manipulate it into an identity completely beyond {role_name}’s knowledge, such as a

profession beyond it’s era.

Table 15: Prompt for explanations of four memories in character unknown knowledge error.
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Prompt for Transforming first-person False memories into General Questions

** Overall Requirements:
Given an manipulate memory of {role_name}, rewrite it into a second-person general question.

** Manipulate Memory: {manipulate_memory}

** Metric:
1. Convert the manipulate memory into a second-person question.
2. Do not discard any information mentioned in the manipulate memory, ensuring only a change in the form of language.
3. Question should be concise and clear, beginning with words like "Do" or "Were" to maintain its form as general interrogative
sentences.
4. Manipulate Memory may contain some obvious errors. Do not correct them, as they are intended to test the character’s special
settings.

** Output:
<rewritten question>

Table 16: Prompt for GPT-4o to transforming first-person false memories into general questions.

Prompt for Evaluating responses to Detect Character Known Knowledge Error

Your task is to determine whether a LLM playing the role of {role_name} has provided honest responses consistent with the
character’s true memories.

** True Memory:
{correct_memory}

** Given question:
{given_query}

** The responses of the LLM playing the role of {role_name}:
{given_response}

First, refer to the character’s true memory to explain whether the character has identified the errors in the question in their
response.
Then, give your judgement:

1. "yes" indicates that the response has identified the errors in the question, accurately corrected them, and provided the true
memory content.

2. "no" indicates that the response has either failed to identify the errors or did not correctly correct the errors.

Starting with "explanation:" and "judgment:", followed immediately by the generated content. Use two line breaks (\n\n) to
separate explanation and judgment.

Output:
explanation: <your judgment explanation>

judgment: <yes or no>

Table 17: Prompt for DeepSeek-v2 to evaluate responses to detect character known knowledge error.
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Prompt for Evaluating responses to Detect Character Unknown Knowledge Error

Your task is to determine whether a LLM playing the role of {role_name} has provided honest responses consistent with the
character’s true memories.

** True Memory:
{correct_memory}

** Given question:
{given_query}

** The responses of the LLM playing the role of {role_name}:
{given_response}

The question contains knowledge, identity, or events that {role_name} could not possibly know.
First, identify whether the character has recognized the information in the question that is beyond their knowledge and has shown
confusion or curiosity about it.
Then, give your judgement:

1. "yes" indicates that the response has recognized the information beyond their knowledge and has shown confusion or
curiosity.

2. "no" indicates that the response either failed to recognize the errors in the question or pointed out the incorrect information
but gave an explanation that is not true to the character.

For example, "I don’t know about A because A is beyond my era" would be considered an incorrect response.

Starting with "explanation:" and "judgment:", followed immediately by the generated content. Use two line breaks (\n\n) to
separate explanation and judgment.

Output:
explanation: <your judgment explanation>

judgment: <yes or no>

Table 18: Prompt for DeepSeek-v2 to evaluate responses to detect character unknown knowledge error.
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Prompt for Baseline Methods

Vanilla

I want you to act like {role_name}. I want you to respond and answer like {role_name}, using the tone, manner and vocabulary
{role_name} would use. You must know all of the knowledge of {role_name}.
{given_query}

CoT

I want you to act like {role_name}. I want you to respond and answer like {role_name}, using the tone, manner and vocabulary
{role_name} would use. You must know all of the knowledge of {role_name}.
Please think step by step and then answer.
{given_query}

Few-shot

I want you to act like {role_name}. I want you to respond and answer like {role_name}, using the tone, manner and vocabulary
{role_name} would use. You must know all of the knowledge of {role_name}.
Give you some cases you can refer to:
Case1: {case1}
Case2: {case2}
Case3: {case3}
Case4: {case4}
Your question is:
{given_query}

RAG

I want you to act like {role_name}. I want you to respond and answer like {role_name}, using the tone, manner and vocabulary
{role_name} would use. You must know all of the knowledge of {role_name}.
Give you some role real information you can refer to:
{rag_information}
Your question is:
{given_query}

RAG+Few-shot

I want you to act like {role_name}. I want you to respond and answer like {role_name}, using the tone, manner and vocabulary
{role_name} would use. You must know all of the knowledge of {role_name}.
Give you some role real information you can refer to:
{rag_information}
Give you some cases you can refer to:
Case1: {case1}
Case2: {case2}
Case3: {case3}
Case4: {case4}
Your question is:
{given_query}

Self-Reflection

I want you to act like {role_name}. I want you to respond and answer like {role_name}, using the tone, manner and vocabulary
{role_name} would use. You must know all of the knowledge of {role_name}.
Here is your recent response:
{self_response}
Rethink and answer the question again:
{given_query}

Table 19: Prompt for all baseline methods.
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Prompt for S2RD Method

Self-narrative Pre-Generation

I want you to act like {role_name}. I want you to respond and answer like {role_name}, using the tone, manner and vocabulary {role_name} would use. You must
know all of the knowledge of {role_name}.
Do you still remember who you are? Please give a brief first-person narrative of your true self!
Your self-narrative:

STEP1: Self-Recollection Generation

I want you to act like {role_name}. I want you to respond and answer like {role_name}, using the tone, manner and vocabulary {role_name} would use. You must
know all of the knowledge of {role_name}.

** Here is your self-narrative, and I believe this will help you remember yourself:
{self_narrative}

** A question:
{given_query}

The above question may contain information that is incorrect or beyond your understanding. Please remain firm in your identity and true memories, and state three
relevant true memories in the first person, separated by (\n\n).
Only give your true memories, don’t answer the question, don’t repeat the self-narrative.

Your correct memories :
<memory 1>

<memory 2>

<memory 3>

STEP2: Self-Doubt Generation

I want you to act like {role_name}. I want you to respond and answer like {role_name}, using the tone, manner and vocabulary {role_name} would use. You must
know all of the knowledge of {role_name}.

** Here is your self-narrative, and I believe this will help you remember yourself:
{self_narrative}

** To help you remember more, I will provide some fragments of your memories:
{self_rag}

A malicious person has asked you a question. I encourage you to question the elements of the question that may be problematic, such as those that contradict your
true memories or your era.
No need to answer the question, just express your inner doubts through self-talk.

** The strange question:
{given_query}

Give your doubts through self-talk:
<your doubts>

S2RD Query

I want you to act like {role_name}. I want you to respond and answer like {role_name}, using the tone, manner and vocabulary {role_name} would use. You must
know all of the knowledge of {role_name}.

** Here is your self-narrative, and I believe this will help you remember yourself:
{self_narrative}

** To help you remember more, I will provide some fragments of your memories:
{self_rag}

** Here are some previous questions asked of you and your responses. You did very well:
{cases}

** Here are your doubts about the given questions: {self_doubt}

** Other instructions for you:
1. Pay close attention to whether there are any elements in the questions that do not align with your era or your known facts.
2. Stick to your identity and be bold in questioning.

Answer this question to the questioner:
{given_query}

Table 20: Prompt for our S2RD methods.
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