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Abstract

Adding additional guidance to pretrained diffusion models has become an in-
creasingly popular research area, with extensive applications in computer vision,
reinforcement learning, and Al for science. Recently, several studies have proposed
training-free loss-based guidance by using off-the-shelf networks pretrained on
clean images. This approach enables zero-shot conditional generation for universal
control formats, which appears to offer a free lunch in diffusion guidance. In
this paper, we aim to develop a deeper understanding of training-free guidance,
as well as overcome its limitations. We offer a theoretical analysis that supports
training-free guidance from the perspective of optimization, distinguishing it from
classifier-based (or classifier-free) guidance. To elucidate their drawbacks, we theo-
retically demonstrate that training-free guidance is more susceptible to misaligned
gradients and exhibits slower convergence rates compared to classifier guidance.
We then introduce a collection of techniques designed to overcome the limitations,
accompanied by theoretical rationale and empirical evidence. Our experiments in
image and motion generation confirm the efficacy of these techniques.

1 Introduction

Diffusion models represent a class of powerful deep generative models that have recently broken
the long-standing dominance of generative adversarial networks (GANSs) [8]. These models have
demonstrated remarkable success in a variety of domains, including the generation of images and
videos in computer vision [33} 3], the synthesis of molecules and proteins in computational biology
[20,152], as well as the creation of trajectories and actions in the field of reinforcement learning (RL)
[21].

One critical area of research in the field of diffusion models involves enhancing controllability, such
as pose manipulation in image diffusion [S0]], modulation of quantum properties in molecule diffusion
[20]], and direction of goal-oriented actions in RL diffusion [23]]. The predominant techniques
for exerting control over diffusion models include classifier guidance and classifier-free guidance.
Classifier guidance involves training a time-dependent classifier to map a noisy image, denoted as
x4, to a specific condition y, and then employing the classifier’s gradient to influence each step of
the diffusion process [§8]]. Conversely, classifier-free guidance bypasses the need for a classifier by
training an additional diffusion model conditioned on y [18]]. However, both approaches necessitate
extra training to integrate the conditions. Moreover, their efficacy is often constrained when the
data-condition pairs are limited and typically lack the zero-shot generalization capability.

Recently, several studies [2, 49, [37]] have introduced training-free guidance that builds upon the
concept of classifier guidance. These models eschew the need for training a classifier on noisy images;
instead, they estimate the clean image from its noisy counterpart using Tweedie’s formula and then
employ pretrained networks, designed for clean images, to guide the diffusion process. Given that
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checkpoints for these networks pretrained on clean images are widely accessible online, this form of
guidance can be executed in a zero-shot manner. A unique advantage of training-free guidance is that
it can be applied to universal control formats, such as style, layout, and FacelD [2} 49| |37] without any
additional training efforts. Furthermore, these algorithms have been successfully applied to offline
reinforcement learning, enabling agents to achieve novel goals not previously encountered during
training. In contrast to classifier guidance and classifier-free guidance, it is proved in Appendix E
of [27] that training-free guidance does not offer an approximation to the exact conditional energy.
Therefore, from a theoretical perspective, it is intriguing to understand how and when these methods
succeed or fail. From an empirical standpoint, it is crucial to develop algorithms that can address and
overcome these limitations.

This paper seeks to deepen the understanding of training-free guidance by examining its mechanisms
and inherent limitations, as well as overcoming these limitations. Specifically, our major contributions
can be summarized as follows:

* How does training-free guidance work? Although exact conditional energy is difficult
to approximate in a training-free manner, from the optimization standpoint, we show that
training-free guidance can effectively decrease the guidance loss function. The optimization
perspective clarifies the mystery of why the guidance weights should be meticulously
designed in relation to the guidance function and diffusion time, as observed in [49]].

* When does training-free guidance not work? We theoretically identify the susceptibility
of training-free guidance to misaligned gradient issues and slower convergence rates. We
attribute these challenges to a decrease in the smoothness of the guidance network in contrast
to the classifier guidance.

* Improving training-free guidance: We introduce random augmentation to alleviate the
misaligned gradient and Polyak step size scheduling to improve convergence. The efficacy
of these methods is empirically confirmed across various diffusion models (i.e., image
diffusion and motion diffusion) and under multiple conditions (i.e., segmentation, sketch,
text, object avoidance, and targetingﬂ

2 Preliminaries

2.1 Diffusion Models

Diffusion models are characterized by forward and reverse processes. The forward process, occurring
over a time interval from 0 to 7', incrementally transforms an image into Gaussian noise. On the
contrary, the reverse process, from 7" back to 0, reconstructs the image from the noise. Let x;
represent the state of the data point at time ¢; the forward process systematically introduces noise to
the data by following a predefined noise schedule given by x; = /oo + o€, Where a; € [0,1]
is monotonically decreasing with ¢, o = /1 — ay, and €, ~ N(0, I) is random noise. Diffusion
models use a neural network to learn the noise at each step:

minEq, e ifll€s (@, ) — €3] = minEa, c ¢ll€o (@, t) + 01 Va, logpr(a) 3],

where p;(x;) is the distribution of x;. The reverse process is obtained by the following ODE:
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Eg(mt7t), (1)

dlog \/ax do} dlog \/ax . .
where f(t) = =252 g% (1) = S — 25557, The reverse process enables generation as it

converts a Gaussian noise into the image.

2.2 Diffusion Guidance

In diffusion control, we aim to sample x( given a condition y. The conditional score function is
expressed as follows:

Va, logpi(x:y) = Vg, logpi(x:) + Va, log pe(yla:). )
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The conditions are specified by the output of a neural network, and the energy is quantified by the
corresponding loss function. If £( f,(-), -) represents the loss function as computed by neural networks,
then the distribution of the clean data is expected to follow the following formula [2} 149} 37]:

po(oly) o po(xo) exp(—L(fs(x0),y))- 3)

For instance, consider a scenario where the condition is the object location. In this case, f, represents
a fastRCNN architecture, and ¢ denotes the classification loss and bounding box loss. By following
the computations outlined in [27], we can derive the exact formula for the second term in the RHS of
) as:

v:ct Ingt (y|wt) = v:ct log Ep(:co\a;t) [eXp(—@(f¢(:B0), y)] (4)

Classifier guidance [8]] involves initially training a time-dependent classifier to predict the output of
the clean image x based on noisy intermediate representations x; during the diffusion process, i.e.,
to train a time-dependent classifier fy, (@, t) such that fy (x;,t) = fs(2o). Then the gradient of the
time-dependent classifier is used for guidance, given by Vg, log p:(y|x:) := =V, £(fy (2, 1), y).
This term equals (4) if the loss is cross-entropy.

Training-free loss-based guidance [2} 49} [6] puts the expectation in (@) inside the loss function:

a - ,t
Ve, logpu(ylee) =V, 1o [exp(—£(fo Eyaolan (@0). )] <~V ! [f¢ (Lﬁ(‘”)) ,y] ,
wt—Uf,Ee(

ﬁmt,t) . Leveraging this formula permits

the use of a pretrained off-the-shelf network designed for processing clean data. The gradient of the
last term in the energy function is obtained via backpropagation through both the guidance network
and the diffusion backbone.

where (a) uses Tweedie’s formula E, (4, |2,) (T0) =

3 Analysis of Training-Free Guidance

3.1 How does Training-free Guidance Work?

On the difficulty of approximating V, log p;(y|x;) in high-dimensional space. Despite being
intuitive, [27] has shown that training-free guidance in () does not offer an approximation to the true
energy in (@). The authors of [37] consider to directly approximate (@) with a Gaussian distribution:

(a)
th log ]Ep(w[ﬂmt) [eXp(_g(ﬁﬁ (.’Bo), y)] ~ th IOg Eq(mo\wt) [exp(_g(ﬂb(mo% y)]

1 | | ©)
~ Va, log — > exp(—L(fo(x),y)),  xh ~ alxolz:),
=1

where q(xo|x,) is chosen as N (Ep(q|«,) (®0), 721) and ry is a tunable parameter. As demonstrated
in [37], the approximation is effective for one-dimensional distribution. However, we find that
the approximation denoted by (a) does not extend to high-dimensional data (e.g., images) if the
surrogate distribution ¢ is sub-Gaussian. This is due to the well-known high-dimensional probability
phenomenon [43] that if ¢ has sub-Gaussian coordinates (e.g., iid and bounded), then ¢(x|x+) tends
to concentrate on a spherical shell centered at E, (4, |2,)(€0) With radius r; (details are in Appendix
[CI). Since the spherical shell represents a low-dimensional manifold with zero measure in the
high-dimensional space, there is a significant likelihood that the supports of p(xg|x;) and ¢(xo|x;)
do not overlap, rendering the approximation (a) ineffective.

Understanding training-free guidance from an optimization perspective. We instead analyze
the training-free guidance from the optimization perspective. Intuitively, in each step, the gradient is
taken and the loss of the guidance network decreases. At the initial stage of the diffusion (¢ is large),
the diffusion trajectory can exhibit substantial deviations between adjacent steps and may increase the
objective value. So the objective value will oscillate at the beginning. When ¢ is smaller, the change
to the sample is more fine-grained, leading to a bounded change in the objective value. Therefore, the
objective value is guaranteed to decrease when ¢ is small, as showing in the next proposition.

Proposition 3.1. Assume that the guidance loss function {(f4(xo),y) is p-PL (defined in Defin-
tion in appendix) and L g-Lipschitz with respect to clean images xq, and the score function



V logpi(x,) is L,-Lipschitz (defined in Deﬁntion in appendix) with respect to noisy image x;.
Denote Apin as the minimum eigenvalue of the (semi)-definite matrix Cov{xg|x). Then the following

conditions hold: (1) Consider the loss function {y(xt) = ¢ (f¢ (%\/O%gm(mt)) ,y) and denote
2 823

Lf(lfi\;")‘“\/aat. After one gradient step &y = xy — WV, b(2t),n = %,

(&) < (1 — k1)le(xe); (2) Consider a diffusion process that adheres to a bounded change in the

< (?Eiz)) for some ko < K1, then

the objective function converges at a linear rate, i.e., {y_1(xi—1) < 1:2 L ().

K1 = we have

objective function such that for any diffusion step, i.e., £r_1(x1_1)
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(a) A successful guidance. (b) A failure guidance.

Figure 1: The classifier loss of a successful and a failure guidance example. The target class is
“indigo bird”.

The proof is given in Appendix[D.2} The Lipschitz continuity and PL conditions are basic assumptions
in optimization, and it has been shown that neural networks can locally satisfy these conditions
[3]. These assumptions, while not essential, simplify the proof and results for clarity, similar to the
assumptions taken in [26]. The optimization perspective clarifies the mystery of why the guidance
weights (i.e., the step size in optimization) should be carefully selected with respect to the guidance
function and time ¢. For example, in [49], most guidance weights ) are chosen to be proportional to
/& and dependent on guidance network, which differs from the weights used in classifier guidance
and aligns with our step size in Proposition 3.1}

Then we empirically verify Proposition[3.1] via experiments in Figure[T} We use ResNet-50 trained on
clean images to guide ImageNet pretrained diffusion models. The loss value at each diffusion step is
plotted. As a reference, we choose 100 images from the class “indigo bird” in ImageNet training set
and compute the loss value, which is referred to as “Correct Image Loss” in the figure. The objective
value oscillates when ¢ is large, followed by a swift decrease, which verifies our analysis. More
convergence figures are given in Figure[7in Appendix.

An intriguing aspect of the theory is that the loss remains low regardless of the success of the guidance,
akin to the loss associated with correct images. Figure[Tb]demonstrates this phenomenon: despite the
absence of an indigo bird in the image, the loss is still minimal. This phenomenon can be attributed
to the effect of misaligned gradients, which is explored in detail in the following subsection.

3.2 Limitations of Training-free Guidance

In this subsection, we examine the disadvantages of employing training-free guidance networks as
opposed to training-based classifier guidance.

Training-free guidance is more sensitive to the misaligned gradient. Adversarial gradient is a
significant challenge for neural networks, which refers to minimal perturbations deliberately applied
to inputs that can induce disproportionate alterations in the model’s output [38]]. The resilience of a
model to adversarial gradients is often analyzed through the lens of its Lipschitz constant [34]. If the
model has a lower Lipschitz constant, then the output is less sensitive to the input perturbations and
thus is more robust.

In the classifier or training-free guidance, the gradient of the guidance network is added to the
image. In contrast to yielding a direction that meaningfully minimizes the loss, the adversarial
gradient primarily serves to minimize the loss in a manner that is not necessarily aligned with the
intended guidance direction. As a result, we refer the adversarial gradient of guidance network as the
misaligned gradient in diffusion guidance.



Compared with the off-the-shelve guidance network used in training-free guidance, time-dependent
classifiers are trained on noise-augmented images. Our finding is that adding Gaussian noise
improves the Lipschitzness of the guidance network. This transition mitigates the misaligned gradient
challenge by inherently enhancing the model’s robustness to such perturbations, as shown in the next
proposition.

Proposition 3.2. (Time-dependent network is more robust and smooth) Given a bounded loss function
U(x) < C, the loss () = Eeno,nl(x + os€)] is C %?-Lipschitz and V1 is %-Lipschitz.

T

(a) Adversarially robust (b) Time-dependent classi- (c) Off-the-shelf ResNet- (d) ResNet-50 with ran-
classifier. fier. 50 classifier. dom augmentation.

Figure 2: Gradients of different classifiers on random backgrounds. The images in the first row
correspond to the target class “cock”, and the second row to “goldfinch”.

The proof is given in Appendix [D.3] We then support Proposition [3.2] with both qualitative and
quantitative experiments. For qualitative experiments, we present visualizations of the accumulated
gradients for both the time-dependent and off-the-shelf time-independent classifiers corresponding
to different classes in Figure 2b] and Figure respectively. These visualizations are generated
by initializing an image with a random background and computing 1000 gradient steps for each
classifier. For the time-dependent classifier, the input time for the ¢-th gradient step is 1000 — ¢. The
images are generated purely by the classifier gradients without diffusion involved. For comparative
analysis, we include the accumulated gradient of an adversarially robust classifier [33], as shown
in Figure 2a] which has been specifically trained to resist misaligned (adversarial) gradients. The
resulting plots reveal a stark contrast: the gradient of the time-dependent classifier visually resembles
the target image, whereas the gradient of the time-independent classifier does not exhibit such
recognizability. This observation suggests that off-the-shelf time-independent classifiers are prone
to generating misaligned gradients for guidance compared to the time-dependent classifier used in
classifier guidance. The quantitative experiments are given in Table[d]in Appendix.

Figure 2] provides a more intuitive visual explanation of diffusion guidance compared to the existing
formula-based approaches as shown in (7). The gradient produced by the guidance network represents
a valid image. When these gradients are incorporated into the images, the diffusion model is able to
identify the object and enhance it into a clearer and more vivid representation.

Training-free guidance slows down the convergence of reverse ODE. The efficiency of an algo-
rithm in solving reverse ordinary differential equations is often gauged by the number of non-linear
function estimations (NFEs) required to achieve convergence. This metric is vital for algorithmic
design, as it directly relates to computational cost and time efficiency [36]]. In light of this, we explore
the convergence rates associated with various guidance paradigms, beginning our analysis with a
reverse ODE framework that incorporates a generic gradient guidance term. The formula is expressed
as
2

T (cy(@p,t) + Vayvlant)). @)

dx
d_tt = f(t)z: +

where h(-,-) can be either a time-dependent classifier or a time-independent classifier with Tweedie’s
formula. The subsequent proposition elucidates the relationship between the discretization error and
the smoothness of the guidance function.

Proposition 3.3. Ler wu(xy,t) = €o(xe,t) + Vgo(xe,t) in @), Fmax =
max; [log(lf;t)—log(lf;’tl_l)] Assume we run DDIM solver for M steps and

M = O(1/huay). Then the error is bounded by O((1 + LM)/M).



The proof is given in Appendix[D.4} Proposition[3.2]establishes that time-dependent classifiers exhibit
superior gradient Lipschitz constants compared to their off-the-shelf time-independent counterparts.
This disparity in smoothness slows down the convergence for training-free guidance methods, necessi-
tating a greater number of NFEs to achieve the desired level of accuracy when compared to classifier
guidance. To provide quantitative support, we compare the convergence speed of training-based
PPAP [12] and training-free FreeDoM in Table[5]in Appendix.

4 Improving Training-free Guidance

In this section, we propose to adopt random augmentation to mitigate the misaligned gradient issue,
and Polyak step size [15] to mitigate the convergence issue. In addition to these two techniques, our
method and baselines will also incorporate a trick named time travel, often referred to as “restart
sampling”, and its theoretical framework is detailed in [46]].

Algorithm 1 Random Augmentation Algorithm 2 Polyak Step Size
fort =T, --,0do fort=1T,--- ,0do
x;_, = DDIM(x;) xi—1 = DDIM(x;)
& = M\/%(wtt) > Tweedie’s formula Lo = %\ﬂ%mf” > Tweedie’s formula
9: = i Lrer Val(fo(T(20)), y) g: = Vallfo(®0)y)
L1 =Ty—1 — 1" Gt Ti-1 =Te-1 — N gz 9t
end for end for

4.1 Random Augmentation

As established by Proposition[3.2] the introduction of Gaussian perturbations enhances the Lipschitz
property of a neural network. A direct application of this principle involves creating multiple
noisy instances of an estimated clean image and passing them into the guidance network, a method
analogous to the one described in (). However, given the high-dimensional nature of image data,
achieving a satisfactory approximation of the expected value necessitates an impractically large
number of noisy copies. To circumvent this issue, we propose an alternative strategy that employs a
diverse set of data augmentations in place of solely adding Gaussian noise. This approach effectively
introduces perturbations within a lower-dimensional latent space, thus requiring fewer samples.
The suite of data augmentations utilized, denoted by 7, is derived from the differentiable data
augmentation techniques outlined in [S1]], which encompasses transformations such as translation,
resizing, color adjustments, and cutout operations. The details are shown in Algorithm [T]and the
rationale is shown in the following proposition.

Proposition 4.1. (Random augmentation improves smoothness) Given a bounded non-Lipschitz loss
function ((x), the loss {(x) = Eepe)[l(x + €)] is C [o, [[Vp(t)||2dt-Lipschitz and its gradient is
C [an IV?p(t) || opdt-Lipschitz.

The proof is shown in Appendix Echoing the experimental methodology delineated in Section
[3.2] we present an analysis of the accumulated gradient effects when applying random augmentation
to a ResNet-50 model. Specifically, we utilize a set of |T| = 10 diverse transformations as our
augmentation strategy. The results of this experiment are visualized in Figure[2d] where the target
object’s color and shape emerge in the gradient profile. This observation suggests that the implemen-
tation of random augmentation can alleviate the misaligned gradient issue. The quantitative effect
of random augmentation is given in Tabled]in Appendix. The computational efficiency of random
augmentation is further discussed in Appendix [C.4]

4.2 Polyak Step Size

In Section[3.1} we analyzed training-free guidance from the optimization perspective. To accelerate
the convergence, gradient step size should be adaptive to the gradient landscape. We adopt Polyak
step size, which has near-optimal convergence rates under various conditions [[15]. The algorithm is
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Figure 3: The effects of step size.

shown in Algorithm 2] and the term ||€g (@, t)|| is used to both estimate the gap to optimal values and
balance the magnitude of diffusion term and guidance term.

We implement Polyak step size within the context of a training-free guidance framework called
FreeDoM [49] and benchmark the performance of this implementation using the DDIM sampler
with 50 steps. As shown in Figure [3] FreeDoM is unable to effectively guide the generation process
when faced with a significant discrepancy between the unconditional generation and the specified
condition. An illustrative example is the difficulty in guiding the model to generate faces oriented
to the left when the unconditionally generated faces predominantly orient to the right, as shown in
Figure[3b] This challenge, which arises due to the insufficiency of 50 steps for convergence under the
condition, is ameliorated by substituting gradient descent with adaptive step size, thereby illustrating
the benefits of employing a better step size in the guidance process. The quantitative experiments are
given in Table[5]in Appendix.

5 Experiments

In this section, we evaluate the efficacy of our proposed techniques across various diffusion models
and guidance conditions. We compare our methods with established baselines: Universal Guidance
(UG) [2]], Loss-Guided Diffusion with Monte Carlo (LGD-MC) [37], Training-Free Energy-Guided
Diffusion Models (FreeDoM) [49], and Manifold Preserving Guided Diffusion (MPGD) [16]. LGD-
MC utilizes () while UG and FreeDoM are built on (3). MPGD utilizes an auto-encoder to ensure
the manifold constraints. Furthermore, time travel trick (Algorithm [3) is adopted in UG, FreeDoM,
and MPGD to improve the performance. Please refer to Appendix [B|for details of baselines. For the
sampling method, DDIM with 100 steps is adopted as in [49, 37]. The method “Ours” is built on
FreeDoM, with Polyak step size and random augmentation.

5.1 Guidance to CelebA-HQ Diffusion

In this subsection, we adopt the experimental setup from [49]. Specifically, we utilize the CelebA-HQ
diffusion model [19] to generate high-quality facial images. We explore three guidance conditions:
segmentation, sketch, and text. For segmentation guidance, BiSeNet [48] generates the facial
segmentation maps, with an /5-loss applied between the estimated map of the synthesized image and
the provided map. Sketch guidance involves using the method from [45] to produce facial sketches,
where the loss function is the /5-loss between the estimated sketch of & and the given sketch. For
text guidance, we employ CLIP [32] as both the image and text encoders, setting the loss to be the ¢
distance between the image and text embeddings.

We randomly select 1000 samples each of segmentation maps, sketches, and text descriptions. The
comparative results are presented in Table[T} Consistent with [49]], the time-travel number for all
methods is set to s = 1. Figure]displays a random selection of the generated images. More image
samples are provided in the supplementary materials. We find that the baselines failed to guide if the
condition differs from unconditionally generated images significantly, as discussed in Section[#.2}

5.2 Guidance to ImageNet Diffusion

For the unconditional ImageNet diffusion, we employ text guidance in line with the approach used in
FreeDoM and UG [2,49]. We utilize CLIP-B/16 as the image and text encoder, with cosine similarity



Segmentation maps Sketches Texts
Distance] FID| | Distance] FID| | Distance] FID]|

UG [2] 2247.2 39.91 52.15 47.20 12.08 44.27
LGD-MC [37] 2088.5 38.99 49.46 54.47 11.84 41.74
FreeDoM [49] 1657.0 38.65 34.21 52.18 11.17 46.13
MPGD-Z [16] 1976.0 39.81 37.23 54.18 10.78 42.45

Ours 1575.7 33.31 30.41 41.26 10.72 41.25

Methods

Table 1: The performance comparison of various methods on CelebA-HQ with different types of
zero-shot guidance. The experimental settings adhere to Table 1 of [49].

Methods | LGD-MC [37] | UG [2] | FreeDoM [49] | MPGD-Z [16] | Ours
CLIPScoret | 243 | 257 | 259 | 251 | 277

Table 2: The performance comparison of various methods on unconditional ImageNet with zero-shot
text guidance. We compare various methods using ImageNet pretrained diffusion models with
CLIP-B/16 guidance. For evaluating performance, the CLIP score is computed using CLIP-L/14.

serving as the loss function to measure the congruence between the image and text embeddings.
To evaluate performance and mitigate the potential for high-scoring adversarial images, we use
CLIP-L/14 for computing the CLIP score. In FreeDoM and MPGD-Z, resampling is conducted for
time steps ranging from 800 to 300, with the time-travel number fixed at 10, as described in [49].
Given that UG resamples at every step, we adjust its time-travel number s = 5 to align the execution
time with that of FreeDoM. The textual prompts for our experiments are sourced from [25]. The
comparison of different methods is depicted in Table[2] The corresponding randomly selected images
are illustrated in Figure[5] The table indicates that our method achieves the highest consistency with
the provided prompts. As shown in Figure 5} LGD-MC and MPGD tend to overlook elements of
the prompts. Both UG and FreeDoM occasionally produce poorly shaped objects, likely influenced
by misaligned gradients. Our approach addresses this issue through the implementation of random
augmentation. Additionally, none of the methods successfully generate images that accurately adhere
to positional prompts such as “left to” or “below”. This limitation is inherent to CLIP and extends to
all text-to-image generative models [41]. More image samples are provided in the supplementary
materials.

5.3 Guidance to Human Motion Diffusion

In this subsection, we extend our evaluation to human motion generation using the Motion Diffusion
Model (MDM) [40]], which represents motion through a sequence of joint coordinates and is trained
on a large corpus of text-motion pairs with classifier-free guidance. We apply the targeting guidance
and object avoidance guidance as described in [37]. Let «((t) denote the joint coordinates at time ¢,
y; the target location, yps the obstacle location, r the radius of the objects, and 7" the total number of
frames. The loss function is defined as follows:

= |lys — o(T)II3 + Y _ sigmoid(—([|zo(i) — yos|| — ) x 50) x 100. (8)

Our experimental configuration adheres to the guidelines set forth in [37]. We assess the methods
using the targeting loss (the first term in (8)), the object avoidance loss (the second term in (8)), and
the CLIP score calculated by MotionCLIP [39]. In this application, MPGD-Z cannot be applied
as there are no auto-encoder. MPGD w/o proj suffers from the shortcut and cannot achieve good
performance, as discussed in Appendix In our method, random augmentation is omitted because
the guidance is not computed by neural networks so the adversarial gradient issues are not obvious.
The quantitative results of our investigation are summarized in Table 3] while Figure [6] showcases
randomly selected samples. Our methods exhibit enhanced control quality over the generated motion.
The videos are provided in the supplementary materials.



“Backwards” “Balanced Beam” “Walking” “Jogging”
Loss| CLIPT Loss) CLIPT Loss) CLIPT Loss] CLIPT
Unconditional [40] | 3.55 +9.66  65.6 47.92+0 70.8 48.88 +0 37.6 144.84+0  61.72

FreeDoM [49] 1.094+6.63 6723 | 9.83 +4.48 62.65 | 1.64+7.55 40.12 | 34.95+7.83 58.74
LGD-MC [37] 0.98+6.48 67.31 | 442+0.02 63.13 | 1.30+0.39 38.82 | 6.12+2.38  57.89
Ours 0.68+1.32  67.50 | 1.13+0.30  63.02 | 0.43+0.31  40.40 2.93+1.15 60.03

Methods

Table 3: Comparison of various methods on MDM with zero-shot targeting and object avoidance
guidance. Loss is reported as a two-component metric: the first part is the MSE between the target
and the actual final position of the individual; the second part measures the object avoidance loss.

5.4 Related Work on Training-Free Guidance

Due to space limitation, we only introduce the related work on training-free guidance while leaving
more related work in Appendix [A] The current training-free guidance strategies for diffusion models
can be divided into two primary categories. The first category is the loss-based guidance in this
paper, which is universally applicable to universal control formats and diffusion models. These
methods predict a clean image, subsequently leveraging pretrained networks to guide the diffusion
process. Central to this approach are the algorithms based on (3]), which have been augmented through
techniques like time-travel [2} 149] and the introduction of Gaussian noise [37]]. The adjoint sensitivity
method [31]] and spherical Gaussian constraint [47] have been adopted to estimate a more accurate
guidance gradient. Extensions of these algorithms have found utility in domains with constrained
data-condition pairs, such as molecule generation [[14], and in scenarios necessitating zero-shot
guidance, like open-ended goals in offline reinforcement learning [44]]. In molecular generation and
offline reinforcement learning, they outperform training-based alternatives as additional training
presents challenges. This paper delves deeper into the mechanics of this paradigm and introduces
a suite of enhancements to bolster its performance. The efficacy of our proposed modifications is
demonstrated across image and motion generation, with promising potential for generalization to
molecular modeling and reinforcement learning tasks.

The second category of training-free guidance is tailored to text-to-image or text-to-video diffusion
models, which is based on insights into their internal backbone architecture. For instance, object
layout and shape have been linked to the cross-attention mechanisms [17]], while network activations
have been shown to preserve object appearance [42]. These understandings facilitate targeted editing
of object layout and appearance (Diffusion Self-Guidance [[11]]) and enable the imposition of condi-
tions in ControlNet through training-free means (FreeControl [30]). Analyzing these methodologies
is challenging due to their reliance on emergent representations during training. Nonetheless, certain
principles from this paper remain relevant; for example, as noted in Proposition[3.3] these methods
often necessitate extensive diffusion steps, with instances such as [30, |1 1] employing 1000 steps. A
thorough examination and refinement of these techniques remain an avenue for future research.

6 Conclusions

In this paper, we conducted a comprehensive investigation into training-free guidance, which employs
pretrained diffusion models and guides them using the off-the-shelf trained on clean images. Our
exploration delved into the underlying mechanisms and fundamental limits of these models. Moreover,
we proposed a set of enhancement techniques and verified their effectiveness both theoretically and
empirically.

Limitations. Despite our efforts to mitigate the shortcomings of training-free methods and enhance
their performance, certain limitations remain. Notably, the refined training-free guidance still
necessitates a higher number of NFEs when compared with extensive training methods such as
classifier-free guidance. This is because misaligned gradient cannot be fully eliminated without
training.

Ethical Consideration. Similar to other models designed for image creation, our model also has the
unfortunate potential to be used for creating deceitful or damaging material. We pledge to restrict the
usage of our model exclusively to the realm of research to prevent such misuse.
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A Related Works

A.1 Training-based Gradient Guidance

The training-based gradient guidance paradigm, such as classifier guidance, is a predominant approach
for diffusion guidance. The core objective is to train a time-dependent network that approximates
pt(y|z:) in the RHS of 2)), and to utilize the resulting gradient as guidance. The most well-known
example is classifier guidance, which involves training a classifier on noisy images. However,
classifier guidance is limited to class conditions and is not adaptable to other forms of control, such as
image and text guidance. To address this limitation, there are two main paradigms. The first involves
training a time-dependent network that aligns features extracted from both clean and noisy images, as
described by [24]. The training process is outlined as follows:

mJn ]Ep(wo,a:t)d(fw(xt’t)’f¢(m0))’

where d(-, -) represents a loss function, such as cross-entropy or the ¢ norm. If time-dependent
networks for clean images are already available, training can proceed in a self-supervised fashion
without the need for labeled data. The second paradigm, as outlined by [21]], involves training an
energy-based model to approximate p;(y|x;). The training process is described as follows:

n}bin Ep(mo,wt)w(fw(wt’t)’y) _€<f¢(330>,y)|

However, it is observed in [27] that none of these methods can accurately approximate the true energy

in {@). The authors of [27] propose an algorithm to learn the true energy. The loss function is a
contrastive loss

K . .

. eXp(E(f¢($;,t),y’)

min  E i .iyexp(—£(fs(xo),y)) |— )Y lo
(xf,xt) €XP o\ L0),Y K i ]
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where (), z}) are K paired data samples from p(z{,y*). Theorem 3.2 in [27] proves that the
optimal fy- satisfied that Vo, £( fy- (2}, 1), Y") = Vo, (y|2:).

Although this paper focuses on training-free guidance, the findings in this paper can be naturally
extended to all training-based gradient guidance schemes. Firstly, the issue of adversarial gradients
cannot be resolved without additional training; hence, all the aforementioned methods are subject
to adversarial gradients. Empirical evidence for this is presented in Fig. [2] which illustrates that
the gradients from an adversarially robust classifier are markedly more vivid than those from time-
dependent classifiers. Consequently, it is anticipated that incorporating additional adversarial training
into these methods would enhance the quality of the generated samples. Secondly, since these
methods are dependent on gradients, employing a more sophisticated gradient solver could further
improve their NFEs.

A.2 Adversarial Attack and Robustness

Adversarial attacks and robustness constitute a fundamental topic in deep learning [4]. An adversarial
attack introduces minimal, yet strategically calculated, changes to the original data that are often
imperceptible to humans, leading models to make incorrect predictions. The most common attacks
are gradient-based, for example, the Fast Gradient Sign Method (FGSM) [13]], Projected Gradient
Descent (PGD) [29], Smoothed Gradient Attacks [1]], and Momentum-Based Attacks [9]. An attack is
akin to classifier guidance or training-free guidance, which uses the gradient of a pre-trained network
for guidance. Should the gradient be adversarial, the guidance will be compromised. This paper
establishes the relationship between training-free loss-guided diffusion models and adversarial attacks
in two ways. Firstly, we prove that training-free guidance is more sensitive to an adversarial gradient.
Secondly, in Section[4.2] we demonstrate that borrowing an adaptive gradient scheduler can improve
convergence. The optimizers from adversarial attack literature may also expedite the convergence of
the diffusion ODE.

B Baselines and Experimental Settings

B.1 Details of the Baselines

We use the following training-free diffusion guidance methods as baselines for comparison:
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* Universal Guidance (UG) [2] employs guidance as delineated in (3 and uses time-travel
strategies outlined in Algorithm [3|to enhance performance. The time-travel trick is used for
all time steps t. UG also utilizes backward guidance, which takes multiple gradient steps at
each time step.

* FreeDoM [49] is also founded on () and time-travel trick. In addition, FreeDoM incor-
porates a time-dependent step size for each gradient guidance and judiciously selects the
diffusion step for executing time-travel trick.

* Loss-guided Diffusion with Monte Corlo (LGD-MC) [37] utilizes guidance from (6)) and
we set n = 10 in the experiments.

* Manifold Guided Preserving Diffusion (MPGD) [16] takes the derivative with respect
to estimated clean image [E[xo|x;] instead of x;. Let o, = Elxo|x;], MPGD steps are
expressed as following:

Va, logpi(y|z:) = —\/Oét—lvwmt log [exp(—é(f¢(as0|t), y)} .

MPGD-Z adopts an additional auto-encoder to preserve manifold constraints. The details
procedures of MPGD-Z are described in Algorithm 3 of [16].

B.2 MPGD for Motion Diffusion

For the process of motion diffusion, the application of both MPGD-Z and MPGD-AE is precluded
due to the absence of pretrained auto-encoders specific to motion diffusion. An implementation of
MPGD without projection (MPGD w/o proj) was attempted for motion diffusion; however, it was
unsuccessful in accurately navigating towards the target. This failure is attributed to the presence of
spurious correlations within the targeting loss specific to MPGD, a phenomenon not observed in the
other baseline methodologies. Sepcifically, the gradient formulation in MPGD is detailed as follows:

{2<ytarget - wO\t) ift=="1T

grad_MPGD = .
otherwise

The gradient in FreeDoM and other methods is given by

I+o 2V2 lo t (Lt
grad_DPS = 2('ytarget - 330|t) : ! @gp ( )
Analysis of the aforementioned equations reveals that, within the MPGD framework, only the final
motion step is influenced by the gradient, a characteristic not shared by alternative methodologies.
Consequently, this exclusive focus on the last step results in disproportionately strong guidance at
this juncture, while earlier steps suffer from a lack of directional input. This imbalance may adversely
affect the overall quality of the samples produced. Empirical observations substantiate that MPGD
struggles to achieve targeted outcomes when a nuanced adjustment of step size is required. Given
these limitations, MPGD has been excluded from the comparative analysis presented in Table [3]

B.3 Prompts for Motion Diffusion

We follow the prompts and evaluation settings in [37]. The prompts are (i) “the person is walking
backwards”; (ii) “a person walking around in a balance beam”; (iii) “the person is walking”; (iv) “the
person is jogging”. We consider three different directions for each prompt, and each direction has 10
random seeds, the metrics are then averaged together over the 30 synthesized motions.

C More Discussions

C.1 Concentration of Estimated Clean Samples

It has been demonstrated in [7] that, given a fixed x, the distribution of the noisy data x; is
concentrated on a spherical shell. An extension of this theorem presented in the “High Dimensional
Probability” textbook by Vershynin [43]] elucidates that the conditional distribution ¢(x|x:) also
exhibits concentration on a spherical shell, provided that its coordinates are sub-Gaussian.
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Theorem C.1. (Theorem 3.1.1 in [43|]) Denote xy = x;+g € R™, where g = (g1, - , gn). Assume

that g; are independent identically distributed, E[g?] = % and there exists constant c¢1 such that
Pg; > t] < exp(—c1t?), then we have

Pllll: — @oll3 — rf] > ] < exp(—cant?),

where co is a constant.

Theorem establishes that the distribution ¢(xo|x;) exhibits concentration on a spherical shell at
an exponential rate. For high-dimensional data, such as images, it is reasonable to infer that x is
predominantly situated on this spherical shell.

C.2 Time-travel Trick

Algorithm 3 Time Travel

1: fort=T,---,1do

2 fori=1,---,sdo ‘

3 x!_, = DDIM with Guidance(z{ ')
4 if i < s then

5 By = oz/oy_1,m ~ N(0,I)

6: x) = /Bixi_, +VI- fin

7: end if

8 93?71 =x] 4

9 end for
10: end for

The technique of time-travel, also referred to as “resampling”, has been proposed as a solution to
complex generative problems [28]], facilitating successful training-free guidance in tasks such as
CLIP-guided ImageNet generation and layout guidance for stable diffusion, as illustrated in Figure 2
of [49] and Figure 8 of [2], respectively. The procedure of the time-travel trick is shown in Algorithm
[l which involves recursive execution of individual sampling steps.

C.3 More Quantitative Experiments

Two-stage convergence: We plot the convergence curve of more images in Figure[5] The diffusion
model is ImageNet diffusion and the guidance network is ResNet-50. The convergence is two-stage:
the objective value oscillates when t is large, followed by a swift decrease, which verifies Proposition
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Figure 7: More experiments of the convergence plot.

Misaligned gradients: For quantitative experiments, we use robust ResNet-50 to assess the presence
of misaligned gradient. Since ResNet-50 serves as our guidance network, a large loss gap between
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the standard ResNet-50 and the robust variant indicates a severe adversarial gradient issue. In Table
M} the values represent the loss value. The columns denote the guidance network type, while the rows
indicate the loss tested on either ResNet-50 or Robust ResNet-50. The values reported are the average
over 1000 images, providing a quantitative evaluation. When using ResNet-50 for guidance, its loss
on ResNet-50 is as low as that of real images from the same class (value 5.91). However, the loss
for Robust ResNet-50 is significantly higher (value 6.17), suggesting susceptibility to misaligned
gradients. By employing ResNet-50 with random augmentation for guidance, we observe a marked
reduction in this gap (from 5.91 to 5.98), underscoring the effectiveness of our proposed method.

Slower Convergence: Table [5] aims to compare the convergence of training-free guidance with
training-based guidance, specifically PPAP [12]. Given that classifier guidance presents a simple
scenario and all methods converge relatively fast, it tends to obscure the observations. Consequently,
we have directed our attention towards the more complex task of segmentation map guidance in Table
[I] The columns in Table [5]list different methods, while the rows indicate the sampling steps. The
values represent the “distance”” mentioned in Table[T]and are averaged over 1000 images under the
same conditions as those in Table[I] Our observations reveal a significant discrepancy in the objective
values between the training-free FreeDoM and the training-based PPAP [12], particularly at a lower
number of steps (20 or 50 steps), which indicates slower convergence. However, when we incorporate
the Polyak step size into FreeDoM, this convergence issue is substantially mitigated.

RN-50 | RN-50+RA | Robust RN-50 | Real Data
RN-50 5.91 5.91 5.93 5.91
Robust RN-50 6.17 5.98 5.93 5.93

Table 4: Quantitative experiments for the adversarial gradient. RN-50 stands for ResNet-50 and RA
stands for random augmentation trick. Robust RN-50 is adversarial robust ResNet-50 from [35]]. The
columns represent different guidance networks.

FreeDoM | FreeDoM + P | PPAP (Training-based)
DDIM-20 2439 2190 2032
DDIM-50 1821 1635 1607
DDIM-100 1657 1504 1509

Table 5: Quantitative experiments for the slower convergence. P stands for Polyak step size. The
experimental setting follows the segmentation map guidance of Table[}

C.4 Efficiency of Random Augmentation

Given the multiple invocations of the guidance network necessitated by random augmentation (RA),
concerns regarding the efficiency of this approach are understandable. However, it is important to
note that, compared to the diffusion backbone, the guidance network exhibits a more lightweight
architecture, thereby mitigating any significant increase in computational demand. To empirically
illustrate this point, we present the computation times associated with varying degrees of augmentation
in Table[6] In the conducted experiments, we set the cardinality of the set 7 to 10, thereby having
little impact on the inference time. These experiments were conducted on a single NVIDIA A100
GPU.

Setting | woRA | |T|=1||T|=10||T]=20 | |T|=30

CLIP Score | 0.541 | 0544 | 0571 | 0592 | 0625

Table 6: Inference time (seconds per diffusion step) of different random augmentation configurations.
The diffusion backbone is ImageNet diffusion and the guidance network is CLIP-B/16.
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D Proofs

D.1 Definitions

This subsection introduces a few definitions that are useful in the following sections.

Definition D.1. (L-Lipschitz) A function f : R™ — R™ is said to be L-Lipschitz if there exists a
constant L > 0 such that || f(z2) — f(x1)|| < L||z2 — x1]| for all z1, x5 € R™.

Definition D.2. (PL condition) A function f : R™ — R satisfies PL condition with parameter p if

IVf(@)|? = puf ().
D.2  Proof for Proposition 3.1]

Denote £ = Ep,(z|a,)(%0), the gradient guidance term in (3) can be written as the following:

ot x4+ 07V, logp(zy)\ Ol Covlxo|z¢]
8530 \/OTt aiL'o \/7

where the last equality follows the variance of Tweedie’s formula Covizglz:] = o7 (I +
o2V2log pi(x;)) [10].

For the first condition, the Lipschitz constant satisfies

vmf,g [f¢(530)a y] =

L
[e(x1) — be(22)] < \/%Tllfm — Va, logpi(x1) — @2 + Vg, log pe(x2) ||

Ly(1+L,)
Ja

< 21 — 2],

and the PL constant satisfies

ov

8:c0

O't o

)\2

min

() < <. Ve, €112,

1 -
:pllvmff'COV H@olwe)o? o ® <

The second and third conditions directly follow Lemma[D.3]

Lemma D.3. (Linear Convergence Under PL condition; [22]]) Denote x° as the initial point and x*
as the point after t gradient steps. If the function is L-Lipschitz and j-PL, gradient descent with a
step size ) = 1+ converges to a global solution with ¢(x') < (1 — pu/L)"¢(x?).

D.3 Proof for Proposition

Proof. The proof of this theorem is based on the proof of Lemma 1 in [34]. By the definition of
expectation, we have

f(@®) = Eeononlf (@ + 01€)] = (f ® N(0,071))()
! 1
N (2mo2)n/2 / f(z)exp <_M||;B — z2) dz.

We then show that for any unit direction u, u” V f( f

. The derivative of f is given by

V50 = Gy . I VeXp( 21 ||w—z||2> az
_ W f(z)(x — z)exp (—%itz | — Z||2> da.

Rn

Thus, the Lipschitz constant is computed as

uTVf(:v) < (27”70)”/2/ |uT(:c — z)/at2|exp <_2}‘t2”m - z|2> dz

¢ /00 |s| e 132 ds 2
= —_— X —_— = _
@2ro2)i/z | 1P Ty w02
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Similarly, for the Lipschitz constant of the gradient, we have
IV2f(@)llop < V2 f(@)]]2
o 1 o 1 2
¢ </ s?exp(—=5%/0?)ds +/ o? exp(sQ/af)ds) = —C

< _
T V270 ot \ o 2 o 2 o

D.4 Proof for Proposition

Proof. We first analyze the discretization error of a single step from time s to ¢t. We denote the
update variable for DDIM is act and the optimal solution of the diffusion ODE at time ¢ as x}. Let

=1—a, M\ = log( ) and h = Ay — \s. According to (B.4) of [26]], the update of DDIM
solver is given by
at h
xy =/ —xs — o — Du(xs, s). (10)
Qg

A similar relationship can be obtained for the optimal solution

af = [ Lar — oy — Du(a?, s) + O(h?). (11)

Qs

We then bound the error between x; and ;. We have

* a * *
e} — 2 < \/*tst — @] + ol — Dluls,s) — ul@s, s)|| + O(h?)

\/ H-’L’ =@l + ou(e" = 1) L]x; — x| + O(h?)

<0((1 +L)||az —x||) + O(h?)

If we run DDIM for M steps, hmax = O(1/M), and we achieve the discretization error bound for
DDIM algorithm:

lzo — @5l < O(M (1 + L)Mh3,0) = a5+ O((1 + L) /M).

D.5 Proof for Proposition

Proof. By the definition of expectation, we have

f(@) = Bepo[f(@ + ove)] = (f@p)(@) = | flz)p(@ = z)dz

Then we compute the Lipschitz constant

WIVf@)<C [ Vple = 2)ladz = C [ [Vp()]lad

As for the gradient Lipschitz constant, we have

L= |V*f (@) < C H [ bl - 20z
]R'n.

<C [ V(=)=
p R

where || - [|op is the operator norm of a matrix. O

E More Qualitative Results

E.1 CelebA-HQ
E.2 ImageNet
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Figure 8: More qualitative results of CelebA-HQ with zero-shot segmentation guidance. The images

are randomly selected.

Human Motion

E.3

See “TeX Source/videos.pptx”.
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Figure 9: More qualitative results of CelebA-HQ with zero-shot sketch guidance. The images are
randomly selected.
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Figure 10: More qualitative results of CelebA-HQ with zero-shot text guidance. The images are
randomly selected.
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Figure 11: More qualitative results of ImageNet with zero-shot text guidance. The images are
randomly selected.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We confirm that the main claims made in the abstract and introduction accu-
rately reflect the paper’s contributions and scope.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations are discussed in the conclusions.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: The assumptions and proofs are provided in the appendix.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper details the evaluation benchmarks and baselines, while the code is
made available in the supplementary materials.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: The source code is provided in the supplementary material.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Our experiments are designed in alignment with established studies, which
guided the setup of these components.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: In the experiments, we adhere to methodologies outlined in existing studies,
which do not include error bars.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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8.

10.

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: All experiments were conducted on a single A100 GPU, although less powerful
GPUs, such as the V100 with 16GB of memory, are sufficient for replicating the experiments.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We confirm that the research conducted in the paper conform.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: The societal impacts are discussed in the conclusions.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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11.

12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer:

Justification: All checkpoints referenced are documented in existing literature, which did
not specify any safeguards. Consequently, it is challenging to implement safeguards for
these checkpoints.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: Yes.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets

has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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13.

14.

15.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We do not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing or research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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