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Abstract

Modality fusion is a cornerstone of multimodal
learning, enabling information integration from
diverse data sources. However, vanilla fusion
methods are limited by (1) inability to account for
heterogeneous interactions between modalities
and (2) lack of interpretability in uncovering the
multimodal interactions inherent in the data. To
this end, we propose I2MoE (Interpretable Mul-
timodal Interaction-aware Mixture of Experts),
an end-to-end MoE framework designed to en-
hance modality fusion by explicitly modeling
diverse multimodal interactions, as well as pro-
viding interpretation on a local and global level.
First, I2MoE utilizes different interaction experts
with weakly supervised interaction losses to learn
multimodal interactions in a data-driven way. Sec-
ond, I2MoE deploys a reweighting model that as-
signs importance scores for the output of each
interaction expert, which offers sample-level and
dataset-level interpretation. Extensive evalua-
tion of medical and general multimodal datasets
shows that I2MoE is flexible enough to be com-
bined with different fusion techniques, consis-
tently improves task performance, and provides
interpretation across various real-world scenar-
ios. Code is available at https://github.
com/Raina-Xin/I2MoE.

1. Introduction

A core challenge in multimodal learning is modality fu-
sion—the integration of information from multiple modali-
ties to improve predictive performance (BaltruSaitis et al.,
2019; Barnum et al., 2020; Lv et al., 2021). By leverag-
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Figure 1. An illustrative example of modality interaction. The
poster and plot are taken from the IMDB dataset.

ing diverse data sources such as text, images, audio, and
sensor data, modality fusion enables the capture of intri-
cate relationships across modalities, which is especially
crucial in fields like healthcare, where accurate decision-
making relies on multimodal insights (Liang et al., 2022b;
Kline et al., 2022; Teoh et al., 2024). Although recent ad-
vancements in neural architectures, such as transformers
(Vaswani et al., 2017; Tsai et al., 2019) and sparse mixture-
of-experts (Shazeer et al., 2017; Fedus et al., 2022; Jin
et al., 2024), have significantly improved the modeling of
modality interactions, an important yet underexplored area
is the systematic understanding of how modalities influence
one another—whether they provide complementary, supple-
mentary, or even conflicting information (Baltrusaitis et al.,
2019; Liang et al., 2022b; 2023).

Understanding modality interaction is essential for advanc-
ing multimodal machine learning (BaltrusSaitis et al., 2019;
Liang et al., 2022b). An information-theoretic framework
called Partial Information Decomposition (PID) (Wollstadt
et al., 2023; Liang et al., 2023) offers a theoretical foun-
dation for understanding modality interactions. PID de-
composes information into four distinct types: uniqueness
for the first modality (information specific to modality 1),
uniqueness for the second modality (information specific
to modality 2), synergy (emergent information arising from
the combination of two modalities), and redundancy (shared
information across two modalities).

Figure 1 illustrates the importance of carefully modeling
different types of multimodal interactions. For instance,
the unique information provided by the image modality


https://github.com/Raina-Xin/I2MoE
https://github.com/Raina-Xin/I2MoE

Interpretable Multimodal Interaction-aware Mixture-of-Experts

(mj,g) contributes to predicting the Horror genre through
distinct visual cues absent in the language modality (myay,)
while the unique information from the language modality
offers critical textual context for identifying the Romance
genre. Redundant information refers to shared informa-
tion present in both modalities, such as recognizing the
Fantasy genre through the blurry figure in the poster and
mentioning a “sorcerer” in the plot. Accurately classify-
ing the movie as Drama, however, requires modeling syn-
ergistic information between the two modalities: visual
elements such as clothing and facial expressions in mj,,,
complement the narrative details from my,,,. From this
example, systematic modeling of multimodal interactions is
needed to make accurate predictions.

While the PID framework provides valuable theoretical in-
sights into the proportions of different modality interactions
within a dataset, its practical application is limited, lacking
integration into end-to-end and interpretable deep learn-
ing frameworks. Most existing multimodal fusion methods
do not explicitly model multimodal interactions (Liu et al.,
2018; Tsai et al., 2019; Xue & Marculescu, 2023). Notable
efforts to address this gap, such as (Wortwein et al., 2022;
Yu et al., 2024; Dufumier et al., 2024), exhibit key limita-
tions: they either focus exclusively on pairwise modality
interactions (Wortwein et al., 2022), require separate esti-
mates for each interaction type (Yu et al., 2024), or lack
sufficient interpretability (Dufumier et al., 2024). The op-
portunity to directly leverage PID for improving both task
performance and model interpretability within multimodal
fusion frameworks remains largely unexplored.

In contrast to earlier works, we propose I2MoE, an end-
to-end mixture-of-experts (MoE) framework designed to
enhance task performance while improving interpretability.
Our approach incorporates separate parameters and weakly-
supervised interaction losses, enabling the mixture of in-
teraction experts to effectively model diverse interactions
between modalities. To further enhance interpretability,
we introduce a re-weighting model that assigns importance
scores to each interaction expert, providing insights into
decision-making at both local (sample-level) and global
(dataset-level) scales. I?MoE is backbone-agnostic and
can be seamlessly integrated with any modality fusion ap-
proach. We evaluate the effectiveness of I2MoE on two
medical datasets and three real-world multimodal datasets,
demonstrating its ability to consistently improve perfor-
mance while offering interpretable insights into the model’s
decision-making process for individual samples.

Our contributions are summarized as follows:

* We introduce I2MoE, a novel mixture-of-experts
framework designed to explicitly model diverse modal-
ity interactions through specialized parameters and
weakly-supervised interaction losses, enabling a more

nuanced understanding of multimodal data.

* We enhance interpretability by providing both sample-
level and dataset-level insights into model decisions,
offering a deeper understanding of how interaction
experts contribute to predictions.

x I2MokE is highly flexible and can be seamlessly inte-
grated with existing modality fusion methods, demon-
strating its versatility in improving vanilla multimodal
fusion backbones.

* Extensive experiments on five diverse real-world mul-
timodal datasets validate the efficacy of 12MoE, show-
casing significant performance improvements (up to
5.5% in accuracy) and interpretability benefits over
vanilla modality fusion methods.

2. Related Work

Modality Interaction is theoretically grounded in the Par-
tial Information Decomposition (PID) framework (Liang
et al., 2023), which analyzes heterogeneous interactions
but lacks an end-to-end learning framework. Prior works
attempt to model interactions but are either restricted to spe-
cific interaction types (Zhang et al., 2023; Kim et al.), fail
to quantify interactions in the data (Wortwein et al., 2024;
Liang et al., 2024; Long et al., 2024; Dufumier et al., 2024),
or are limited to only two modalities (Wortwein et al., 2022;
Fan et al., 2024). Our approach bridges this gap by directly
modeling and quantifying modality interactions within a
unified MoE-based fusion architecture, enabling effective
and interpretable multimodal learning.

Multimodal Fusion integrates data from multiple sources
to enhance prediction tasks. Existing methods often rely
on concatenating input modalities using off-the-shelf archi-
tectures (Liu et al., 2018; Tsai et al., 2019; Xue & Mar-
culescu, 2023; Shazeer et al., 2017; Fedus et al., 2022).
Mixture-of-Experts (MoE) offers a natural architecture for
modeling interactions via expert specialization (Jacobs et al.,
1991; Chen et al., 1999; Yuksel et al., 2012). Several re-
cent works (Mustafa et al., 2022; Lin et al., 2024; Yu et al.,
2024) explore MoE for multimodal learning. Among them,
only MMOoE (Yu et al., 2024) explicitly models different
types of modality interactions by using a mixture of interac-
tion experts on sentiment analysis. However, MMOE treats
modality interaction modeling as a preprocessing step rather
than integrating it into an end-to-end learning framework,
limiting flexibility and interpretability.

Multimodal Interpretation has gained traction as re-
searchers seek to explain decision-making in multimodal
Al systems. Prior studies either focus on isolating the effect
of individual modalities while overlooking inter-modal in-
teractions (Ismail et al., 2022; Ghosh et al., 2023; Swamy
et al., 2024b), provide human-interpretable rationales but
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fail to quantify interaction contributions (Park et al., 2018;
Zadeh et al., 2018; Dominici et al., 2023), or lack explicit
categorization of interaction types (Tsai et al., 2020; Chefer
etal., 2021; Lyu et al., 2022; Liang et al., 2022a; Wenderoth
et al., 2024). As no prior work has explored interpretation
from a modality interaction perspective, our contribution
is to systematically quantify multimodal interactions while
maintaining interpretability.

3. Interpretable Multimodal Interaction-aware
Mixture-of-Experts

3.1. Preliminary and Notation

Problem Setup. Let M = {m;,msy,...,m,} denote
a set of n input data modalities, and let y represent the
target variable for a given task. For classification tasks, y is
expressed as a one-hot encoded vector corresponding to the
class label. For regression tasks, y is a real-valued scalar.
The objective is twofold: (1) to improve the performance of
predicting the ground truth target y by effectively modeling
the interactions between modalities in M, and (2) to provide
meaningful interpretations of these multimodal interactions.

Vanilla multimodal fusion (Figure 2(a)) utilizes modality-
specific encoders £ = {E1, Eo, ..., E,} to process M and
obtain latent embeddings £ = {ej, es, ..., e, }, where each
embedding is computed as e; = E;(m;) fori € {1,...,n}.
We define the fusion method as F, which operates on the
set of latent embeddings £ and produces a fused embedding
x, expressed as: F(£) = x. A prediction head H maps
the fused embedding to the final prediction, expressed as:
H(x) = 3. However, this naive modality fusion approach
does not explicitly account for the heterogeneous interac-
tions present between M.

3.2. Algorithm Overview of I°MoE Framework

I2MoE is a mixture of interaction experts, where each ex-
pert specializes in modeling a specific type of multimodal
interaction. The predictions from individual interaction ex-
perts are weighted by a re-weighting model to produce the
final prediction. During the training phase, we first per-
form a forward pass using the intact input of all modalities
to estimate the multimodal prediction. Next, additional for-
ward passes are conducted, where one modality is replaced
by a random vector in each pass. These perturbed inputs
serve as weak supervision signals to help train the inter-
action experts to specialize in different types of modality
interactions. We designed a dual-objective loss, encourag-
ing the interaction experts to specialize effectively without
degrading task performance. The task loss is calculated us-
ing the re-weighted output from the interaction experts with
the complete modality input, while the interaction loss is
computed from the outputs generated with the perturbed

modality inputs. During inference, a single forward pass
is performed using the complete modality input. The final
output is a weighted sum of the interaction expert prediction
with the weights produced by the re-weighting model (Equa-
tion 1). We provide a detailed explanation of I?MoE with
two input modalities in Section 3.3, describe its extension
to a higher number of modalities in Section 3.4, and ex-
plain how to obtain multimodal interaction interpretation in
Section 3.5.

3.3. I2MoE with Two Input Modalities
3.3.1. I2MoE ARCHITECTURE

Figure 2(b) illustrates the I2MoE architecture for modeling
different types of modality interactions in two input modal-
ities. We employ a MoE comprising four fusion models,
referred to as interaction experts: F i1, Funi2, Fsyn, and
Fieq- Each interaction expert specializes in capturing a
specific type of interaction: F\;);; models the unique infor-
mation contained in modality m;; F',;2 models the unique
information contained in modality mo; Fgy,, captures the
synergistic information between m; and my; and F'.q mod-
els the redundant information between m; and ms.

Each interaction expert processes the latent embeddings
of the two modalities, e; and ey, and produces fused em-
beddings, represented as x; = F;(e1,e3), where i €
{unil, uni2, syn, red}. These fused embeddings are then
passed through a prediction head within each interaction
expert, generating predictions for the corresponding interac-
tion type as y; = H;(x;), where ¢ € {unil, uni2, syn, red}.
To combine the predictions from the four interaction ex-
perts, we introduce a re-weighting model W, which as-
signs importance scores to the predictions of each expert.
The model W takes the latent embeddings e; and e; as
inputs and outputs a set of soft weights: W(eq,e2) =
[Wuni1 s Wuni2; Wsyn, Wred). The final prediction is obtained
by combining the predictions from all experts using these
weights, expressed as:

y= Zwi -¥i, ¢ € {unil,uni2, syn,red}. (1)

K2

3.3.2. I2MoE LEARNING OBJECTIVE

The loss function consists of two components. The first
component is the fask loss, which encourages the predictions
of T2MoE, ¥, to closely match the ground truth target y. The
second component, termed the interaction loss, ensures that
the initially identical fusion models within I2MoE specialize
into interaction experts by capturing diverse interactions in
the dataset.

Following Yu et al. (2024), we characterize interaction types
by comparing unimodal and multimodal predictions: pre-
dictions made using only the first modality (y), predictions
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Figure 2. Comparison between vanilla modality fusion and I?Mo
Left: Existing modality fusion approaches typically use the same p
Right: In contrast, we design a mixture-of-experts framework that

E in the case of movie genre classification with two input modalities.
arameters to model all types of interactions between the two modalities.
employs four different interaction experts and a re-weighting model to

explicitly capture heterogeneous interactions between the two input modalities.

made using only the second modality (y2), and predictions
made using both modalities (y12). For interactions empha-
sizing the uniqueness of the first modality, the relationships
are defined as y1o = y;1 and y12 # y2. Similarly, for inter-
actions emphasizing the uniqueness of the second modality,
we have y1s y2 and y12 # y1. For synergistic inter-
actions, the condition is y15 # y1 and y12 # ys. For
redundant interactions, the relationship is y12 = y1 = yo.

To approximate the interaction loss, we simulate the uni-
modal scenario by replacing one of the modalities with a
random vector. For each interaction expert, a unimodal
prediction using only the first modality can be obtained by
replacing the latent embedding of the second modality with
arandom vector r, represented as:

y-2i=H; (Fz(El (x1), I')) )

where ¢ € {unil, uni2, syn,red}. Similarly, a unimodal
prediction using only the second modality can be generated
by replacing the latent embedding of the first modality with
r, expressed as:

y-1, = H;(Fi(r, Ea(x2))),

@)

3)
where 7 € {unil, uni2, syn, red}.

We designed a general framework to approximate different
types of modality interactions. In all cases, the output using
the complete multimodal input, ¥12, serves as the anchor.
For the F i1, the output with modality 2 masked, y_o, is

treated as a positive example, while the output with modal-
ity 1 masked, y_1, is treated as a negative example. The
objective is to encourage y12 to be maximally similar to
¥y —2 and maximally different from y_1, since F;,;; models
the uniqueness information presented in m;. For the F,0,
y_o is treated as a negative example, while y_; is treated
as a positive example. Here, the objective is to encourage
Y12 to be maximally similar to ¥ _; and maximally different
from y_o, since F ;2 models the uniqueness information
presented in my. For the Fyy, ¥—1 and y_ are both treated
as negative examples. The objective is to ensure that y15
is maximally different from both y_o and y_;, capturing
interactions that require the combination of both modalities.
For the Fyeq, ¥—1, and y_o are treated as positive examples.
The goal is to encourage y12, y_2, and y_; to be as simi-
lar as possible, modeling information shared between the
modalities. We discuss the connection between the proposed
interaction loss and the PID formulation in Appendix A and
present empirical evidence supporting the design choice of
random vector masking,in Appendix B.

3.4. Extend I’MoE to Higher Number of Modalities

Increase Uniqueness Interaction Experts. To ex-
tend I2MoE to support more than two input modalities, we
increase the number of interaction experts to the |[M| + 2.
Instead of a combinatorial explosion in the number of inter-
action experts, as the number of input modalities grows, we
define m uniqueness interaction experts, one for each input



Interpretable Multimodal Interaction-aware Mixture-of-Experts

Algorithm 1 Training and Inference of T?MoE

Require: Modalities X, ..., X, label T’

Require: Modality-specific Encoders {Enc; };—;

Require: Experts {F;},, reweighting module W

Require: Expert loss functions {InteractionLoss; }
// Training with masked modality input

: Encode modalities: Z; < Enc;(X;) fori =1,...,n

: fori=1to Edo )

9, M)« FP(Z, L Z,)

L%, « InteractionLoss; (QE()), gglm))

: end for

: [wl,...,wE] (—W(Zl,

g Zf:l Wi '?;EO)

: Liask < (9, T)

: Ltotal — Ltask + % ZZE:1 Lilnt

: Update model parameters to minimize Liotal

: procedure INFERENCE

Encode modalities: Z; <— Enc;(X;) fori=1,...,n

939 Fy(24,...,Zy) fori=1,... . E

[wl, e 7wE] < W(Zl, ey Zn)

g Zf:1 Wi gz@)

Store {g; }, w, and prediction §

: end procedure

E
=1

) Zn)

—_— e e
NN A NTOY

modality, along with a single synergy expert and a single
redundancy expert. Each uniqueness expert, F\y; ;, is re-
sponsible for capturing the unique information specific to its
corresponding modality, m; € M, where i € {1,...,n}.
The synergy expert, Fy,,, focuses on modeling global syn-
ergistic interactions across all modalities, while the redun-
dancy expert, F,q, captures globally redundant information
shared among the modalities.

Modify Interaction loss. For uniqueness expert ¢, we con-
sider the output of the complete modality as the anchor. The
masked modality ¢ serves as a negative example, while all
other perturbed inputs are treated as positive examples. This
is because the unique information of modality ¢ is lost when
the modality embedding is replaced by random vectors. For
the synergy interaction loss, we treat all the output of the
perturbed modality as negative examples, as input modality
perturbations damage the synergistic information. For the
redundancy interaction loss, we consider the output of the
perturbed modality as a positive example because redun-
dant information remains available even when one modality
is masked. For classification tasks, we employed Triplet
Margin Loss to model uniqueness interactions. For synergy
and redundancy interactions, we utilized Cosine Similarity
to capture the relationships between modality outputs. For
regression tasks, we used the Mean Squared Error (MSE)
Loss to measure differences in predictions.

I2MoE Algorithm and Complete Objective. We present
the training and inference pipeline of I2MoE in Algorithm 1.
The complete learning objective is provided in Appendix
C. We analyze computational overhead and scalability in

Appendix D.

3.5. Local and Global Interpretation from I2MoE

Local interpretation provides insight into the extent to which
different interactions contribute to the final prediction for
each individual sample, while global interpretation high-
lights the average trends of interaction importance across
the entire dataset. For T2MoE, decisions are made locally
for each specific input sample by analyzing the prediction,
yi, from each interaction expert F;, and the importance
coefficients, w;, assigned by the MLP-based re-weighting
model W. Global interpretation for T2MoE can be achieved
by calculating the statistics of the importance weights w;
assigned to each interaction expert across all samples in
the test set, thereby capturing the overall trends in feature
contributions.

4. Experiment Setup

Data Collection and Datasets. = We evaluate our
method on five multimodal datasets, using all available
modalities while discarding samples with missing data.
Two Medical Multimodal Datasets: > ADNI (Weiner et al.,
2010; 2017) consists of 2,380 samples for Alzheimer’s
Disease classification (Dementia, Cognitively Normal, or
Mild Cognitive Impairment). It includes four modali-
ties: Image (Z), Genetic (G), Clinical (C), and Biospec-
imen (B). ©> MIMIC-IV (Johnson et al., 2023) is a
critical care dataset with 9,003 patient records for one-
year mortality prediction (binary classification), utilizing
three modalities: Lab (£), Notes (N), and Code (C).
Three General Multimodal Datasets: > IMDB (Arevalo
et al., 2017) includes 25,959 movies for multi-label genre
classification across 23 genres, leveraging Image (Z) and
Language (£) modalities. > MOSI (Zadeh et al., 2016) com-
prises 2,199 annotated YouTube clips for sentiment analysis
(regression with scores € [-3,3] and then map to binary clas-
sification), incorporating Vision ()), Audio (.4), and Text
(7) modalities. > ENRICO (Leiva et al., 2020) contains
1,460 Android app screens for UI design classification into
20 categories, featuring two modalities: Screenshot (S) and
Wireframe (W). Detailed dataset preprocessing is provided
in Appendix E.

Modality-Specific Encoders and Prediction Heads. The
primary objective of our experiments is to evaluate
whether the proposed mixture-of-experts framework im-
proves modality fusion. To ensure a fair comparison, we
control for variations in modality-specific encoders (E) and
prediction models (H) by using the same E and H for both
vanilla multimodal fusion and T?MoE. For further details on
the encoder and classification head configurations, please
refer to Appendix F.
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Baseline Fusion Methods. To validate the effectiveness
of I?2MoE in enhancing multimodal learning, we com-
pare it to various widely used fusion techniques. We be-
gin with fundamental approaches, including early fusion
(EF) (Baltrusaitis et al., 2019), late fusion (LF) (Baltrusaitis
et al., 2019), low-rank multimodal fusion (LRMF) (Liu
et al., 2018), and multimodal transformers (MulT) (Tsai
et al., 2019). We then implement more advanced fu-
sion methods, including interpretable conditional compu-
tation (InterpretCC) (Swamy et al., 2024a), the Switch
Transformer (SwitchGate) (Fedus et al., 2022), and sparse
mixture-of-experts (MoE++) (Jin et al., 2024). In both
SwitchGate and MoE++, the MLP layer in MulT is replaced
with a sparse MoE layer that incorporates the respective
routing function.

Implementations. The dataset is partitioned into training,
validation, and testing sets, with 70% allocated for training,
15% for validation, and the remaining 15% for testing. Each
experiment is run three times with different random seeds
and the results are averaged. To ensure a fair comparison
with other baselines, we utilize the optimal hyperparameter
settings provided in the original studies. If a dataset does not
have reported optimal parameters, we perform a grid search
over the key hyperparameters of the baseline methods. The
re-weighting model (W) is implemented as a multilayer
perceptron (MLP). For a detailed description of the hyper-
parameter settings, we refer the reader to Appendix G.

5. Performance and Interpretability of I°MoE
5.1. I2MoE Demonstrates Superior Task Performance

In Table 1, we compared the performance of I?MoE com-
bining with MulT (I2MoE-MulT) with other vanilla fu-
sion methods across five datasets: @ Compared to vanilla
MulT, I2MoE yields a significant accuracy improvement
of 5.5% for ADNI and 3% for MOSI, demonstrating its
ability to enhance the performance of existing transformers.
® Across all datasets, T2MoE outperforms advanced base-
lines such as SwitchGate and MoE++, with a notable gain
of 2.5% accuracy, 1.5% AUROC on ADNI, and 1.4% im-
provement in Macro F1 for IMDB. > These results illustrate
the benefit of I2MoE in tackling the challenges of modality
interaction to achieve superior task performance.

5.2. Generalization Across Different Fusion Methods

To evaluate the generalizability of I2MoE across various
fusion backbones, we integrate it with three fusion archi-
tectures, including MoE++, SwitchGate, and Interpret-CC,
and assess the combined models on all datasets (Table 2):
© For the ADNI dataset, T2MoE yields significant perfor-
mance gains, with up to 5.23% improvement in accuracy
and 2.12% in AUROC when combined with SwitchGate. @

On the MIMIC dataset, I?MoE achieves notable AUROC
improvements of 4.43% when combined with Interpret-CC,
highlighting its ability to capture complex interaction in
multimodal patient data. However, accuracy decreases (-
0.56% to -11.82%) are observed, which can be attributed
to dataset imbalance. In such cases, the model becomes
less overfitted to the majority class, leading to a decrease
in accuracy but a corresponding increase in AUROC, re-
flecting improved performance in distinguishing between
classes overall. ® I2MoE consistently enhances multimodal
learning, achieving improvements in Micro F1 on IMDB
(2.45%), sentiment analysis accuracy on MOSI (4.76 %),
and design classification accuracy on ENRICO (5.14%)
when integrated with MoE++ and SwitchGate. > Results
with different fusion backbones emphasize the generaliz-
ability and effectiveness of I?MoE .

5.3. I2MoE Offers Local Interpretation

To illustrate the interpretability provided by I2MoE on the
individual sample level, we present a qualitative example
from the IMDB test set where T2MoE-MulT makes a cor-
rect prediction (Figure 3). This example showcases how
different interaction experts contribute to the final prediction
through visualized logits and assigned weights, offering a
clear decomposition of the decision-making process. The
ground truth genres of this movie include Animation. In
Figure 3(a), the logits produced by each interaction expert
are shown. Notably, the uniqueness expert for the image
modality and the redundancy expert generate positive log-
its, while the synergy expert yields a negative logit. This
aligns with the visual content of the image, which features
cartoon characters uniquely contributing to the prediction
in Figure 3(d). Figure 3(b) depicts the weights assigned
by the reweighting mechanism. Higher weights are given
to the uniqueness expert for the image modality and the
redundancy expert. As shown in Figure 3(c), the final
weighted logits for the Animat ion genre become positive,
enabling the correct prediction. This example demonstrates
how I2MoE leverages different interaction patterns to make
accurate predictions. We provide human evaluation of lo-
cal interpretation in Appendix H and additional qualitative
examples in Appendix I.

5.4. 1°MoE Enables Global Interpretation

We analyze the weight assigned by the reweighting model
to each interaction expert across all test samples. Figure 4
illustrates the weight variation across datasets, offering in-
sights into dataset-level interaction patterns. The reweight-
ing model demonstrates the ability to adaptively assign dis-
tinct weights to interaction experts, reflecting its capacity
to capture dataset-specific nuances. In the ADNI dataset,
weights are relatively uniform, with a subtle bias toward cer-
tain experts, indicating balanced contributions from all inter-
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Table 1. Comparison of Accuracy, AUROC, and F1 scores across different fusion methods and datasets. The upper panel lists vanilla
fusion methods, while the last row presents the proposed I°MoE framework combined with MulT fusion method.

Dataset ADNI MIMIC | IMDB MOSI | ENRICO
Metrics | Accuracy AUROC | Accuracy AUROC | MicroF1 MacroF1 | Accuracy | Accuracy
EF 52.01+0.92 65.69+1.81 | 67.63+1.66 67.75+0.93 | 56.10+0.27 41.12+1.08 | 72.16+0.66 | 42.35+0.81
LF 50.79+3.11  68.60+3.77 | 67.11+1.06 67.58+0.88 | 56.224+0.03 45.27+0.64 | 70.51+1.14 | 44.20+1.64
LRMF 50.79+2.20 69.37+3.13 | 70.17+1.79 65.45+6.31 | 56.22+0.03 45.27+0.64 | 76.63+0.18 | 46.12+1.06
InterpretCC 54.53+3.43  72.18+1.70 | 72.34+4.48 61.93+2.53 | 58.00+0.23 48.68+0.11 | 75.85+0.07 | 47.60+1.56
SwitchGate 62.28+1.17  79.70+0.20 | 70.98+0.83 68.26+3.25 | 55.92+0.07 47.33+0.47 | 72.35+0.27 | 43.95+2.83
MoE++ 58.08+2.52  75.18+1.95 | 72.51+2.09 68.50+2.13 | 58.15+0.32 50.49+0.25 | 70.85+0.83 | 47.83+1.86
MulT 59.57+0.66 77.21+051 | 72.42+2.53 68.79+3.34 | 59.68+0.19 51.41+0.04 | 68.80+0.78 | 47.37+1.82
I?MOE-MulT | 65.08+152 81.09:+0.02 | 69.78+0.91 68.81+0.99 | 61.00+0.44 52.38+0.48 | 71.91+2.20 | 48.22+1.61

Table 2. Comparison of metrics across datasets using different fu-
sion methods for I?MoE. Performance improvements are indicated
in blue, and decreases are indicated in red.

Dataset | i’MoE- | SwitchGate | InterpretCC |  MoE++
ADNI Accuracy 67.51 (5.23) 56.02 (1.49) 59.01 (0.93)
AUROC 81.82(2.12) 73.36 (1.18) 75.69 (0.51)
MIMIC Accuracy 70.42 (-0.56) 69.85 (-2.49) 60.69 (-11.82)
AUROC 69.08 (0.82) 66.36 (4.43) 69.15 (0.65)
IMDB Micro F1 57.43 (1.51) 58.32 (0.32) 60.60 (2.45)
Macro F1 47.77 (0.44) 49.21 (0.53) 50.73 (0.24)
MOSI | Accuracy | 73.86(1.51) | 76.14(029) | 75.61(4.76)
ENRICO | Accuracy | 49.09(5.14) | 49.09(1.49) | 47.83(0)
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Figure 3. Qualitative example of local interpretation on the IMDB
dataset provided by I?MoE-MulT. Ground truth labels are
Comedy, Adventure, Fantasy, Family, and Animation.
(a) Logits output by different interaction experts. (b) Weighting
assigned by the reweighting model. (c) Contribution of each in-
teraction expert to the final weighted logit. (d) Raw image and
language modalities used for prediction.

action experts to the model’s performance. Conversely, the
MIMIC dataset displays pronounced variability in weight
assignments, emphasizing T?>MoE ’s reliance on reweighting

model to address variance among individual patients. For
the IMDB dataset, the weight variation is less pronounced
compared to MIMIC, aligning with its more homogeneous
characteristics. The MOSI dataset shows evenly distributed
weights, reflecting equal contributions from all interaction
experts. Finally, the ENRICO dataset demonstrates a con-
centrated weight distribution with dominant experts for the
screenshot modality.

6. In-depth Analysis of I°’MoE
6.1. Accuracy of Individual Experts

To further analyze the effectiveness of 12MoE, we compare
its task performance against individual interaction experts
across different datasets, as shown in Figure 5. The re-
sults highlight the following insights: @ Across all datasets,
the overall performance of I2MoE-MulT (red horizontal
line) consistently surpasses that of any individual interac-
tion expert expert, with performance gains of 2.2%, 1.3%,
7.1%, 0.6%, and 2.6% for ADNI, MIMIC, IMDB, MOSI,
and ENRICO, respectively. > This underscores the ad-
vantage of leveraging a mixture-of-experts approach over
single-expert methods. @ The proposed method exhibits
the largest performance gains in datasets with high inter-
action importance distribution variability, such as MIMIC
and ENRICO. While for more uniform datasets like MOSI,
the performance of individual experts is closer to that of
the overall model, indicating that the ensemble effect may
be less pronounced in these cases. > This suggests that the
fusion of multiple experts becomes particularly beneficial
in datasets with complex and heterogeneous multimodal
interactions.

6.2. Interaction Expert Diversification

To analyze the diversification of different interaction ex-
perts, we evaluate the ratio of expert agreement to disagree-
ment and assess the corresponding accuracy of T?MoE. A
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Figure 4. Visualization of interaction weight distributions across all test samples for five datasets. Black bars indicate the median, mean,

and extreme values.
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Figure 5. Comparison between the task performance of I2MoE-MulT (red horizontal line) and each individual interaction expert across

different datasets.

high proportion of disagreement among experts indicates
greater diversity, which is essential for capturing distinct
interaction patterns. Furthermore, when experts disagree,
we expect I?MoE to still maintain a high level of accuracy,
demonstrating its ability to leverage diverse expert opinions
effectively.

Table 3 presents the proportion of cases where experts
disagree or agree, along with the corresponding accu-
racy of I?MoE across five datasets: @ For ADNI and
MIMIC datasets, the proportion of disagreement among
experts is relatively high (81% and 85%, respectively),
while I?MoE achieves correct predictions in a substan-
tial portion of these cases. @ On the IMDB and EN-
RICO datasets, the proportion of disagreement is very high
(99.99% and 98%), yet T2MoE achieves significantly fewer
correct predictions when experts disagree (15.85% Correct,
84.14% Wrong and 46.85% Correct, 51.44% Wrong).
® For the MOSI dataset, the disagreement proportions
(59%) highlight moderate diversity among experts. No-
tably, T2MoE maintains relatively high accuracy when ex-
perts disagree (37.80% Correct for MOSI. > These results
indicate a potential need for better handling of disagree-
ment in complex datasets, and how dataset characteristics
influence the diversification and effectiveness of interaction
experts.

7. Ablation Studies

To validate the effectiveness of T2MoE, we perform exten-
sive ablation studies by systematically removing or mod-
ifying key components of the model. Each variant is de-
signed to assess the contribution of specific design choices
to the overall performance: (1) No-Interaction: The

Table 3. Interaction experts agreement analysis on test set for all
datasets. “Disagree” or “Agree” indicates whether all expert pre-
diction is the same. v (“Correct”) or X (“Incorrect”) refers to the
correctness of T2MoE’s prediction.

% of Data | ADNI | MIMIC | IMDB | MOSI | ENRICO

Disagree, v/ | 48.74 63.51 15.85 37.80 46.85
Disagree, X | 32.40 21.39 84.14 | 21.97 51.44
Agree, v 16.34 6.37 0.00 34.11 1.37
Agree, X 2.52 8.73 0.01 6.12 0.34

interaction loss is removed, resulting in a simple mixture-of-
experts model without explicit encouragement for learn-
ing diverse multimodal interaction among experts. (2)
Latent-Contrastive: The interaction loss is applied
directly to the latent embeddings produced by each interac-
tion expert instead of their outputs. (3) Simple-Weight:
The MLP-based reweighting model is replaced by a shared,
learnable global weight that does not adapt to individual
samples. (4) Less—Forward: Perturbation is reduced by
randomly masking only two modalities per sample instead
of perturbing all modalities. (§) Synergy-Redundancy:
Only synergy and redundancy experts are included, omitting
uniqueness experts.

From Table 7: @ No—Interaction: Removing the in-
teraction loss results in significant performance degradation
across all datasets (e.g., -6.35% accuracy on ADNI and
-3.99% AUROC), confirming that explicitly encouraging
diversity among experts is crucial for capturing complemen-
tary modality interactions. ® Latent—Contrastive:
Applying the interaction loss to latent embeddings instead
of expert outputs causes a noticeable performance drop (e.g.,
-6.91% accuracy on ADNI). This highlights the importance
of applying the interaction loss at the output level to di-
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Table 4. Ablation study results on three datasets (ADNI, MOSI,
ENRICO), showing the impact of removing or modifying key
components of I2MoE. Each row corresponds to a variant of the
model with a specific component ablated. Performance drops (in
red) are reported relative to the full model.

Dataset | ADNI | MOSI |

AUROC | Accuracy
77.10 (-3.99) | 69.49 (-2.42) | 47.63 (-0.59)
75.40 (-5.69) ‘ 69.68 (-2.23) ‘ 47.50 (-0.72)
74.55 (-6.54) | 68.46 (-3.45) | 47.49 (-0.73)
76.81 (-4.28) | 69.89 (-2.02) | 46.92 (-1.30)
74.30 (-6.79) | 70.12 (-1.79) | 47.49 (-0.73)

ENRICO

| Accuracy

Ablation | Accuracy
(1) | 58.73(-6.35)
(2) | 58.17(-6.91)
(3) | 59.29(-5.79)
(4) | 59.76 (-5.32)
(5) | 56.77 (-8.31)

rectly guide expert specialization. ® Simple-Weight:
Replacing the sample-specific reweighting model with a
global weight reduces performance (e.g., -5.32% accuracy
on ADNI and -1.30% on ENRICO), demonstrating the value
of adaptive reweighting for leveraging diverse expert out-
puts effectively. ® Less-Forward: Reducing modality
perturbations leads to reduced accuracy (e.g., -5.79% on
ADNI and -3.45% on MOSI). This suggests that generat-
ing sufficient negative examples through extensive pertur-
bation is essential for capturing diverse interactions. @
Synergy—-Redundancy: Limiting the experts to only
synergy and redundancy results in the largest performance
drop (e.g., -8.31% accuracy on ADNI). This emphasizes
the importance of uniqueness experts in modeling compre-
hensive modality interactions. > The ablation study demon-
strates that each component of T2MoE is vital for its success.

8. Conclusion

We introduced I2MoE, a novel MoE framework designed
to enhance multimodal task performance and interpretabil-
ity by explicitly capturing heterogeneous modality interac-
tions. Extensive experiments on five real-world datasets
demonstrated the superiority of T2MoE in improving perfor-
mance across diverse multimodal scenarios. By leveraging
a mixture-of-experts design with adaptive reweighting and
specialized interaction losses, our approach systematically
models and quantifies modality interactions. Additionally,
we analyzed the distribution of interaction weights, pro-
viding meaningful insights at both the sample and dataset
levels, which enhances the interpretability of the model’s
predictions. We also conducted ablation studies to evalu-
ate the impact of each design component and demonstrated
the flexibility of T2MoE to generalize across various fusion
methods. For future work, alternative forms of interaction
loss could be explored to further improve performance. Ad-
ditionally, integrating feature attribution methods to analyze
the contributions of individual features within interaction
experts can offer deeper interpretable insights.
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A. The Connection between Interaction Loss and PID

We link our perturbation-based losses to components in Partial Information Decomposition (PID), following Bertschinger
et al. (2014):

I(T; X1,X5) = Red(T; X1, X2) + Unq(T; X1 \ X2) + Unq(T; X2 \ X1) + Syn(T; X1, X5) “)

In the two-modality scenario, our model learns four experts, each trained to specialize in a PID component using corrupted
modality inputs.

Unique Information. Experts F,;1 and Fy,o are trained on inputs where the other modality is replaced with noise:

['unil = HFunil(XhXQ) - T”v »CuniZ = HFuni2(X17X2) - T” (5)

Assuming X; contains no task-relevant information, these losses approximate:

Lunit < Unq(T5 X1\ X2), Luniz < Unq(T; X2\ X7) (6)

This aligns with unique information as defined by conditional information under fixed marginals (Bertschinger et al., 2014;
Wollstadt et al., 2023).

Redundant Information. Expert Fiq is trained to match predictions from either single-modality input:

1 - -
Lo =5 (1Fra(X1, K2) = T + | Fra( K1, X2) = 7)) )

This loss encourages Fieq to extract information shared by both X; and X5, approximating:

£red X Red(T, Xl,Xz) (8)

It aligns with redundancy defined via shared informativeness (Williams & Beer, 2010; Wollstadt et al., 2023).

Synergistic Information. Expert Fyy, is trained to rely on both modalities jointly. It is penalized for performing well on
any partial view:

1 ~ -
Logn = 5 (I1Fyn(X1, X2) = T = | Fign(X, Xz) = T = | Fyn(X1, o) = T1)) ©)

This loss isolates information that emerges only through joint modality interaction:

»Csyn X Syn(T; Xl, XQ) (10)

This formulation reflects the formal synergy component as defined in Williams & Beer (2010); Wibral et al. (2017).

By explicitly constructing perturbed input views that suppress or preserve specific modality contributions, each expert
is trained to model a distinct PID component. This forms a contrastive approximation to the constrained information
projections discussed in prior work (Bertschinger et al., 2014; Williams & Beer, 2010).

B. Empirical Evidence for the Random Vector Masking

The use of random vector replacement for modality dropout may appear ad hoc. However, our design is motivated by the
need to fully suppress information from the dropped modality during interaction supervision. In contrast, alternatives such
as mean or zero vector replacement risk preserving residual signals, which can undermine disentanglement of unique and
redundant information pathways.
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This decision is further supported by findings from CoMM (Dufumier et al., 2024), which highlight the regularization
benefits and improved robustness of full modality dropout.

To assess this empirically, we conducted an ablation comparing three masking strategies—random, mean, and zero vector
replacements—across five datasets. The results (Table 5) show that random vector masking consistently yields stronger
performance on most metrics and tasks.

Table 5. Performance comparison across different modality masking strategies (Random, Mean, Zero). Metrics: Accuracy (Acc), AUROC,
Micro/Macro F1. Numbers are reported as mean + standard deviation.

Dataset | ADNI | MIMIC | IMDB | MOSI | ENRICO
Metric |  Acc(3) AUROC |  Acc(2) AUROC | MicroF1(23) MacroF1(23) | Acc(2) | Acc(20)
Random | 65.08 £1.52 81.09+0.02 | 69.78 +091 68.81 = 0.99 61.00 = 0.44 52.38 + 0.48 7191 +£2.20 | 48.22+1.61
Mean 59.85+3.52 7640%+2.84 | 70.00+£1.27 67.96+1.43 59.36 £0.14 50.82 £ 0.46 68.95+2.37 | 50.00 =1.94
Zero 5948 +1.61 77.06+0.60 | 69.80+0.97 64.62+1.39 60.57 £ 0.07 51.16 £0.76 70.41 £0.66 | 48.63 +1.28

These results support our use of random vector masking as a more effective strategy for isolating and supervising interaction-
specific information flow in multimodal learning.
C. Complete Training Objective

Let {F;}B | denote the B = n + 2 interaction experts: n uniqueness experts, one synergy expert, and one redundancy expert.
For each expert F;, we obtain outputs from (1 4 n) forward passes (one full input and one for each modality replaced):

[yl(o), Qfl), - 7132(”)] = F;.forwardmultiple(Xy,...,X,)

The main prediction is computed as:

Z A(O), where (w1, ..., wp] = MLPReWeight(Xy,...,X,)

The task loss is defined as:
Actask = e(@v T)

We define the expert-specific interaction losses as follows:

Uniqueness loss for each F; (1 = 1,...,n):
El(;[) = ﬁ ZTripletLoss (171@)7 ij), QEZ))
J#i
Synergy loss (£, +1):
Ll(ﬂﬂ Z CosSim (normallze(y(qzl), normalize(yfﬂ_l))
ni
Redundancy loss (F), ;2):

3

1 n
HZJFQ) — Z (1 — CosSim (normalize(@fﬂ)_g), normalize(yfﬁa)))

We then average the interaction loss over all experts:

1nt - E :‘Cmt
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The final training objective is:
ﬁlotal = Etask + Aine - ﬁint

Model parameters are updated to minimize L.

D. Computational Overhead and Scalability

In theory, I2MoE scales linearly with the number of input modalities. Specifically, the fusion overhead increases by
approximately (Numer of modalities +2) times, corresponding to one uniqueness expert per modality, plus one redundancy
and one synergy expert.

To quantify the overhead of our method, we compare I?MoE-MulT with the MulT baseline across three key metrics: training
time per epoch (in seconds), inference latency (in seconds), and parameter count. As shown in Table 6, I?MoE introduces
moderate increases in compute—roughly proportional to the number of modalities plus two (accounting for synergy and
redundancy experts). All experiments were run on a single NVIDIA A100 GPU. Despite this additional cost, the model
yields consistent improvements in interpretability and predictive performance, justifying the added overhead.

Table 6. Comparison of MulT and I?MoE~-MulT on training time, inference latency, and model size across datasets.

| | Train / epoch (s) | Inference (s) | # Params

Dataset | Modalities | MulT I°MOE-MulT | MulT I?MOE-MulT | MulT  I®MoE-MulT

ADNI LG,C,B [898+0.04 16.82+0.02 |1.34+0.00 2.29+0.00 | 1,072,131 6,696,728
MIMIC L,N,C |224+0.01 33.67+£0.67 |[0.15+£0.00 0.91+0.00 268,034 1,390,095
IMDB LI 3.62+£0.00 4420+059 [053+0.00 3.23+0.00 | 1,068,567 4,423,008
MOSI V.A,T [070+£0.00 447+0.01 |0.09+0.00 0.48+0.00 134,402 673,935

ENRICO S, W 1.38+0.02 6.17+0.03 |0.20+£0.00 0.44+0.00 538,644 2,352,724

E. Details for Dataset Preprocessing

We followed the same preprocessing procedure of the ADNI dataset and MIMIC dataset, as described in Flex-MoE (Yun
etal., 2024).

E.1. Detailed Data Preprocessing in ADNI

Imaging, Genetic, Biospecimen, Clinical Modalities. The Alzheimer’s Disease Initiative (ADNI) is a longitudinal multi-
center observational study containing multi-modal data from subjects diagnosed as cognitively normal (CN), mild cognitive
impairment (MCI), and Alzheimer’s dementia (AD) (Weiner et al., 2010; 2017). In our experiments, we utilized imaging,
genetic, biospecimen, and clinical modalities. The imaging data consisted of magnetic resonance images (MRIs) which
were preprocessed using field intensity inhomogeneity correction, gray tissue matter segmentation via MUSE (Multiatlas
Region Segmentation Utilizing Ensembles of Registration Algorithms and Parameters) (Doshi et al., 2016), and voxel-wise
volumetric mapping of tissue regions. The genetic data consisted of SNP (single nucleotide polymorphisms) data from
the ADNI 1, GO/2, and 3 studies. These were preprocessed via alignment to a unified reference, followed by aligning
strands based on the 1000 Genome Project phase 3, linkage disequilibrium (LD) pruning, and imputation. The resulting data
consisted of 144, 746 SNPs. The biospecimen modality included CSF A51-42 and A31-40, Total Tau and Phosphorylated
Tau, Plasma Neurofilament Light Chain, and ApoE genotype. Clinical data included medical history, neurological exams,
patient demographics, medications, and vital signs. Data columns directly containing Alzheimer’s Disease diagnosis
information were excluded. For both biospecimen and clinical data, numerical data was scaled using a MinMax scaler to a
range of -1 to 1, while categorical data was one-hot encoded. Missing values, were imputed using the mean for numerical
fields and the mode for categorical fields.

E.2. Detailed Data Preprocessing in MIMIC

Lab, Notes, Codes Modalities. The MIMIC dataset was extracted from the Medical Information Mart for Intensive Care IV
(MIMIC-1V) database, which contains de-identified health data for patients who were admitted to either the emergency
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department or stayed in critical care units of the Beth Israel Deaconess Medical Center in Boston, Massachusetts (Johnson
et al., 2024; 2023; Goldberger et al., 2000). MIMIC-IV excludes patients under 18 years of age. We take a subset of the
MIMIC-IV data, where each patient has at least more than 1 visit in the dataset as this subset corresponds to patients who
likely have more serious health conditions. For each datapoint, we extract ICD-9 codes, clinical text, and labs and vital
values. Using this data, we perform binary classification on one-year mortality. We drop visits that occur at the same time as
the patient’s death.

F. Details for Modality-specific Encoder and Classification Head

@ ADNI Dataset: For the image modality, we employed a customized 3D-CNN (Esmaeilzadeh et al., 2018) with a hidden
dimension of 256 as the encoder. For the genomics, clinical, and biospecimen modalities, we used a one-hidden-layer MLP
with a hidden dimension of 256 as the encoder.

® MIMIC Dataset: For all lab, note, and code modalities, we utilized an LSTM with a hidden dimension of 256 as the
encoder.

® MOSI Dataset: A Gated Recurrent Unit (GRU) with a hidden dimension of 256 was used as the encoder for the vision,
audio, and text modalities.

® ENRICO Dataset: For both the screenshot image and wireframe image modalities, we used VGG11 from the torchvision
library with a hidden dimension size of 16 as the encoder.

® IMDB Dataset: For the image modality, a VGG-16 model was applied as the feature extractor. For the language
modality, features were extracted using the pretrained Google Word2vec model. Additionally, we employed VGG11 from
the torchvision library with a hidden dimension size of 16 as the encoder and used MaxoutLinear unimodal encoders,
following current work (Liang et al., 2021).

> Classification Head: For all models and all datasets, we use a linear classification head to output the corresponding
prediction.
G. Details for Hyperparameter Setting

To improve reproducibility, the tables below provide a summary of the hyperparameters used in our experiments. For
hyperparameters of other baseline fusion methods, please refer to the scripts in the GitHub repository at https://github.
com/Raina-Xin/I2MoE/tree/main/scripts/train_scripts.

Table 7. Hyperparameter Configuration for T2MoE-MulT on Different Datasets

Hyperparameter | ADNI | MIMIC | IMDB | MOSI | ENRICO
Learning Rate (1r) 0.0001 | 0.0001 0.0001 | 0.0001 | 0.0001
Temperature for Reweighting (temperature_rw) 1 2 2.0 2.0 2.0
Hidden Dimension for Reweighting (hidden_dim_rw) 256 128 256 256 256
Number of Layers in Reweighting (num_layer_rw) 2 2 3 3 3
Interaction Loss Weight (interaction_loss_.weight) | 0.5 0.01 0.5 0.005 0.5
Modality (modality) IGCB | LNC LI TVA SW
Training Epochs (train_epochs) 50 30 40 30 50
Batch Size (batch_size) 32 32 32 32 32
Number of Experts (num_experts) 8 4 4 4 4
Number of Layers in Encoder (num_layers_enc) 1 1 1 1 2
Number of Layers in Fusion (num_layers_fus) 2 2 2 1 2
Number of Layers in Prediction (num_layers_pred) 2 2 2 1 2
Number of Attention Heads (num_heads) 4 1 4 1 4
Hidden Dimension (hidden_dim) 256 128 256 256 256
Number of Patches (num_patches) 16 8 4 4 8
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Table 8. Hyperparameter Configuration for I2MoE-SwitchGate on Different Datasets

Hyperparameter | ADNI | MIMIC | IMDB | MOSI | ENRICO
Learning Rate (1r) 0.0001 | 0.0001 0.0001 | 0.0001 | 0.0001
Temperature for Reweighting (temperature_rw) 2 2 2.0 2.0 1
Hidden Dimension for Reweighting (hidden_dim_rw) 256 256 256 128 128
Number of Layers in Reweighting (num_layer_rw) 2 2 2 1 3
Interaction Loss Weight (interaction_loss_weight) | 0.01 0.5 0.5 0.001 0.01
Modality (modality) IGCB | LNC LI TVA SwW
Training Epochs (t rain_epochs) 30 30 40 50 30
Batch Size (batch_size) 8 64 64 32 8
Number of Experts (num_experts) 16 16 16 4 4
Number of Layers in Encoder (num_layers_enc) 2 2 2 1 1
Number of Layers in Fusion (num_layers_fus) 2 2 2 1 1
Number of Layers in Prediction (num_layers_pred) 2 2 2 1 1
Number of Attention Heads (num_heads) 4 4 4 4 2
Hidden Dimension (hidden_dim) 128 256 128 128 128
Number of Patches (num_patches) 8 16 16 4

Table 9. Hyperparameter Configuration for I2MoE-InterpretCC on Different Datasets

Hyperparameter | ADNI | MIMIC | IMDB | MOSI | ENRICO
Learning Rate (1r) 0.0001 | 0.0001 0.0001 | 0.0001 | 0.0001
Temperature for Reweighting (temperature_rw) 2 2 2.0 1.5 4.0
Hidden Dimension for Reweighting (hidden_dim_rw) 128 128 256 256 256
Number of Layers in Reweighting (num_layer_rw) 2 2 3 2 2
Interaction Loss Weight (interaction_loss_weight) | 0.5 0.1 0.01 0.001 0.5
Modality (modality) IGCB | LNC LI TVA Sw
Tau (1) 1.0 0.7 1.0 1.0 0.5
Threshold (threshold) 0.5 0.5 0.6 0.6 0.4
Train Epochs (train_epochs) 30 50 40 50 60
Batch Size (batch_size) 32 128 32 32 64
Hidden Dimension (hidden_dim) 128 256 256 128 256
Hard (hard) True True True True True
Table 10. Hyperparameter Configuration for I2MoE-MoE++ on Different Datasets
Hyperparameter | ADNI | MIMIC | IMDB | MOSI | ENRICO
Learning Rate (1r) 0.0001 | 0.0001 0.0001 | 0.0001 | 0.0001
Temperature for Reweighting (temperature_rw) 2 1 1.0 2 1
Hidden Dimension for Reweighting (hidden_dim_rw) 256 256 256 128 256
Number of Layers in Reweighting (num_layer_rw) 3 2 2 2 2
Interaction Loss Weight (interaction_loss_-weight) | 0.5 0.5 0.5 0.001 0.5
Modality (modality) IGCB | LNC LI TVA SW
Training Epochs (t rain_epochs) 50 30 40 50 50
Batch Size (batch_size) 64 32 32 32 32
Number of Experts (num_experts) 8 4 4 8 8
Number of Layers in Encoder (num_layers_enc) 2 2 2 2 2
Number of Layers in Fusion (num_layers_fus) 2 2 2 1 2
Number of Layers in Prediction (num_layers_pred) 2 2 2 2 2
Number of Attention Heads (num_heads) 4 4 4 4 4
Hidden Dimension (hidden_dim) 256 128 256 64 64
Number of Patches (num_patches) 8 4 8 4 4

H. Human Evaluation for Local Interpretation

17

To strengthen evidence for the local interpretability of our model, we conducted a human evaluation study involving 15
participants. Each participant was shown 20 movie examples, resulting in a total of 300 interaction expert weight evaluations.
Participants were asked to assess how reasonable the model’s assigned expert weights were, choosing from a 5-point Likert
scale: “Completely makes sense,” “Mostly makes sense,” “Neutral,” “Makes little sense,” and “Makes no sense at all.”
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Overall, 70.4% of responses were positive (i.e., “Mostly makes sense” or “Completely makes sense”), while only 9% were
negative. Notably, just 0.7% of ratings selected the lowest option. These results suggest that the model’s expert weight
assignments are broadly viewed as reasonable and interpretable by human evaluators.

The questionnaire and de-identified responses are available at https://github.com/Raina-Xin/I2MoE/tree/main/
assets/human_eval

Table 11. Distribution of human ratings for local interaction expert weights (rn = 300).

Response Option Percentage of Responses
Completely makes sense 19.4%
Mostly makes sense 51.0%
Neutral 19.7%
Makes little sense 9.0%
Makes no sense at all 0.7%

I. More Qualitative Examples for Local Interpretation

We present a comprehensive visualization of all 23 classes in the IMDB dataset, illustrating local interpretability for
individual examples. All examples are correctly predicted by I2MoE.
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The Care Bears live in a country high in the clouds,
where they have a lot of fun together. But they also do
care for the human children on Earth, who they watch
through huge telescopes from the sky, and come to help
whenever there is need. Nikolas, a magician's
apprentice, is in danger of getting under the influence of
a bad spirit, which resides in an ancient spell book. The
siblings Kim and Jason don't trust anyone anymore
after being disappointed once too often. The Care Bears
take them into their wonderland where they experience
exciting and dangerous adventures together and quickly
become good friends.
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Figure 6. IMDB example (ID: 0088885).
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The history of the first victim of
modern artillery and its moving
agony, amidst conspiracies and
betrayals of the powerful. Life
and death of Giovanni De'
Medici, a young brave captain in
the war of Charles V against the
Pope, in the first half of 1500.
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When Haseem arrives at Aladdin's home
pretending to be his lost uncle, he brings
the boy to a magical place which hides the
entrance to a dangerous underground
cave. There, Haseem asks of Aladdin to
find but one simple oil lamp which
contains a genie. As stubborn as he is,
Aladdin refuses to come outside of the
cave with the lamp and eventually
discovers its secret. A genie inside the
lamp then helps his life change and marry
his true love.



