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ABSTRACT

Large language models (LLMs) have achieved distinguished performance on var-
ious reasoning-intensive tasks. However, LLMs might still face the challenges of
robustness issues and fail unexpectedly in some simple reasoning tasks. Previ-
ous works evaluate the LLM robustness with hand-crafted templates or a limited
set of perturbation rules, indicating potential data contamination in pre-training
or fine-tuning datasets. In this work, inspired by stress testing in software en-
gineering, we propose a novel framework, Automatic Robustness Checker (AR-
CHECKER), to generate mathematical problem variants that maintain the seman-
tic meanings of the original one but might fail the LLMs. The AR-CHECKER
framework generates mathematical problem variants through multi-round parallel
streams of LLM-based rewriting and verification. Our framework can generate
benchmark variants dynamically for each LLM, thus minimizing the risk of data
contamination. Experiments on GSM8K and MATH-500 demonstrate the strong
performance of AR-CHECKER on mathematical tasks. We also evaluate AR-
CHECKER on benchmarks beyond mathematics, including MMLU, MMLU-Pro,
and CommonsenseQA, where it also achieves strong performance, further proving
the effectiveness of AR-CHECKER.

1 INTRODUCTION

Large Language Models (LLMs) have seen rapid advancements in recent years and are becom-
ing increasingly important in daily life and research (Brown et al., 2020; OpenAI, 2022; An-
thropic, 2023; llama3, 2024). Numerous benchmarks (Chang et al., 2024) have been estab-
lished to assess their performance on various tasks, such as mathematical problem solving (Cobbe
et al., 2021), coding generation (Chen et al., 2021), and instruction following (Zhou et al., 2023).
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Figure 1: Accuracy comparison of various
LLMs on GSM8K and MATH-500 benchmarks,
showing performance before and after applying
our AR-CHECKER robustness testing framework.
The significant drop in accuracy after applying our
method highlights the robustness issues of LLMs
on mathematical problems and the unreliability of
current evaluations.

Although evaluation results on these bench-
marks show that LLMs perform very well
and even achieve human-level performance on
many tasks, some studies (Zhu et al., 2023;
Huang et al., 2024; Cheng et al., 2024) have
found that LLMs might perform poorly on cer-
tain instructions or questions that humans be-
lieve to be simple. These observations indicate
that LLMs have significant robustness issues.

Existing works (Shi et al., 2023; Li et al., 2024;
Mirzadeh et al., 2024) focus on the evaluation
of LLM robustness by creation of benchmark
variants on tasks like math reasoning (Cobbe
et al., 2021). They observe that existing LLMs
can still fail on problems that are slightly mod-
ified from the original samples. These find-
ings hint at potential data contamination in
pre-training or fine-tuning datasets (Mirzadeh
et al., 2024). However, previous works evaluate
the LLM robustness by creating variants with
template-based approaches (Shi et al., 2023;
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Mirzadeh et al., 2024) or relying on a fixed set of perturbation rules (Li et al., 2024; Zhu et al.,
2024). They underutilize the characteristics of the target LLMs during the benchmark creation pro-
cess and fail to explore more diverse robustness challenges for the target LLMs.

In this work, inspired by stress testing in software engineering (Jiang & Hassan, 2015), we frame
the robustness evaluation of LLMs as a stress testing problem and propose a novel framework, AR-
CHECKER, for automatic robustness evaluation of LLMs as mathematical problem solvers. The
framework consists of three LLMs: a rewriter, a verifier, and a target LLM. Given a testing budget of
M , the rewriter rewrites mathematical problems into their variants, at most M times, while keeping
the core meaning unchanged. The verifier checks whether the core meaning of the original question
is preserved and whether the target LLM’s answer to the rewritten variant is different from the
correct answer. The AR-CHECKER framework removes the reliance on hand-crafted guidelines
to generate challenging instruction variants, instead, the rewriter explores to find the optimization
direction via the iterations of multi-round parallel streams. Experiments on GSM8K (Cobbe et al.,
2021) and MATH-5001 prove the effectiveness and scalability of our proposed framework on various
target LLMs. As shown in Figure 1, four LLMs obtain 48.04% and 31.35% less averaged accuracy
on our GSM8K and MATH-500 evaluation variants, respectively. As the evaluation instructions
are generated dynamically for each LLM, our framework is expected to minimize the risk of data
contamination. We also evaluate AR-CHECKER on benchmarks beyond mathematics, including
MMLU (Hendrycks et al., 2021), MMLU-Pro (Wang et al., 2024), and CommonsenseQA (Talmor
et al., 2019), where it also achieves strong performance, further proving the effectiveness of AR-
CHECKER.

2 RELATED WORK

2.1 ROBUSTNESS EVALUATION OF LLMS

There has been a line of work on evaluating the robustness of LLMs. For instance, AdvGLUE (Wang
et al., 2021) and Promptbench (Zhu et al., 2023) are two widely used static benchmarks to evaluate
the robustness of LLMs on various tasks. As mathematical problems offer the advantage of having
standard answers that enable objective evaluation, many previous works have focused on evaluating
the robustness of LLMs in mathematical reasoning (Shi et al., 2023; Huang et al., 2025; Srivastava
et al., 2024; Mirzadeh et al., 2024; Yu et al., 2025; Gulati et al., 2024). Shi et al. (2023) find
that LLMs’ performance is dramatically decreased when irrelevant context is included in GSM8K
problems. Li et al. (2024) propose a variant dataset of the GSM8K benchmark, GSM8K-PLUS,
with various mathematical perturbations and show that LLMs are far from robust. Mirzadeh et al.
(2024) create symbolic templates that allow for the generation of a diverse set of questions from
GSM8K problems. They find that LLMs exhibit noticeable variance when responding to different
instantiations of the same question. Unlike these works, which evaluate LLM robustness through
template-based approaches or fixed sets of perturbation rules, our framework adopts a more flexible
and dynamic optimization strategy.

2.2 LLM-BASED PROMPT OPTIMIZATION

Two lines of work on LLM-based prompt optimization are particularly relevant to our study. One
line of work focuses on enhancing model performance through automatic prompt engineering (Yang
et al., 2023; Zhou et al., 2022). These works, like ours, aim to optimize prompts while maintaining
the core meaning, but they focus on improving the performance of the target LLMs, whereas we
aim to find prompts that cause the target LLMs to fail. Another line of work is the jailbreak attack,
which intentionally designs malicious prompts that adversarially trigger aligned LLMs to produce
uncensored content (Dong et al., 2024; Xu et al., 2024; Yu et al., 2023; Ding et al., 2024). Prompt
Automatic Iterative Refinement (PAIR) (Chao et al., 2023) employs an LLM-based attacker to re-
formulate malicious instructions and utilizes GPT-4 as an evaluator to assess the harmfulness of the
target model’s responses. Different from the PAIR method, which attacks the LLMs to generate
malicious content, our focus is specifically on evaluating the robustness of LLMs as mathematical
problem solvers.

1https://huggingface.co/datasets/HuggingFaceH4/MATH-500
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(b) Multi-round iterations with parallel streams for query search
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Figure 2: Overview of AR-CHECKER framework. Left: given a query x, AR-CHECKER iteratively
rewrites x with the rewriter (Section 3.3) until the verifier (Section 3.4) detects a query variant x′

that preserves the core mathematical meaning of the original query x but fails the target LLM. Right:
for each query x, AR-CHECKER executes N parallel streams, allowing for a maximum K rewriting
iterations per stream, enhancing both the search breadth and depth of the query variants.

3 METHODOLOGY

3.1 PROBLEM DEFINITION

Given a mathematical problem x and corresponding answer a from dataset D, our goal is to rewrite
it into a variant x′ within a given budget M such that x and x′ have the same core meaning, and
the target LLM’s answer to x′, denoted as a′, is different from a. The budget M is defined as the
maximum number of rewrites.

3.2 AR-CHECKER FRAMEWORK

Stress testing, a software testing technique, is used to evaluate the robustness of software systems by
subjecting them to stressful conditions in order to uncover bugs, crashes, and potential vulnerabili-
ties (Jiang & Hassan, 2015). In this work, inspired by stress testing, we propose a novel framework
AR-CHECKER, to stress test the robustness of LLMs as mathematical problem solvers by automat-
ically generating mathematical problem variants, as shown in Figure 2.

The framework consists of three components: a rewriter R, a verifier V , and a target LLM T , all
of which are implemented using LLMs. Given a testing budget of M = N ∗ K, the framework
operates by running N parallel streams, each performing up to K rewriting iterations, as shown in
Algorithm 1.

For each original mathematical problem x with correct answer a, the rewriter R generates variants
x′ while attempting to preserve the core mathematical meaning, which means the correct answer
to x′ should also be a. For each variant x′, the target LLM T produces an answer a′. The verifier
V then evaluates whether: (1) the core meaning of x′ matches that of x, and (2) the target LLM’s
answer a′ differs from the correct answer a. A test is considered to pass only if the target LLM
correctly answers all these variants.

Our AR-CHECKER framework incorporates two key designs that enhance its effectiveness in finding
challenging variants: multi-round iteration and parallel streams. These complementary strategies
work together to better explore the space of potential variants while enhancing both search depth
and breadth, significantly improving the efficiency of identifying robust test cases:

Multi-round Iterations. The optimization of problem variants is formulated as a simulated multi-
round chat between the rewriter and the verifier. Based on the previous problem variants and feed-
backs from the verifier, the rewriter first generates chain-of-thoughts about the strategies to modify
the instruction, and then proposes a novel and diverse variant of the problem. This multi-round itera-
tion approach increases the search depth and encourages diverse proposals, which further challenges
the robustness of the target LLM.

3
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Algorithm 1 AR-CHECKER Framework

1: Input: Rewriter R, Verifier V , Target T , Original problem x, Correct answer a, Number of
iterations K, Number of streams N

2: Initialize: Successful variants set V ← ∅
3: for all stream n ∈ {1, 2, ..., N} in parallel do
4: Initialize conversation history Cn ← [(x, a)]
5: for k = 1 to K do
6: x′

n ← R(x,Cn) ▷ Generate variant
7: a′n ← T (x′

n) ▷ Query target LLM
8: vn ← V (x, a, x′

n, a
′
n) ▷ Verify if meaning preserved and a′n ̸= a

9: Cn ← Cn ∪ {(x′
n, a

′
n, vn)} ▷ Update conversation history

10: if vn = D then ▷ If meaning preserved and a′n ̸= a
11: V ← V ∪ {(x′

n, a
′
n)} ▷ Add successful variant

12: terminate all streams and return V ▷ Stop all streams once a successful variant is
found

13: end if
14: end for
15: end for
16: return V ▷ Return all successful variants

Parallel Streams. We design the framework to perform multiple streams of rewriting conversa-
tions in parallel, each of which is independent of the others. Specifically, the rewriter generates
multiple variants in parallel, and any successful variant is considered a successful perturbation. This
design increases the search width, allowing the rewriter to explore more possibilities and generate
more effective adversarial questions, benefiting from different trajectories in different streams.

3.3 PROBLEM REWRITING

Given the strong instruction-following capability of current LLMs, we choose to use LLMs as prob-
lem rewriter. In the rewriter’s system prompt, the LLM role, background of the task, and detailed
scenario are specified. Unlike prior work (Zhu et al., 2024), we do not provide specific rewrit-
ing methods or principles; instead, we encourage the rewriter LLM to explore and propose diverse
rewriting suggestions for the user instruction based on its internal knowledge as well as feedbacks
from the verifier. This self-evolvement approach is more scalable and flexible compared with ex-
isting template-based or rule-based methods. On one hand, as LLMs evolve, manually constructed
principles may quickly become obsolete and using a fixed set of principles cannot cover all cases,
potentially limiting the diversity of rewriting problems and hindering the comprehensive evaluation
of the LLM’s robustness. On the other hand, as the capabilities of LLMs improve, the internal
knowledge of the rewriter LLM regarding model weaknesses also expands, enabling the rewriter to
explore a broader spectrum of potential LLM weaknesses. See Figure 6 of Appendix D for the full
system prompt of rewriter.

3.4 VERIFICATION

Although we have explicitly restricted the rewriter to keep the core meaning of the original question
x, there are cases where rewriter unintentionally changes the meaning. Thus, we designed the
verifier V to assess whether the rewritten variant x′ maintains the core meaning of x. Additionally,
the verifier V is responsible for comparing the consistency of the target model’s answer a′ to the
rewritten variant x′ and the original answer a to the original question x. The full system prompt of
the verifier is provided in Figure 7 at Appendix D.

Specifically, the verifier’s prompt includes the original question x, the correct answer a, the rewritten
variant x′, and the target LLM’s answer a′ to x′. We design the prompt to first generate chain-of-
thought to compare the core meaning of x and x′, and then compare the consistency of a and a′.
Finally, the verifier V outputs a verdict among A, B, C, and D, representing the four combinations
of whether the core meaning has changed and whether the answers are consistent.

4
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4 EXPERIMENTS

4.1 EXPERIMENT SETUP

Datasets. We select the test set of GSM8K (Cobbe et al., 2021) and the MATH-5002 dataset,
a subset of the MATH benchmark (Lightman et al., 2024), to evaluate the robustness of LLMs
as mathematical problem solvers. These datasets are widely used mathematical reasoning bench-
marks, covering a range of mathematical topics and difficulty levels. For GSM8K, we randomly
sample 300 correctly answered questions for each target LLM due to the large number of correctly
answered samples available. For MATH-500, we use all correctly answered questions. Beyond
mathematical problems, we also validated the effectiveness of AR-CHECKER on other domains:
MMLU (Hendrycks et al., 2021), MMLU-Pro (Wang et al., 2024), and CommonsenseQA (Talmor
et al., 2019). Details of these additional evaluations can be found in Section 5.

Models and settings. To evaluate the effectiveness of our approach, we utilize six LLMs as target
models: LLaMA-3.2-1B-Instruct (AI@Meta, 2024), Gemma-2-2B-IT (Team et al., 2024), LLaMA-
3-8B-Instruct (llama3, 2024), DeepSeek-R1-Distill-LLaMA-8B (Guo et al., 2025), Qwen2.5-Math-
7B-Instruct (Yang et al., 2024), Qwen2.5-7B-Instruct (Qwen et al., 2025). All models generate
answers using zero-shot prompting method.

The rewriter and verifier are both implemented using Qwen2.5-32B-Instruct (Qwen et al., 2025)
unless otherwise specified. We set the temperature to 0 for all target models and the verifier, ensuring
deterministic sampling, and set the temperature to 1 and top-p to 0.9 for the rewriter to encourage
diverse exploration of rewriting. We set the stream number N to 5 and the iteration number K to 3.

Evaluation. We evaluate our approach using two metrics: test failure rate (TFR) and accuracy.
• Test failure rate (TFR) is calculated as the percentage of questions that fail our testing, meaning
those that—after applying our AR-CHECKER framework—result in incorrect answers from the tar-
get model despite being answered correctly in their original form.
• Accuracy measures the proportion of questions correctly answered relative to the total number
of questions in the dataset. We report the vanilla accuracy (VAcc, performance on the original
dataset) and the robustness accuracy (RAcc, performance after applying our AR-CHECKER frame-
work). Since we do not apply AR-CHECKER to all of the originally correctly answered questions in
GSM8K, the robustness accuracy on that benchmark is estimated with RAcc = VAcc× (1− TFR).

4.2 MAIN RESULTS

We show the performance of AR-CHECKER on GSM8K and MATH-500 across various target LLMs
in Table 1. All models achieve a TFR exceeding 60% on both benchmarks, except for Qwen2.5-7B-
Instruct and Qwen2.5-Math-7B-Instruct. This demonstrates that our method effectively identifies
robustness issues associated with LLMs. Comparing different target LLMs, we observe that LLMs
with lower VAcc tend to exhibit larger TFR values.

Table 1: Performance of AR-CHECKER on GSM8K and MATH-500 datasets. VAcc and RAcc de-
note the vanilla accuracy and the robustness accuracy, respectively. ∆Acc is the difference between
RAcc and VAcc.

Target model GSM8K MATH-500

VAcc RAcc ∆Acc TFR VAcc RAcc ∆Acc TFR

LLaMA-3.2-1B-Instruct 45.26 2.71 42.55 94.00 29.80 3.40 26.40 88.59
Gemma-2-2B-IT 63.15 13.68 49.47 78.33 27.40 3.80 23.60 86.13
LLaMA-3-8B-Instruct 76.42 27.51 48.91 64.00 29.20 6.00 23.20 79.45
DeepSeek-R1-Distill-LLaMA-8B 83.09 31.85 51.24 61.67 83.20 31.00 52.20 62.74
Qwen2.5-Math-7B-Instruct 92.34 48.63 43.71 47.33 81.60 44.20 37.40 45.83
Qwen2.5-7B-Instruct 91.51 61.01 30.50 33.33 75.20 42.60 32.60 43.35

2https://huggingface.co/datasets/HuggingFaceH4/MATH-500

5

https://huggingface.co/datasets/HuggingFaceH4/MATH-500


270
271
272
273
274
275
276
277
278
279
280
281
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296
297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323

Under review as a conference paper at ICLR 2026

This finding suggests that LLMs with superior performance are generally more robust. Comparing
the two datasets, non-reasoning LLMs demonstrate significantly better performance on GSM8K than
on MATH-500, primarily due to the higher difficulty of MATH-500. In terms of robustness, we find
that most LLMs are more robust on GSM8K compared to MATH-500, indicating that LLMs tend to
demonstrate reduced robustness when faced with more challenging problems. Notably, DeepSeek-
R1 performs comparably on both datasets in all metrics, primarily because it is a reasoning model
that excels at addressing challenging problems. For the metric ∆Acc, DeepSeek-R1 achieves the
highest ∆Acc among all evaluated LLMs across both benchmarks. This finding suggests that ro-
bustness testing can significantly hinder the problem-solving capabilities of reasoning models. Fur-
thermore, it underscores the increasing importance of examining robustness issues in the context of
the emerging era of reasoning models.

Our framework can also be applied to robustness evaluation in other domains beyond mathematical
reasoning. Details of these additional evaluations can be found in the Broad Applicability to Other
Domains of Section 5.

4.3 ABLATION STUDY
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Figure 3: Ablation study on the number of streams N
and number of iterations K. Left: Gemma-2-2B-IT.
Right: LLaMA-3-8B-Instruct.

To study the impact of the stream number
N and the iteration number K on the per-
formance of AR-CHECKER, we conduct
experiments for each combination of N
and K within the ranges N ≤ 10,K ≤
5 on the GSM8K dataset, as illustrated
in Figure 3. First, increasing both N
and K improves the performance of AR-
CHECKER. With N = 10,K = 5, AR-
CHECKER acheives a TFR of 97.00% for
Gemma-2-2B-IT and 88.00% for LLaMA-
3-8B-Instruct, significantly outperforming
the results from our main experiments by
an average TFR of 11.50%. This un-
derscores the substantial potential of AR-
CHECKER by simply increasing the rewriting budget. Second, regarding varying stream numbers
N , we note a significant increase in TFR when N is raised from 1 to 5, with continued improvement
as N increases further. However, the performance gains become marginal beyond N = 5. This
suggests that while increasing the number of streams can enhance AR-CHECKER’s performance,
the benefits diminish after a certain point. Similarly, the iteration number K also demonstrates
diminishing marginal gains, with the most significant performance gains occurring within the first
three to four iterations. Finally, when comparing Gemma-2-2B-IT and LLaMA-3-8B-Instruct, we
observe that larger values of N and K yield greater performance gains for LLaMA-3-8B-Instruct
compared to Gemma-2-2B-IT. This indicates that a more robust target LLM requires larger N and
K to achieve satisfactory results. For simplicity and to balance performance with computational
cost, we chose to set N = 5 and K = 3 for all target LLMs in our main experiments.

5 ANALYSES

Table 2: Influence of the rewriter model.

Rewriter / Target LLaMA-3.2 Gemma-2 LLaMA-3

Qwen2.5-32B-Instruct 94.00 78.33 64.00
GPT-4o-mini 89.33 74.33 52.67

Influence of Rewriter Model Table 2
compares the TFR of different rewriter
models, where we employ one open-
sourced LLM Qwen2.5-32B-Instruct,
alongside a proprietary LLM, GPT-4o-
mini. Both models demonstrate strong
performance as rewriters; however,
Qwen2.5-32B-Instruct surpasses GPT-4o-
mini by an average of 6.67 points in terms of TFR. Given that Qwen2.5-32B-Instruct is open-source
and achieves superior performance, we select it as the rewriter model for the main experiments,
ensuring both performance and cost-effectiveness.

6
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Table 3: Performance of the verifiers. Qwen2.5-32B-
Instruct achieves remarkably high precision, which in-
dicates a minimal probability of incorrectly classifying
passing tests as failing ones.

Verifier Model Precision (%)

Qwen2.5-32B-Instruct 98.00
GPT-4o-mini 90.67

Performance of the Verifier In the pro-
posed AR-CHECKER, the verifier is im-
plemented by an LLM. Given that the per-
formance of the verifier is crucial for the
reliability of testing and evaluation, we an-
alyze its performance in detail. In our pre-
liminary experiments, we used Qwen2.5-
32B-Instruct and GPT-4o-mini as the ver-
ifier and annotated their consistency with
human evaluations. More details are pro-
vided in Appendix C.1. As shown in Table 3, Qwen2.5-32B-Instruct achieves a precision of 98.00%,
significantly outperforming GPT-4o-mini, which attains 90.67%. This result indicates that Qwen2.5-
32B-Instruct is reliable, exhibiting a low false positive rate and a minimal probability of incorrectly
classifying passing tests as failing ones.

Table 4: TFR comparison with GSM-PLUS, GSM
Symbolic, and AR-CHECKER. ‘∆’ is the TFR im-
provement of AR-CHECKER over other robustness
datasets.

Method / Target LLaMA-3.2 Gemma-2 LLaMA-3

AR-CHECKER 94.00 78.33 64.00
GSM-Plus 78.67 54.67 48.00
∆ +15.33 +23.66 +16.00

AR-CHECKER 93.94 90.91 72.73
GSM Symbolic 60.61 45.45 45.45
∆ +33.33 +45.46 +27.28

Comparison with Robustness Bench-
marks We compare AR-CHECKER
with two robustness benchmarks on eval-
uating LLMs as mathematical problem
solvers: GSM-PLUS (Li et al., 2024)
and GSM Symbolic (Mirzadeh et al.,
2024). For the GSM-PLUS, we utilize the
identical subset of 300 correctly answered
samples for each target model as used
in our main experiments in Section 4.2.
Given that GSM-PLUS comprises 8
variants of each original GSM8K question
and some of these variants yield answers
that differ from those of the original
GSM8K questions, we restrict our analy-
sis exclusively to variants that preserve the original answer, for a fair comparison. For the GSM
Symbolic, we filter it to retain samples where rewriting preserved the original GSM8K answer,
resulting in a subset of 33 samples from the initial 100. We apply AR-CHECKER on these 33
samples to ensure a fair comparison. For these benchmarks, we also consider a sample pass the test
if the target LLM correctly answers all the variants. As shown in Table 4, AR-CHECKER can more
effectively identify robustness issues of LLMs than these two benchmarks, without any human
intervention. This indicates that AR-CHECKER can be used as a more scalable and efficient method
for evaluating the robustness of LLMs.

Table 5: Effect of rewriting principles.

Strategy / Target LLaMA-3.2 Gemma-2 LLaMA-3

w/o Principles 94.00 78.33 64.00
w/ Principles 94.00 73.67 56.33
w/ Principles per Stream 91.67 77.00 60.00

Effect of Rewriting Principles Prior
works (Wang et al., 2021; Zhu et al., 2023;
Li et al., 2024; Zhu et al., 2024) utilize
a fixed set of rewriting principles to gen-
erate adversarial examples. Here, we an-
alyze how AR-CHECKER performs with
and without predefined rewriting princi-
ples. We manually summarize 14 types of
rewriting principles, detailed in Appendix C.3, and compare three strategies: (1) Without Principles
(AR-CHECKER): The rewriter generates variants without any predefined principles. (2) With Prin-
ciples: All 14 predefined principles are added to the rewriter’s system prompt for all streams. (3)
With Principles per Stream: Each stream independently samples 5 principles from the 14 principles.
As shown in Table 5, the use of predefined principles did not significantly impact the TFR, indicating
that the internal knowledge of LLM is sufficient to generate effective rewrites.

Scaling to Stronger Rewriter and Targets. To further demonstrate the potential of AR-
CHECKER, we conducted additional experiments with more powerful rewriter and target mod-
els. We employed GPT-4o-2024-11-20 as an alternative rewriter alongside our previously used
Qwen2.5-32B-Instruct. For target models, we evaluated three large-scale models: Gemma-3-27B-
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IT (Team et al., 2025), Qwen2.5-32B-Instruct, and Qwen2.5-72B-Instruct on the GSM8K bench-
mark. As shown in Table 6, when using Qwen2.5-32B-Instruct as the rewriter, AR-CHECKER
achieves substantial TFR scores: 25.33% on Gemma-3-27B-IT, 22.00% on Qwen2.5-32B-Instruct,
and 27.33% on Qwen2.5-72B-Instruct, demonstrating its effectiveness in evaluating stronger mod-
els. Furthermore, when employing GPT-4o-2024-11-20 as the rewriter, AR-CHECKER consistently
achieves higher TFR scores compared to using Qwen2.5-32B-Instruct, resulting in a more decrease
in RAcc. These results demonstrate that AR-CHECKER’s effectiveness scales with the capabilities
of the rewriter model. This finding suggests that as more powerful LLMs become available, AR-
CHECKER can leverage their enhanced reasoning and creativity to generate increasingly challenging
test cases. Such scalability highlights the long-term potential of AR-CHECKER in maintaining its
effectiveness as an evaluation tool while keeping pace with advancing model capabilities.

Table 6: Performance of AR-CHECKER with stronger rewriter and target models on GSM8K.

Rewriter Target VAcc RAcc ∆Acc TFR

Qwen2.5-32B
Gemma3-27B 95.38 71.21 24.16 25.33
Qwen2.5-32B 94.31 73.56 20.75 22.00
Qwen2.5-72B 95.30 69.25 26.05 27.33

GPT-4o
Gemma3-27B 95.38 61.68 33.70 35.33
Qwen2.5-32B 94.31 66.56 27.67 29.33
Qwen2.5-72B 95.30 67.66 27.64 29.00
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Figure 4: Cross-Model Strategy Transfer Performance

Transferability of Robustness Test
Cases To further understand the gen-
eralizability of robustness issues across
different models, we analyze the transfer-
ability of test cases that fail our robustness
testing. As shown in Figure 4, we evaluate
how test cases that cause one model to
fail transfer to other models. The diagonal
values of 100% represent self-testing
(using a model’s own failure cases).
Examining the transferability patterns,
we observe that failure cases from more
capable models like Deepseek-R1 trans-
fer well to other models, with 72.97%
transferability to LLaMA-3.2, 61.62%
to Gemma-2, and 40.00% to LLaMA-3.
Conversely, failure cases from smaller
models like LLaMA-3.2 transfer poorly
to larger models (31.56% to Gemma-2,
21.63% to LLaMA-3, and 17.73% to
Deepseek-R1). These findings indicate
that robustness vulnerabilities are partially shared across models, but each model also exhibits
unique weaknesses that others may not have, underscoring the value of model-specific and dynamic
stress testing.

Broad Applicability to Other Domains The proposed AR-CHECKER framework is not limited
to mathematical problems but can be effectively applied to any domain with well-defined ground
truth answers. To demonstrate the framework’s broader applicability, we conduct experiments on
three additional datasets: MMLU (Hendrycks et al., 2021), MMLU-Pro (Wang et al., 2024), and
CommonsenseQA (Talmor et al., 2019). For MMLU, we use the high school computer science
subset, which contains 100 single-choice questions. For MMLU-Pro, we use the ori mmlu-
high school computer science subset, which contains 62 single-choice questions. For Common-
senseQA, we sample 300 questions from the val set.

The results are presented in Table 7. As shown, AR-CHECKER achieves consistently high TFR
across all target models on both datasets. Notably, LLaMA-3.2-1B-Instruct exhibits a TFR of
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88.10% on MMLU, 92.31% on MMLU-Pro, and 67.33% on CommonsenseQA, indicating AR-
CHECKER’s effectiveness in evaluating the robustness of LLMs across different domains.

Table 7: Performance of AR-CHECKER on MMLU, MMLU-Pro, and CommonsenseQA datasets.
VAcc and RAcc denote the vanilla accuracy and the robustness accuracy, respectively. ∆Acc is the
difference between RAcc and VAcc.

Target model MMLU MMLU-Pro CommonsenseQA

VAcc RAcc ∆Acc TFR VAcc RAcc ∆Acc TFR VAcc RAcc ∆Acc TFR

LLaMA-3.2-1B-Instruct 42.00 5.00 37.00 88.10 20.97 1.61 19.35 92.31 51.92 16.96 34.96 67.33
Gemma-2-2B-IT 48.00 21.00 27.00 56.25 35.48 6.45 29.03 81.82 58.31 34.60 23.71 40.67
LLaMA-3-8B-Instruct 69.00 47.00 22.00 31.88 61.29 17.74 43.55 71.05 75.84 51.32 24.52 32.33
DeepSeek-R1-Distill-LLaMA-8B 88.00 58.00 30.00 34.09 78.13 34.90 43.23 55.33 79.07 26.62 52.45 66.33

Test Cost Analysis In Section 4.3, we investigate the impact of varying the number of streams N
and iterations K on the efficacy of AR-CHECKER. To further quantify the computational demands
of AR-CHECKER when using N = 5 and K = 3, we calculated the average seconds taken to
complete the robustness testing per sample and the average number of queries needed to find a
failed test case for each target model on the GSM8K and MATH-500 datasets, as shown in Table 8. It
should be noted that the testing time is hardware-dependent, and all our experiments were conducted
utilizing 4 NVIDIA 4090 GPUs.

Table 8: Test cost of different target models when applying AR-CHECKER on GSM8K and MATH-
500 datasets.

Target model GSM8K MATH-500

Avg. Time (s) Avg. Queries Avg. Time (s) Avg. Queries

LLaMA-3.2 31.9 4.4 27.4 4.0
Gemma-2 45.7 7.5 41.0 5.7
LLaMA-3 48.8 12.2 31.7 5.9
DeepSeek-R1 61.3 11.6 63.6 11.1

Weakness Analyses To better understand the robustness issues of LLMs in solving math prob-
lems, we analyze samples that fail in the AR-CHECKER test for the target LLMs. We first manually
summarize six weakness types as seeds and then use LLMs to classify these samples into the existing
weakness types or generate new weakness types. Specifically, we instruct Qwen2.5-32B-Instruct to
(1) classify the samples into the existing weakness types, (2) generate a new weakness type if the
sample does not fit any of the existing ones, and (3) merge the newly generated weakness types with
existing ones if they are similar, or keep them as new types if distinct. See Appendix D.2 for detailed
prompt.

As shown in Figure 5 of Appendix C.4, different LLMs exhibit a similar distribution of weaknesses,
with the most common weakness being the breakdown in sequential reasoning during multi-step
problem-solving. Together with excessive reliance on irrelevant contextual and peripheral details,
insufficient information extraction from distracting and superfluous details, and over-sensitivity to
numerical variations leading to miscalculations, these top four weaknesses account for 80% of the
observed cases. This similar distribution of weaknesses across different models suggests that the
robustness issues may not be model-specific but rather could be inherent challenges in the current
generation of LLMs. We provide examples for different weakness types in Appendix C.4.

6 CONCLUSION

In this paper, we propose AR-CHECKER, a novel framework for automatic evaluation of the robust-
ness of LLMs as mathematical problem solvers. Our approach leverages an LLM-based rewriter
to create diverse variants of mathematical problems, while an LLM-based verifier assesses the core
meaning and correctness of the answers. We conduct extensive experiments on two widely used
datasets, GSM8K and MATH-500, and demonstrate that our framework is effective in evaluating
the robustness of LLMs.
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2: Improving open language models at a practical size. arXiv preprint arXiv:2408.00118, 2024.

Gemma Team, Aishwarya Kamath, Johan Ferret, Shreya Pathak, Nino Vieillard, Ramona Merhej,
Sarah Perrin, Tatiana Matejovicova, Alexandre Ramé, Morgane Rivière, et al. Gemma 3 technical
report. arXiv preprint arXiv:2503.19786, 2025.

Boxin Wang, Chejian Xu, Shuohang Wang, Zhe Gan, Yu Cheng, Jianfeng Gao, Ahmed Hassan
Awadallah, and Bo Li. Adversarial glue: A multi-task benchmark for robustness evaluation of
language models. In Advances in Neural Information Processing Systems, 2021.

Yubo Wang, Xueguang Ma, Ge Zhang, Yuansheng Ni, Abhranil Chandra, Shiguang Guo, Weiming
Ren, Aaran Arulraj, Xuan He, Ziyan Jiang, et al. Mmlu-pro: A more robust and challenging multi-
task language understanding benchmark. In The Thirty-eight Conference on Neural Information
Processing Systems Datasets and Benchmarks Track, 2024.

Zihao Xu, Yi Liu, Gelei Deng, Yuekang Li, and Stjepan Picek. A comprehensive study of jailbreak
attack versus defense for large language models. In Findings of the Association for Computational
Linguistics ACL 2024, pp. 7432–7449, 2024.

An Yang, Beichen Zhang, Binyuan Hui, Bofei Gao, Bowen Yu, Chengpeng Li, Dayiheng Liu, Jian-
hong Tu, Jingren Zhou, Junyang Lin, et al. Qwen2. 5-math technical report: Toward mathematical
expert model via self-improvement. arXiv preprint arXiv:2409.12122, 2024.

Chengrun Yang, Xuezhi Wang, Yifeng Lu, Hanxiao Liu, Quoc V Le, Denny Zhou, and Xinyun
Chen. Large language models as optimizers. arXiv preprint arXiv:2309.03409, 2023.

Jiahao Yu, Xingwei Lin, Zheng Yu, and Xinyu Xing. GPTFUZZER: Red Teaming Large Language
Models with Auto-Generated Jailbreak Prompts, October 2023.

Tong Yu, Yongcheng Jing, Xikun Zhang, Wentao Jiang, Wenjie Wu, Yingjie Wang, Wenbin Hu,
Bo Du, and Dacheng Tao. Benchmarking reasoning robustness in large language models. arXiv
preprint arXiv:2503.04550, 2025.

Jeffrey Zhou, Tianjian Lu, Swaroop Mishra, Siddhartha Brahma, Sujoy Basu, Yi Luan, Denny
Zhou, and Le Hou. Instruction-following evaluation for large language models. arXiv preprint
arXiv:2311.07911, 2023.

Yongchao Zhou, Andrei Ioan Muresanu, Ziwen Han, Keiran Paster, Silviu Pitis, Harris Chan, and
Jimmy Ba. Large language models are human-level prompt engineers. In The Eleventh Interna-
tional Conference on Learning Representations, 2022.

Kaijie Zhu, Jindong Wang, Jiaheng Zhou, Zichen Wang, Hao Chen, Yidong Wang, Linyi Yang, Wei
Ye, Neil Zhenqiang Gong, Yue Zhang, et al. Promptbench: Towards evaluating the robustness of
large language models on adversarial prompts. arXiv preprint arXiv:2306.04528, 2023.

Kaijie Zhu, Jindong Wang, Qinlin Zhao, Ruochen Xu, and Xing Xie. Dynamic evaluation of large
language models by meta probing agents. In Proceedings of the 41st International Conference on
Machine Learning, ICML’24. JMLR.org, 2024.

12



648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2026

A THE USE OF LARGE LANGUAGE MODELS

We used LLMs only for text polishing and code assistance, and they did not contribute substantially
to the research.

B ETHICS STATEMENT

Our research focuses on evaluating the robustness of LLMs as mathematical problem solvers. The
proposed approach and findings of our study can be beneficial for the development of more robust
and reliable LLMs, which can have positive implications in various fields, including education,
finance, and healthcare. All experiments utilize publicly available datasets, and we do not collect
any private data from other sources. All used LLMs are open-sourced models, except for GPT-
4o-mini, which we access via the OpenAI APIs. However, it is important to acknowledge that the
misuse of LLMs can have negative consequences. Therefore, it is crucial to ensure that LLMs are
used responsibly and ethically, with appropriate safeguards in place to mitigate potential risks.

C MORE EXPERIMENT DETAILS

C.1 HUMAN ANNOTATION DETAILS

For each of the two verifier models, Qwen2.5-32B-Instruct and GPT-4o-mini, we randomly select
150 samples that are judged as test failures by them. Three graduate-level annotators are then en-
gaged to manually evaluate these samples. Each sample consists of the following components:
⟨original question, modified question, the ground-truth answer and the answer provided by the tar-
get LLM⟩. Each annotator independently assesses the samples based on two criteria: 1) The core
meaning of the modified question preserves the core meaning of the original question. This criterion
ensures that the ground-truth answer to the modified question remains unchanged. 2) The answer
provided by the target model is inconsistent with the ground-truth answer. A sample is assigned
a label of ‘true’ when both criteria are met; otherwise, it is labeled ‘false’. Finally, we employ a
majority voting approach to determine the label for each sample.

C.2 DETAILS OF SELECTING CORRECT SAMPLES

Table 9: Influence of the rewriter model.

Metric / Verifier Rule-based LLM-based

Precision 99.60 98.90
Recall 93.40 95.60
F1-score 96.40 97.20
TPR 93.40 95.60
FPR 0.80 2.40

Our experiments run in a zero-shot setting. The
model responses are not always in a standard-
ized format. Traditional rule-based methods
usually select the last number in the response.
This approach introduces some errors. To ad-
dress this, we design a dedicated verifier to
judge the correctness of the answers in the orig-
inal dataset. To quantify the performance of
the LLM verifier, we randomly select 100 sam-
ples from each open-source model, totaling 400
samples. We compare the rule-based screening
method and the LLM-based screening method against human judgment. The results are shown in
the Table 9.

Although the rule-based method achieves slightly higher precision, our LLM-based method attains
higher recall and F1-score. This indicates that our approach captures more correct positive samples
and reduces false negatives. Despite a slightly higher false positive rate, our method delivers a more
balanced overall performance that aligns better with human judgment.

C.3 SUMMARIZED REWRITING PRINCIPLES

Table 10 shows the manually summarized rewriting principles used in Section 5.
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Table 10: Summarized rewriting principles.

Rewriting Principles Explanation

Spelling errors Spelling errors can interfere with the model’s recognition of words, lead-
ing to semantic misinterpretation.

Synonym replacement Replacing words with synonyms may not change the meaning, but can
impact word vector matching and contextual associations.

Ordering changes Reordering words or sentences can disrupt logical understanding, espe-
cially in cause-and-effect relationships.

Inaccurate knowledge integra-
tion

By deliberately introducing incorrect or misleading external knowledge,
the model may be led to generate responses based on false premises,
resulting in factual errors or logical inconsistencies.

Removing peripheral informa-
tion

Omitting peripheral details can break contextual integrity, making it
harder for the model to fully understand the content.

Adding extraneous information Introducing irrelevant or excessive details can obscure the core informa-
tion, leading the model to focus on less important aspects and potentially
misinterpret the main point.

Question paraphrasing Rewriting questions with different phrasing can introduce ambiguities,
altering how the model interprets the query.

Rearrange time order Incorrect sequencing of events can mislead the model in understanding
temporal relationships.

Causal relationship alterations Changing how causal relationships are expressed may lead to incorrect
logical inferences.

Introducing contradictory situ-
ations

Contradictory information can confuse the model’s logic, leading to in-
consistent outputs.

Comparative information inter-
ference

When comparative statements are present, the model may focus exces-
sively on the contrast rather than the main question.

C.4 RESULTS OF WEAKNESS ANALYSES

Figure 5 shows the distribution of weaknesses for different target LLMs. Table 11 presents rep-
resentative examples of weakness analyses using LLaMA-3.2 as the target model. Each example
includes the original and modified questions, the model’s response, and a brief analysis highlighting
the primary rewriting components and underlying error causes.
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Figure 5: Distribution of weaknesses in different target LLM.
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Table 11: Weakness analyses examples with LLaMA-3.2 as the target LLM. Primary rewriting part
and error causes are highlighted in orange and red.

WEAKNESS - BREAKDOWN IN SEQUENTIAL REASONING DURING MULTI-STEP PROBLEM-SOLVING

Initial question: In a dance class of 20 students, 20% enrolled in contemporary dance, 25% of the remain-
ing enrolled in jazz dance, and the rest enrolled in hip-hop dance. What percentage of the entire students
enrolled in hip-hop dance?
Response to initial question: There are 20 x 20/100 = 4 students who enrolled in contemporary
dance...#### 60
Modified question: A dance class comprises 20 students. If 20% of these students opted for contemporary
dance, and 25% of those who didn’t choose contemporary dance enrolled in jazz dance, the remaining
students chose hip-hop dance. Calculate the percentage of the total students who selected hip-hop dance.
Response to modified question: To find the percentage of students who chose hip-hop dance, we need
to calculate the number of students who chose contemporary dance and jazz dance, and then add them
together. 20% of 20 students chose contemporary dance: 20% of 20 = 0.20 x 20 = 4 students Now, let’s find
the number of students who chose jazz dance: 25% of the students who didn’t choose contemporary dance
enrolled in jazz dance: 25% of 20 - 20% of 4 = 0.25 x 20 - 0.20 x 4 = 5 - 0.8 = 4.2 students Now, let’s add
the number of students who chose contemporary dance and jazz dance: 4 + 4.2 = 8.2 students To find the
percentage of students who chose hip-hop dance, we’ll divide the number of students who chose hip-hop
dance by the total number of students and multiply by 100: (8.2 / 20) x 100 = 41% So, approximately 41%
of the total students chose hip-hop dance.
Weakness analysis: The LLM correctly calculates the number of students who enrolled in contemporary
dance (4 students) but fails to accurately calculate the remaining students who did not choose contemporary
dance before finding those who chose jazz dance. Instead of correctly calculating 25% of the remaining 16
students, it incorrectly calculates 25% of the total 20 students, leading to an erroneous result.

WEAKNESS - EXCESSIVE RELIANCE ON IRRELEVANT CONTEXTUAL AND PERIPHERAL DETAILS

Initial question: A candle melts by 2 centimeters every hour that it burns. How many centimeters shorter
will a candle be after burning from 1:00 PM to 5:00 PM?
Response to initial question: The candle burns for 5 - 1 = 4 hours... #### 8
Modified question: A candle, which was originally 20 centimeters tall, melts by 2 centimeters for every
hour it is burning. If the candle starts burning at 1:00 PM and is left to burn until 5:00 PM, considering
that the burning process is consistent throughout the entire duration, how many centimeters shorter will the
candle be by the end of the burning period?
Response to modified question: To find out how many centimeters the candle will melt, we need to cal-
culate the total melting time. Since the candle melts 2 centimeters per hour, we can divide the total time
by 2 to get the total melting time. The candle burns from 1:00 PM to 5:00 PM, which is 4 hours. So, the
total melting time is 4 hours * 2 centimeters/hour = 8 centimeters. Now, let’s calculate the original height
of the candle. Since it was 20 centimeters tall and melted 8 centimeters, we can subtract the melting time
from the original height to get the new height. New height = Original height - Melting time New height =
20 centimeters - 8 centimeters New height = 12 centimeters So, the candle will be 12 centimeters shorter
by the end of the burning period.
Weakness analysis: The LLM correctly calculates the total melting but misinterprets the question by fo-
cusing on the original height of the candle instead of just how much shorter it will become.

WEAKNESS - INSUFFICIENT INFORMATION EXTRACTION FROM DISTRACTING AND SUPERFLUOUS DE-
TAILS

Initial question: Grace weighs 125 pounds. Alex weighs 2 pounds less than 4 times what Grace weighs.
What are their combined weights in pounds?
Response to initial question: Alex weighs 125*4-2 = 498...#### 623
Modified question: Grace, a marathon runner, weighs exactly 125 pounds. During a training session, her
coach Alex, considering his fitness regimen, weighs 2 pounds less than four times Grace’s weight. If we
also account for the negligible weight of their training gear, which is less than a pound and can be ignored,
what would be their combined weight in pounds for a team event?.
Response to modified question: To find the combined weight, we need to calculate the weight of Alex
and the training gear first. Alex’s weight is 2 pounds less than four times Grace’s weight. Since Grace
weighs 125 pounds, we can calculate Alex’s weight as follows: Alex’s weight = 4 * Grace’s weight - 2
Alex’s weight = 4 * 125 - 2 Alex’s weight = 500 - 2 Alex’s weight = 498 pounds Now, let’s add the weight
of the training gear to Alex’s weight: Combined weight = Alex’s weight + training gear weight Combined
weight = 498 + 0.5 Combined weight = 498.5 pounds So, their combined weight for a team event would be
approximately 498.5 pounds.

Continue on next page
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Table 11 (continued)

WEAKNESS - INSUFFICIENT INFORMATION EXTRACTION FROM DISTRACTING AND SUPERFLUOUS DE-
TAILS

Weakness analysis: The LLM fails to ignore the additional contextual details (such as Grace being a
marathon runner and the training gear weight) and instead incorporates these irrelevant details into the
calculation, resulting in an incorrect answer.

WEAKNESS - OVER-SENSITIVITY TO NUMERICAL VARIATIONS LEADING TO MISCALCULATIONS

Initial question: The expenditure of Joseph in May was $500. In June, his expenditure was $60 less. How
much was his total expenditure for those two months?
Response to initial question: His expenditure in June was $500 - $60 = $440..#### 940
Modified question: Joseph, a keen observer of his spending habits, noted that in May, his expenditure was
$500, specifically on groceries, fuel, and other essential items. Interestingly, in June, he managed to cut
down his expenditure by $60, largely due to a reduction in fuel costs and some discounts on groceries. De-
spite these changes, how much did Joseph spend in total during these two months, considering all categories
of expenses?
Response to modified question: Hello Joseph, I’m happy to help you with your question. To calculate the
total expenditure, let’s break it down into the categories you mentioned: groceries, fuel, and other essential
items. In May, your expenditure was $500. In June, you managed to cut down your expenditure by $60,
which means your total expenditure for the two months is: $500 (May) + $60 (June) = $560 So, Joseph,
your total expenditure for the two months is $560.
Weakness analysis: The LLM misinterprets the reduction in expenditure by adding it to the initial amount
instead of subtracting, resulting in a miscalculation of the total spent.

WEAKNESS - INFLEXIBLE PARSING OF STRUCTURAL VARIATIONS AND REORDERING

Initial question: John takes care of 10 dogs. Each dog takes .5 hours a day to walk and take care of their
business. How many hours a week does he spend taking care of dogs?
Response to initial question: He spends 10*.5=5 hours per day... #### 35
Modified question: John is responsible for the care of 10 dogs. He dedicates half an hour each day to
walking and attending to the needs of each dog. Considering there are 7 days in a week, how many total
hours per week does John spend on these tasks?
Response to modified question: To find the total hours per week John spends on these tasks, we need to
calculate the hours per day and multiply it by the number of days in a week. John dedicates half an hour
each day to walking and attending to the needs of each dog. Half an hour is equivalent to 30 minutes.
There are 7 days in a week, so the total hours per week John spends on these tasks is: 30 minutes/day * 7
days/week = 210 minutes/week Since there are 60 minutes in an hour, we can convert the total minutes to
hours: 210 minutes/week / 60 minutes/hour = 3.5 hours/week Therefore, John spends 3.5 hours per week
on walking and attending to the needs of each dog.
Weakness analysis: The revised question places ”each dog” at the end of the sentence, causing the model
to lose track of ”each dog” during calculation, and thus failing to multiply by 10.

WEAKNESS - ERRONEOUS GENERALIZATION OF LOGIC ACROSS VARIED CONTEXTS

Initial question: Kyle bought last year’s best-selling book for $19.50. This is with a 25% discount from
the original price. What was the original price of the book?
Response to initial question: Let X be the original price of the book... #### 26
Modified question: Kyle bought last year’s best-selling book at a local bookstore for $19.50 during a
clearance sale. The sale advertised a 25% off the original price,but the store manager hinted that additional
discounts might have been applied. What was the original price of the book before any discounts were
applied, assuming only the advertised discount was used?
Response to modified question: To find the original price of the book, we need to calculate the price after
the 25% discount and then find the original price from that. The price after the 25% discount is $19.50. To
find the discount amount, we multiply the price after the discount by the discount percentage: $19.50 * 0.25
= $4.875 Now, we subtract the discount amount from the price after the discount to find the price before the
discount: $19.50 - $4.875 = $14.625 Since the original price is the price before any discounts were applied,
we can round the price to the nearest cent:$14.63 So, the original price of the book before any discounts
were applied was $14.63.
Weakness analysis: The LLM fails to generalize the correct logic from the initial question to the modified
question. In the initial question, the LLM correctly identified that the book price was after a 25% discount
and calculated the original price. However, in the modified question, it erroneously interpreted the given
price ($19.50) as being after the discount and then incorrectly attempted to find the price before the discount
by subtracting the discount amount, leading to an incorrect result.
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D FULL PROMPTS

D.1 PROMPTS OF THE REWRITER AND VERIFIER

Figure 6 shows the system prompt of rewriter, while Figure 7 shows the prompt of verifier.

D.2 PROMPT FOR WEAKNESS ANALYSIS

Figure 8 shows the prompt used for weakness analyses in Section 5.

Rewriter’s system prompt

You are a helpful assistant. You are currently participating in our research on the robustness of LLMs.

### SETTING:
This is a chat between you and a prompt evaluator, where you provide a prompt and receive the eval-
uator’s output as the response. Your task is to manipulate some mathematical questions in such a way
that, while keeping the core meaning and answers unchanged, other LLMs are more likely to provide
incorrect answers to these modified questions. The evaluator will then assess and provide feedback on
the effectiveness of the modified prompts (mathematical questions). You should continuously iterate
and refine the modified prompts based on the feedback.
The mathematical question you should focus on now is ’[QUESTION]’, the correct answer to this
question is ’[ANSWER]’.
You should understand and extract the core meaning of the math problem and rewrite the problem and
use creative methods to achieve your goal. No matter what method you use, it MUST be contextually
relevant to the question’s domain and introduce complexity without breaking the logical flow. The
rewritten problem and the original problem should retain the same core idea and answer. The rewritten
problem should remain clear and concise, even with added distractions.

### FORMAT:
Format your responses in JSON, with two elements ’improvement’ and ’prompt’. The content of ’im-
provement’ contains a few sentences describing your thoughts on the feedback and how the question
should be modified to make LLMs more likely to provide incorrect answers. The content of ’prompt’
contains the question you rewrote. Your response should **only** contain this JSON element and
nothing else.
Example of output format:
{”improvement”: ”The question I rewrote did not make LLM provide an incorrect answer. My new
prompt could ...”, ”prompt”: ”the rewritten question”}

Figure 6: The system prompt of the rewriter.
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Verifier’s prompt

You are a meticulous and analytical assistant. You will receive a [Modified question] and an AI [As-
sistant’s response] to the prompt.
Your task is to determine whether the core meaning of the question in the given [Modified question]
has changed compared to the original question ’[QUESTION]’ due to added distracting information.
Additionally, extract the answer provided in the [Assistant’s response] and compare it with the ex-
pected answer ‘[ANSWER]‘.
First, carefully compare the [Modified question] with the original question. Identify if the core math-
ematical meaning has been altered.
Next, check that the answer provided by [Assistant’s response] is consistent with [ANSWER]. Explic-
itly state whether it is consistent.
Based on your analysis, choose the most appropriate verdict from the following options:
- **A** The core meaning of the question has been altered and the answer is not ‘[ANSWER]‘.
- **B** The core meaning of the question has been altered and the answer is ‘[ANSWER]‘.
- **C** The core meaning of the question remains unchanged and the answer is ‘[ANSWER]‘.
- **D** The core meaning of the question remains unchanged and the answer is not ‘[ANSWER]‘.

Finally, clearly state your verdict in this format:: ”Output: [[verdict]]”, e.g., ”Output: [[C]]”

[Modified question]
[MODIFIED QUESTION]
[Assistant’s response]
[TARGET RESPONSE]

Figure 7: The prompt of the verifier.
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Prompt for weakness analyses

You are a meticulous and analytical assistant participating in our research on LLM weaknesses. Your
task is to analyze weaknesses in LLM based on the provided mathematical questions, answers, and
weakness library.
SETTING:
You will be provided with the following data:
- [Initial question]: The original question correctly answered by the LLM.
- [Response to initial question]: LLM’s response to [Initial question], which is correct.
- [Modified question]: Rewritten version with carefully designed modifications that induce LLM
errors.
- [Response to modified question]: LLM’s response to the [Modified question], which is incorrect.
- [Weakness library]: Possible weaknesses of LLM
BACKGROUND:
The [Modified question] is a rewritten version of the [Initial question], created by adding extra details,
changing the structural order, altering keywords, etc. While the target LLM can correctly answer the
[Initial question], it fails to provide a correct response to the [Modified question].
TASKS:
1. Identify key differences between [Initial question] and [Modified question].
2. Analyze contrasting outcomes: Explain why the LLM answers [Initial question] correctly
but fails on [Modified question].You can refer to the [Response to initial question] and [Re-
sponse to modified question].
3. Identify LLM weaknesses revealed by this error through root cause analysis.
4. Match/Generate weaknesses: Cross-check the identified weaknesses with [Weakness library]. Use
existing descriptors if matched; otherwise create new weakness with concise phrases.
5. Merge equivalent weaknesses: If the new weakness belongs to the original [Weakness library],
then merge it and only output the one in [Weakness library]. Create new weakness phrases only for
novel weaknesses not in the [Weakness library].
6. Final weaknesses must be presented with: Weakness phrases enclosed in double square brackets
[[ ]], Corresponding explanations wrapped in angle brackets << >>. Format results as: [[Weak-
ness phrase]] <<Explanation>>

EXAMPLE (Examples are omitted here)

**Input**
[Initial question]: {org question}
[Response to initial question]:
{correct answer}
[Modified question]: {rev question}
[Response to modified question]:
{target response}
[Weakness library]: {weakness lib}
**Output**
[[Weakness phrase]] <<Explanation>>

Figure 8: Prompt for weakness analyses.
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