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Abstract

Entity Linking (EL) models are well-trained at001
mapping mentions to their corresponding en-002
tities according to a given context. However,003
EL models struggle to disambiguate long-tail004
entities due to their limited training data. Mean-005
while, large language models (LLMs) are more006
robust at interpreting uncommon mentions. Yet,007
due to a lack of specialized training, LLMs008
suffer at generating correct entity IDs. Fur-009
thermore, training an LLM to perform EL is010
cost-intensive. Building upon these insights,011
we introduce LLM-Augmented Entity Linking012
(LLMAEL), a plug-and-play approach to en-013
hance entity linking through LLM data aug-014
mentation. We leverage LLMs as knowledge-015
able context augmenters, generating mention-016
centered descriptions as additional input, while017
preserving traditional EL models for task spe-018
cific processing. Experiments on 6 standard019
datasets show that the vanilla LLMAEL outper-020
forms baseline EL models in most cases, while021
the fine-tuned LLMAEL set the new state-of-022
the-art results across all 6 benchmarks.023

1 Introduction024

Entity linking (EL) establishes connections be-025

tween mentions in textual contexts and entities in026

a target knowledge base (KB). It plays an impor-027

tant role in many applications requiring semantic028

understanding, such as question answering (Yao029

et al., 2023; Perez-Beltrachini et al., 2023; Xu030

et al., 2023), dialogue generation (Cui et al., 2022;031

Rückert et al., 2022), and making recommenda-032

tions (Wang et al., 2022; Balloccu et al., 2022).033

However, EL is still a challenging task as it re-034

quires two distinct capabilities: (a) Task Specifica-035

tion, which encompasses a thorough understanding036

of the entity linking task and the precise require-037

ment for its output format, and (b) Entity Knowl-038

edge, which involves the possession of substantial039

knowledge about the target entity. Trained specif-040

ically for EL, traditional EL models (Wu et al.,041

2020; Cao et al., 2021; Ayoola et al., 2022) excel 042

in task specification, capable of producing results 043

that exactly satisfy the format requirement of the 044

EL task. Meanwhile, extensively pre-trained large 045

language models (LLMs) (Brown et al., 2020; Tou- 046

vron et al., 2023) are natural repositories of expan- 047

sive world knowledge, possessing a vast reservoir 048

of information pertinent to any given entity. 049

However, these two streams of models each 050

present their own limitations for EL. Compared 051

to knowledgeable LLMs, traditional EL models are 052

constrained by their limited knowledge accumu- 053

lated during model training, resulting in a narrower 054

scope of knowledge about entities. While the train- 055

ing data for EL models equips them to master the 056

specification of the entity linking task, it falls short 057

of providing them with comprehensive knowledge 058

of all entities, especially unpopular entities that 059

scarcely or never appear in the training data. 060

Similarly, relying exclusively on LLMs for entity 061

linking comes with its own set of drawbacks. With 062

a primary design for language modeling, LLMs 063

struggle to perform tasks that demand precise spec- 064

ifications (Peng et al., 2023). More specifically, en- 065

tity linking requires the production of exact entity 066

IDs within a knowledge base. The correct genera- 067

tion of these IDs, which differ fundamentally from 068

natural language, poses a significant challenge to 069

LLMs. Although LLMs can partially learn the 070

task specification for generating entity IDs via in- 071

context learning (Brown et al., 2020, ICL), we 072

observe that LLMs tend to produce fictional entity 073

IDs, which is recognized as hallucination (Rawte 074

et al., 2023). This leads to erroneous linkage of 075

mentions to non-existent KB entities. 076

To address the limitations inherent in traditional 077

EL models and modern LLMs respectively, we de- 078

sign a novel pipeline method that capitalizes on the 079

strengths of both approaches. We present LLM- 080

Augmented Entity Linking (LLMAEL), a plug- 081

and-play method to bolster entity linking through 082
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LLM data augmentation. Instead of demanding083

LLMs to perform EL directly, we leverage LLMs as084

context enhancers, supplementing EL models with085

additional context regarding a specific mention.086

Our method consists of three primary stages: (1)087

context augmentation, where LLMs are prompted088

to augment the original mention-context pair by089

generating supplementary mention descriptions, (2)090

data fusion, where the LLM-augmented context is091

integrated into a selected EL model, and (3) EL exe-092

cution, where the EL model is employed to retrieve093

the target entity.094

LLMAEL enhances entity linking by integrat-095

ing the broad world knowledge and text generation096

abilities of LLMs with the specialized KB interac-097

tion skills of EL models. First, we leverage LLMs098

for context augmentation, enriching mentions with099

LLMs’ world knowledge while also condensing100

mention-related information from the provided con-101

text. Then, we employ an EL model to execute en-102

tity linking, thus minimizing the risk of obtaining103

invalid entity IDs due to LLM hallucination. Our104

method effectively combines the strengths of EL105

models and LLMs while addressing their respec-106

tive shortcomings, leading to a more accurate and107

reliable EL solution.108

For all 3 selected EL models, our vanilla LL-109

MAEL achieves at least SOTA performance on110

more than 4 datasets. Our fine-tuned LLMAEL111

yields new SOTA results across all 6 datasets,112

achieving an average 1.24% accuracy gain. Fur-113

thermore, employing optional techniques such as114

context-joining and ensemble further boosts perfor-115

mance.116

2 Preliminaries and Related Work117

We give formal definition and notations for entity118

linking. We also introduce related work targeting119

entity linking, and methods using LLMs directly or120

as context augmenters for various tasks.121

2.1 Task Definition122

Entity Linking (EL) is the task of mapping men-123

tions from a given context to KB entities. Formally,124

knowledge base G consists of the set of entities125

that are unique objects in the real world {e}. The126

input of entity linking is a textual context c, em-127

bedded with multiple entity mentions, denoted as128

c = . . . t1||m1||t2||m2||t3 . . . , where ti are textual129

spans and mi are entity mentions. The goal of130

entity linking is to obtain a correct list of mention-131

entity pairs {(mi, ei)}i∈[1,k]. 132

2.2 Related Work 133

Entity Linking. It has been a long-standing goal 134

to develop reliable entity linking solutions. The 135

most widely adopted procedure to tackle EL is a 136

two-stage architecture (Sevgili et al., 2022), which 137

divides EL into two sequential phases: candidate 138

generation and entity re-ranking. Most models ap- 139

proach the candidate generation phase as a retrieval 140

problem, aligning mentions to entities according 141

to a specific metric (Wu et al., 2020; Logeswaran 142

et al., 2019; Le and Titov, 2018). With the devel- 143

opment of generative language models, it becomes 144

possible to treat candidate generation as a text gen- 145

eration task (Cao et al., 2021), training the model 146

to generate unique entity names in the knowledge 147

base directly based on the contextual information. 148

Most recent works prove that concept informa- 149

tion about mentions is useful for EL, thus fine- 150

grained entity typing is also integrated as part of 151

the pipeline and has been applied to numerous EL 152

models (Ayoola et al., 2022; Onoe and Durrett, 153

2020; Raiman and Raiman, 2018). This suggests 154

that augmenting mentions with additional infor- 155

mation about the entities potentially facilitates the 156

entity linking process. 157

LLMs as Executor for Downstream Tasks. In- 158

context learning, or few-shot prompting, is a preva- 159

lent strategy that directs LLMs to perform specific 160

tasks by providing them in-prompt demonstrations. 161

With the outstanding accomplishments of LLMs 162

like GPT-3 (Brown et al., 2020) and LLaMA2 (Tou- 163

vron et al., 2023), LLMs have achieved impres- 164

sive results in downstream tasks through in-context 165

learning, including question answering, summariza- 166

tion, and machine translation, etc. However, LLMs 167

still struggle when executing specification-heavy 168

tasks (Peng et al., 2023), yielding results that are 169

far from state-of-the-art. Hence, employing LLMs 170

through in-context learning may not always be the 171

best solution for any given task (e.g., EL). 172

LLMs as Context Augmenters for Downstream 173

Tasks. LLMs are primarily designed for con- 174

text generation, which is their strongest advan- 175

tage. Multiple studies have demonstrated that 176

LLM-generated contexts present outstanding qual- 177

ities, outperforming contexts obtained from infor- 178

mation retrieval methods (Yu et al., 2022; Chen 179

et al., 2023). Furthermore, compared to retrieved 180

contexts, LLM-generated contexts contribute to 181
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Figure 1: The overall architecture of our approach. We mark the traditional entity linking process in pink and our
method in yellow. Mentions that need to be executed by entity linking are marked with blue.

better downstream task performance (Chen et al.,182

2023). With such insights, a bright solution is to183

leverage LLMs as context enhancers, generating184

contexts for downstream tasks as additional input.185

Liu et al. (2022) propose using LLM context aug-186

mentation for commonsense reasoning, achieving187

state-of-the-art results on multiple reasoning tasks.188

Similarly, Balkus and Yan (2022) improve text clas-189

sification with GPT-3 augmented data, yielding190

higher consistent accuracy on unseen examples.191

3 Methodology192

LLMAEL is a plug-and-play enhancement method193

for entity linking using LLMs as context aug-194

menters. It mainly includes three building blocks.195

(1) Context augmentation is the most basic ele-196

ment for LLMAEL, which effectively elicits LLMs197

to generate enriched context with more information198

for entity linking. (2) Data fusion designs multiple199

strategies to integrate the LLM-generated content200

with the original context, aiming to improve diverse201

off-the-shelf EL models. (3) EL execution finally202

conducts the entity linking task. Figure 1 illustrates203

the overall workflow of LLMAEL.204

3.1 Context Augmentation205

In a nutshell, we rely on decoder-only LLMs,206

which are used to map the original context along207

with an information-expansion instruction prompt208

into enhanced context. Formally, we denote 209

LLM context generation as a function: c′ = 210

LLM(p, c,mi), where p is a specially designed 211

prompt to instruct LLMs to perform context aug- 212

mentation. c′ is the supplemented textual informa- 213

tion for the ith mention mi. 214

Prompt Design. The main strategy to control 215

LLMs to augment context as expected is in-context 216

learning (Brown et al., 2020), which effectively 217

constraints the output format of LLMs. Thus, our 218

prompt includes two parts: (1) task specifications 219

for expanding information, and (2) exemplars of 220

paired original contexts and LLM-generated de- 221

scriptions. 222

For task specification, we use the following tem- 223

plate to ask LLMs to complete the sentence: 224

Consider the following text.
Text: [CONTEXT]
Please provide me more descriptive
information about [MENTION] from
the text above.

Make sure to include [MENTION] in
your description.

where [CONTEXT] and [MENTION] are placehold- 225

ers to be filled before feeding into LLMs. It is 226

worth noting that our instruction requires LLMs to 227

mention the entity again in the augmented context, 228

which provides flexibility for data fusion. 229
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ID Context Order Mention Offset

0 LLM-only LLM
1 LLM + Original LLM
2 LLM + Original Original
3 Original + LLM LLM
4 Original + LLM Original

Table 1: Five context-joining strategies of LLMAEL,
enumerating the arrangements of the original and LLM-
generated contexts in the final augmented context,
which is to be inputted to the EL model. Context Order
denotes the sequential order of the original and LLM-
generated contexts. Since the same mention appears at
least twice in the augmented context (one in the orig-
inal context and one in the LLM-generated context),
Mention Offset specifies the final mention-span to be
provided to the EL model.

For in-prompt demonstrations, we bootstrap ex-230

amples via zero-shot prompting. To ensure the231

quality of these demonstrations, we first generate232

a sufficiently large amount of contexts via zero-233

shot prompting, and then manually filter out high-234

quality completions. The final prompt’s exemplars235

are then selected from this high-quality sample.236

Due to the limited input size of LLMs, the fi-237

nal prompt includes three distinct examples. We238

show details of our prompt in Tables 6 and 7 in the239

appendix.240

3.2 Data Fusion241

Data fusion designs strategies from multiple per-242

spectives to incorporate LLM-augmented context243

c′. In particular, context-joining strategies fuse244

c′ within the original context c; EL model fine-245

tuning fuses the knowledge in c′ into the EL model;246

and ensemble fuses multiple LLM-augmented con-247

texts.248

Context-Joining Strategies. The most direct249

way to integrate LLM-augmented context c′ with250

original context c is to concatenate them and feed251

them into off-the-shelf EL models, which we de-252

note as our vanilla implementation strategy for LL-253

MAEL. To this end, we consider the following two254

design problems: (1) Context order. What se-255

quence order should be adopted for concatenating256

the contexts c and c′? (2) Mention offset. Given257

that the mention occurs in both c and c′, which258

context’s spans should be utilized to refer to the259

mention when invoking EL models?260

For LLMAEL, we design 5 potential context-261

joining strategies, as shown in Table 1. Joining 262

strategy 0 uses LLM-generated c′ as a direct sub- 263

stitute for c, while joining strategies 1 to 4 present 264

all 4 possible combinations over the distinct orders 265

of the two contexts and the choice of the mention 266

offset. We empirically find that different EL mod- 267

els perform best under different joining strategies, 268

so we maintain the choice of context-joining strat- 269

egy as a hyper-parameter, providing space for user 270

adjustment across different settings. 271

EL Model Fine-tuning. While the vanilla LL- 272

MAEL already demonstrates performance enhance- 273

ments, the style and distribution of the augmented 274

context are unfamiliar to EL models. To miti- 275

gate the gap between the data distribution that EL 276

models are familiar with and the LLM-augmented 277

contexts, we further fine-tune existing EL mod- 278

els. Specifically, we utilize existing EL training 279

datasets and run the context augmentation step in 280

Section 3.1, generating mention-centered descrip- 281

tions for the entire dataset using an LLM. Then, we 282

augment the training set with the generated descrip- 283

tions using the optimal context-joining strategy for 284

the selected EL model. Finally, we apply this aug- 285

mented training set to fine-tune the EL model. 286

Ensemble. Inaccuracies in LLMAEL’s perfor- 287

mance may occur when the LLM generates wrong 288

mention descriptions, misguiding the EL model 289

to select a wrong entity. Hence, we also expand 290

LLMAEL with ensemble techniques, attempting 291

to improve our method’s robustness through diver- 292

sified sampling. We sample mention descriptions 293

across multiple LLMs and evaluate the diversified 294

samples through both hard-voting and soft-voting 295

classifier methods. 296

3.3 EL Execution 297

In the final phase of EL execution, the EL model 298

is employed to output the entity ID in the target 299

knowledge base. Compared to directly tasking 300

LLMs to perform entity linking, LLMAEL injects 301

task specification knowledge using EL models. Ad- 302

ditionally, it augments EL models with sufficient 303

entity knowledge from the infused LLM data. 304

4 Experiments 305

4.1 Experimental Setup 306

Datasets. We evaluate LLMAEL on 6 standard 307

EL datasets AIDA-YAGO2 (Hoffart et al., 2011), 308

MSNBC (Cucerzan, 2007), AQUAINT (Milne 309
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and Witten, 2008), ACE04 (Ratinov et al., 2011),310

WNED-CWEB (Gabrilovich et al., 2013), and311

WNED-WIKI (Guo and Barbosa, 2018). The312

datasets are first augmented using our chosen LLM,313

then evaluated on our selected EL models.314

Backbone Models for LLMAEL. For our main315

experiments, we use gpt-3.5-turbo-instruct (Ope-316

nAI, 2023) as our LLM, considering its good per-317

formance on text completion. As LLMAEL is a318

plug-and-play framework for any EL models, to319

implement LLMAEL, we select three most widely320

adopted EL models as our backbone: BLINK (Wu321

et al., 2020), a classical bi-encoder cross-encoder322

EL model; GENRE (Cao et al., 2021), an autore-323

gressive generative EL solution; and ReFinED (Ay-324

oola et al., 2022), an enhanced EL method using325

entity types and descriptions. To implement these326

models, we utilize their original implementations.327

That is, the full BLINK model1, the fairseq-AIDA328

GENRE model2, and the AIDA ReFinED model3.329

For unified implementation, we follow BLINK and330

ReFinED to execute GENRE without the candidate331

set.332

Baselines. We compare LLMAEL with two cat-333

egories of baselines: (1) LLMs for EL. We lever-334

age gpt-3.5-turbo-instruct to execute the EL task di-335

rectly. We provide the LLM with a few shot prompt336

that includes paired examples of mention contexts337

and gold entities. The concrete prompt is included338

in the Table 8 in the appendix. (2) Traditional339

EL models. We compare with each of our three340

backbone EL models to conduct EL on the original341

datasets, without any LLM data augmentation.342

Evaluation Metrics. We use disambiguation ac-343

curacy as our evaluation metric. The unweighted344

macro average over all test sets is also reported.345

The Unified Context-Joining Strategy. For all346

our implement LLMAEL variants, we apply the de-347

velopment (dev) subset of AIDA-YAGO2 to select348

the optimal context-joining strategy. In the main349

experiments detailed in Section 4.2.1, we adopt a350

unified strategy—strategy 4—that yields the high-351

est average accuracy across all EL models. We352

hypothesize that this strategy outperforms others353

1BLINK’s full cross-encoder model
2The GENRE model developed using the fairseq toolkit

and officially fine-tuned on AIDA-YAGO2
3The ReFinED model officially fine-tuned on AIDA-

YAGO2

because most EL models are more adept at pro- 354

cessing original contexts, thus performing better 355

when LLM-generated contexts are placed towards 356

the end. Interestingly, each EL model shows opti- 357

mal performance with a different joining strategy. 358

For EL models whose optimal test-time strategy 359

diverges from the unified strategy, we present the 360

outcomes achieved using their respective optimal 361

strategies in Section 4.2.2. 362

Fine-tuning. We select our best-performing EL 363

model ReFinED for model fine-tuning. We use 364

the train and dev splits from the AIDA-YAGO2 365

dataset as our training and evaluation data. To 366

avoid model over-fitting, we leverage ReFinED’s 367

wikipedia model4 for fine-tuning. Specifically, we 368

first employ gpt-3.5-turbo-instruct to augment the 369

datasets under the model’s optimal context-joining 370

strategy, then apply the augmented datasets to the 371

fine-tuning process. 372

4.2 Experimental Results 373

4.2.1 Main Results 374

We compare LLMAEL with baselines and report 375

the results in Table 2. For LLMAEL, we evalu- 376

ate the vanilla implementation of LLMAEL with 377

optimal context-joining strategy searched from the 378

dev set of AIDA-YAGO2. We further fine-tune 379

LLMAEL with the best performing backbone EL 380

model (ReFinED). 381

We find that even the vanilla implementation 382

of LLMAEL uniformly brings performance gain, 383

comparing to the average accuracy of their original 384

backbone. For each datasets, all the implementa- 385

tions at least improve performance on more than 4 386

datasets, with LLMAEL × GENRE outperforming 387

5 out of 6 datasets with an average enhancement of 388

0.66%. 389

The fine-tuned LLMAEL surpasses all six 390

benchmarks with an average 1.24% accuracy gain, 391

yielding new state-of-the-art results over all six 392

datasets. This supports our hypothesis that fine- 393

tuning further amplifies our method’s performance, 394

as it better aligns EL models with the distribution 395

characteristics of LLM-augmented contexts. 396

4.2.2 Ablations 397

Model-Specific Context-Joining Strategies. In 398

Table 2, we employ the unified context-joining 399

4The ReFinED model that is not officially fine-tuned on
AIDA-YAGO2
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Method AIDA MSNBC AQUA ACE04 CWEB WIKI AVG

LLM only 79.72 82.13 75.24 85.99 65.18 69.74 76.33

BLINK only 82.01 86.23 85.16 86.01 69.11 81.11 81.61
GENRE only 87.92 83.54 84.32 84.82 68.75 83.02 82.06
ReFinED only 92.25 87.10 87.53 87.75 72.96 85.18 85.46

LLMAEL × BLINK 81.60 86.56 85.16 86.01 69.30 81.06 81.62
LLMAEL × GENRE 87.83 85.37 85.14 84.82 70.63 83.10 82.82
LLMAEL × ReFinED 92.09 86.94 88.23 88.14 73.32 85.60 85.72

LLMAEL × ReFinEDFT 92.38 88.63 89.47 88.14 75.09 86.48 86.70

Table 2: Disambiguation accuracy scores across six test sets. The best value is in bold and second best is underlined.
All models that involves BLINK, GENRE, or ReFinED are tested with scripts provided by each model’s respective
authors. AIDA refers to the test split of the AIDA-YAGO2 dataset. ReFinEDFT corresponds to our customly
fine-tuned version of ReFinED. The GENRE model is used without candidate sets.

Method ID AVG acc.

BLINK only - 81.61
LLMAEL × BLINK 4 81.62
LLMAEL × BLINK 1* 83.53

GENRE only - 82.06
LLMAEL × GENRE 4 82.82
LLMAEL × GENRE 2* 83.03

Table 3: Performance of the vanilla LLMAEL com-
bined with GENRE and BLINK under the unified strat-
egy 4 and each model’s own optimal test-time strategy.
The ID column refers to the selected context-joining
strategy ID, while the AVG acc. column presents the un-
weighted macro average disambiguation accuracy score
over all 6 test sets. The best average accuracy score
for each model is in bold. Refer to Table 1 for detailed
descriptions of all 5 joining strategies.

strategy, specifically strategy 4, chosen for its high-400

est average accuracy score on the AIDA-dev dataset401

across all 3 EL models. Although strategy 4 proves402

to be the most effective for ReFinED during testing,403

it does not align as the optimal joining strategy for404

GENRE and BLINK.405

Table 2 presents the optimal joining strategies406

for GENRE and BLINK at test time, alongside their407

respective average accuracy scores across all six408

datasets. Adopting these model-specific optimal409

strategies leads to a significant performance en-410

hancement, with BLINK experiencing a substantial411

increase of 1.92% in accuracy.412

Intriguingly, BLINK’s optimal test-time strat-413

egy (strategy 1) has complete opposite parameters414

as unified strategy 4. We hypothesize that the re-415

liance on AIDA-dev for selecting the optimal join-416

ing strategy might be a contributing factor. Given417

that BLINK, unlike the other two models, is not 418

fine-tuned on the AIDA dataset, it may not res- 419

onate well with the textual distributions of AIDA 420

datasets. Consequently, BLINK’s performance on 421

the AIDA-dev dataset does not accurately reflect 422

its true preferences and capabilities. 423

Choosing Among LLMs. LLMAEL is adapt- 424

able to any LLM. In this section, we implement LL- 425

MAEL using two other widely recognized LLMs, 426

namely Llama2-13b-chat (Touvron et al., 2023) 427

and GLM-4 (Du et al., 2022). Table 4 presents our 428

results in the upper half labeled Single. 429

For the vanilla LLMAEL (ie., ReFinED), all 430

three LLMs demonstrate an average performance 431

enhancement. Among them, Llama2-13b-chat 432

yields the most significant overall improvement, 433

achieving an average accuracy of 87.28%. GLM-4 434

and gpt-3.5-turbo-instruct exhibit comparable per- 435

formance, with a minimal 0.03% difference in their 436

average accuracies. 437

For the fine-tuned LLMAEL (i.e., ReFinEDFT), 438

gpt-3.5-turbo-instruct and GLM-4 demonstrate 439

comparable levels of enhancement, while Llama2- 440

13b-chat shows slightly weaker performance. This 441

variation is caused by the differences in data for- 442

mats produced by each LLM. Notably, when given 443

identical instructions, only Llama2-13b-chat tends 444

to start with a colloquial response to the instruction, 445

generating phrases like "Of course! Here are more 446

details about..." This characteristic negatively im- 447

pacts the performance of EL models fine-tuned on 448

data generated by gpt-3.5-turbo-instruct, leading to 449

a degradation in performance. 450

It is also noteworthy that the performance of 451

ReFinEDFT also shows a significant enhancement 452
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EL Model LLM(s) MSNBC AQUA ACE04 WIKI AVG

Si
ng

le
ReFinED

- 87.10 87.53 87.75 85.18 86.89
gpt-3.5-turbo-instruct 86.94 88.23 88.14 85.60 87.23
Llama2-13b-chat 87.25 87.95 88.14 85.77 87.28
GLM-4 86.94 87.95 88.14 85.75 87.20

ReFinEDFT

- 88.94 89.34 88.14 85.99 88.10
gpt-3.5-turbo-instruct 88.63 89.47 88.14 86.48 88.18
Llama2-13b-chat 88.63 89.20 88.14 86.37 88.09
GLM-4 88.63 89.34 88.14 86.51 88.16

M
ul

ti ReFinED
Hard-voting ensemble 87.10 87.95 88.14 85.87 87.73
Soft-voting ensemble 86.94 87.95 88.14 85.75 87.20

ReFinEDFT
Hard-voting ensemble 88.79 89.20 88.14 86.67 88.20
Soft-voting ensemble 88.63 89.47 88.14 86.56 88.20

Table 4: Disambiguation accuracy scores across four selected datasets, where LLMAEL applies different LLMs and
ensemble techniques. The Single portion presents the EL model’s performance on its own and after its integration
with three individual LLMs. The Multi portion presents results obtained by the ensemble of all four outputs. The
best value for each dataset is in bold.

when applied to the original contexts, registering453

an average performance improvement of 1.21%.454

Ensemble. We use both hard-voting and soft-455

voting classifiers to perform ensemble. The hard-456

voting classifier is executed by selecting the most457

frequent outcome among multiple independently-458

generated results. In instances where multiple re-459

sults share an equivalent frequency, the result with460

the highest probability level is selected. Conversely,461

the soft-voting classifier selects the final answer by462

aggregating the probabilities of all outcomes.463

The Multi half of Table 4 illustrates our ensem-464

ble results. Both ReFinED and ReFinEDFT are465

improved by the implementation of ensemble tech-466

niques. For ReFinED, ensemble using the hard-467

voting classifier achieves a highest average accu-468

racy of 87.73%. This accuracy score is higher469

than the score obtained by the soft-voting classi-470

fier, and also higher than any one of ReFinED’s 4471

individual scores. This is because the hard-voting472

classifier is particularly effective when the perfor-473

mance of individual models are diverse. For most474

datasets, the original ReFinED model yields results475

that are apparently different to the other 3 LLM-476

enhanced models, contributing to the diversity of477

model performance. Meanwhile, when the perfor-478

mance of single models is relatively uniform, both479

ensemble methods—hard and soft-voting classi-480

fiers—exhibit comparable effectiveness. This phe-481

nomenon is evident in the performance outcomes482

of the ReFinEDFT, where the hard and soft-voting483

classifiers present equal average accuracies.484

7 6 5 4 3 2 1
Log(frequecy)

80

85

90

95

100

Ac
cu

ra
cy

GPT-3.5-turbo-instruct
GLM-4
Llama2-13b-chat
original data

Figure 2: EL performance across entities of different
frequencies. The green line illustrates the performance
of the original ReFinED model applied to the original
datasets. The purple lines illustrate the performance of
our customly fine-tuned ReFinEDFT model using LLM-
augmented datasets.

4.3 Discussions 485

We delve deeper into LLMAEL by examining the 486

following two discussion questions. 487

4.3.1 Does LLM-Augmented Data Improve 488

EL Performance Over Long-Tail 489

Entities? 490

Entities vary in frequency, depending on how often 491

they are referenced in the real world. EL models 492

tend to perform better on high-frequency entities 493

and poorly on low-frequency entities due to their 494

limited training data. 495

LLMs possess more entity knowledge compared 496
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Method AIDA MSNBC AQUA ACE04

BLINK only 82.01 86.23 85.16 86.01
LLM only 79.72 82.13 75.24 85.99
Re-rank-100 55.88 64.69 46.99 61.11
Re-rank-10 70.35 78.04 61.09 74.29

Table 5: Performance of BLINK and three configu-
rations of LLM executing EL tasks, where the LLM
employ the gpt-3.5-turbo-instruct model.

to EL models, which can be transferred to EL mod-497

els through LLM data augmentation. Hence, we498

hypothesize that a core contributor to LLMAEL’s499

effectiveness is its ability to enhance EL models500

over long-tail entities—entities that possess low501

frequencies.502

To investigate this, we evaluate LLMAEL503

across entities of different frequencies. We select504

four datasets—MSNBC, AQUAINT, ACE04, and505

WNED-WIKI—to calculate the cross-dataset accu-506

racy of each contained gold entity. For each entity,507

we assign its corresponding PageRank value from508

Wikidata5M (Wang et al., 2021) as its frequency.509

To simplify visualization, we normalize the fre-510

quencies using a base-10 logarithmic scale. Finally,511

we categorize all entities into seven buckets, each512

bucket comprising the entities that share the same513

integer part in their normalized frequencies.514

Our findings are illustrated in Figure 2, where515

the horizontal axis presents normalized entity fre-516

quencies and the vertical axis presents the average517

accuracies of each entity bucket. LLMAEL im-518

proves the accuracy of entities with mid-to-low519

frequencies within the range of 10−6 to 10−2, and520

refines the accuracy of entities with extremely low521

frequencies in the range of 10−7 to 10−6.522

Such results align with our hypothesis that LLM523

data augmentation enhances EL performance for524

long-tail entities. Furthermore, the results indicate525

that LLMs also improve performance for mid-tail526

entities. This improvement is likely because the527

LLM-generated data offers condensed mention in-528

formation, thereby reducing the noise present in529

the original contexts.530

4.3.2 Is There a Better Way to Leverage531

LLMs for EL?532

Considering that many EL models, such as BLINK,533

operate by first retrieving candidate entities and534

then re-ranking them, a practical approach is to use535

EL models for candidate retrieval and LLMs for536

re-ranking. In this section, we explore whether this537

is a more effective way to leverage LLMs for EL. 538

We use BLINK’s bi-encoder for candidate re- 539

trieval and gpt-3.5-turbo-instruct for re-ranking. 540

We establish two re-ranking settings: 541

• Re-rank-100: Extract the top 100 candidate 542

entities of BLINK’s bi-encoder and task the LLM 543

to select the final entity. 544

• Re-rank-10: Extract the top 10 candidate en- 545

tities of BLINK’s bi-encoder and augment each 546

candidate with its Wikipedia abstract. The LLM 547

selects the final entity using the abstracts as sup- 548

plementary information. 549

As shown in Table 5, applying LLMs for entity 550

re-ranking does not enhance EL performance; in 551

fact, its efficacy is even lower than directly leverag- 552

ing LLMs for EL. We observe two primary reasons 553

for this inefficacy. First, the presence of similar can- 554

didate names confuses the LLM. Unlike demand- 555

ing LLMs to directly generate entity names for 556

mentions, asking LLMs to perform re-ranking re- 557

quires them to discern the subtle distinctions among 558

candidates. As highlighted by Peng et al. (2023), 559

LLMs struggle to understand and distinguish com- 560

plex contexts, leading to diminished performance. 561

Secondly, presenting the LLM with multiple can- 562

didates often causes it to spread its focus across 563

the entire context rather than concentrating on the 564

specific mention. This results in the LLM to priori- 565

tize information that is distant and unrelated to the 566

mention. 567

The relatively improved performance of the sec- 568

ond re-ranking setting can be attributed to the re- 569

duced number of candidates and the inclusion of 570

abstracts. These modifications make it easier for 571

the LLM to understand and differentiate the candi- 572

date entities. 573

5 Conclusion 574

This paper presents LLMAEL, a lightweight and 575

flexible pipeline approach to enhance entity link- 576

ing through LLM data augmentation. It leverages 577

the strengths of both EL models and LLMs with 578

minimal costs, yielding promising results without 579

the need for further training. Furthermore, it offers 580

advanced data fusion options. For future work, we 581

are interested in exploring more effective ways to 582

integrate LLMs into entity linking, aiming to infuse 583

fresh momentum to the field in the LLM era. 584
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Ethical Considerations585

Entity linking is a well established task, aiming to586

bridge textual data and structural data (e.g., knowl-587

edge base). This work follows this setting, aiming588

to provide a better EL method with higher accu-589

racy. As the proposed methodology LLMAEL is590

our main contribution, we are hereby to discuss591

potential misuse of LLMAEL.592

Potential Misuse. The risk to misuse LLMAEL593

is the same as all other EL models, such as using594

entity linking models to decorate generated fake595

contents with apparently right but actually wrong596

reference. Moreover, we would like to point out597

that, as LLMAEL allow for utilizing a third party598

LLM to augment EL data. If the used LLM is jail-599

breaked or hacked to produce misinformation, it600

would result in cascading failure of LLMAEL.601

Possible Biases. LLMs carry potential risks of602

generating biased or harmful content. Since our603

approach relies on LLMs for context generation,604

our pipeline method and fine-tuned model could605

inherit existing biases present in the LLMs’ model606

weights.607

Environmental Impact. The model inference608

and EL model fine-tuning phases of LLMAEL lead609

to energy and carbon costs. However, compared610

to methods that leverage LLMs through LLM fine-611

tuning, our method requires less energy expenses.612

Limitations613

As a pipeline method, LLMAEL relies heavily on614

the abilities of its selected EL models and LLMs.615

Yet, the most advanced LLMs currently available616

are commercial products, which incur costs for617

each API call. Furthermore, some LLMs show618

accessibility constraints. For instance, GPT-4 is619

not included in our experiments due to our limited620

access to the model.621
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A Reproducibility Details825

Datasets. For each EL model, we download their826

official training and testing datasets from their re-827

spective github repositories567. Each model pro-828

vides an official version of our 8 selected datasets8.829

Since ReFinED is the only model that supports830

NIL entities, ReFinED’s official 8 datasets contain831

the largest number of entries. Hence, we obtain832

LLM-generated context for each of ReFinED’s 8833

datasets. Then, we map these generated contexts834

to the official datasets of the other two EL models,835

ensuring correct alignment for each data entry.836

Context-Joining. For joining strategies that837

incorporate context combination, contexts are838

merged using a newline symbol "\n". In the case839

of BLINK and ReFinED, contexts are fully com-840

bined in the specified order, without any truncation841

applied. In the case of GENRE, the contexts are842

first fully combined, then trimmed to the model’s843

maximum input sequence length.844

Testing Scripts. For all experiments that incorpo-845

rate an EL model, we augment the model’s official846

5https://github.com/facebookresearch/BLINK
6https://github.com/facebookresearch/GENRE
7https://github.com/amazon-science/ReFinED
8MSNBC, AQUAINT, ACE2004, WNED-CWEB,

WNED-WIKI, and the train, dev, test splits of AIDA-YAGO2

datasets with LLM-generated context, then use the 847

model’s official testing script to produce our re- 848

sults. 849

LLM Hyperparameters. For all LLM- 850

generated responses, we set the number of 851

maximum tokens to 150. We set the temperature 852

of gpt-3.5-turbo-instruct to 0 and the temperature 853

of Llama2-13b-chat and GLM-4 to 0.01. We adapt 854

default values for all other hyperparameters. 855

B LLM Prompts and Example Responses 856

Tables 6 to 10 illustrate all our LLM prompts along 857

with sample inputs and responses. 858
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Prompt
Consider the following text.
Text: Nearly 17 months after he first issued his call for a “fresh start after a season of cynicism”, Gov.
George W. Bush ended his quest for the presidency Monday on a nearly identical note, pledging to
purge { Washington } of what he cast as a crippling discord. The Texas governor claimed that Gore’s
decades of experience in Washington had estranged him from the rest of the country by making him
too trusting of federal government and too fond of federal spending. “My opponent vows to carry his
home state”, Bush said. “ He may win Washington, D.C., but he’s not going to win Tennessee. “He
forgot his roots”, Bush added. “He forgot where he’s from. He trusts Washington. We trust the people.”
Please provide me more descriptive information about { Washington } from the text above. Make sure
to include Washington in your description.
Answer:

Response
Washington is the capital of the United States and the seat of the federal government. It is located on
the Potomac River, between Maryland and Virginia. It is home to numerous monuments, memorials,
and government buildings, including the White House, the Capitol Building, and the Supreme Court.

Table 6: Our zero-shot prompt with an example input and response. The mention and context inputs are from the
MSNBC dataset, and the response is generated by GPT. Our zero-shot prompt is used to generate exemplars for our
three-shot prompt.
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Prompt
Example 1. Consider the following text.
Text: Nearly 17 months after he first issued his call for a “fresh start after a season of cynicism”, Gov.
George W. Bush ended his quest for the presidency Monday on a nearly identical note, pledging to
purge { Washington } of what he cast as a crippling discord. The Texas governor claimed that Gore’s
decades of experience in Washington had estranged him from the rest of the country by making him
too trusting of federal government and too fond of federal spending. “My opponent vows to carry his
home state”, Bush said. “ He may win Washington, D.C., but he’s not going to win Tennessee. “He
forgot his roots”, Bush added. “He forgot where he’s from. He trusts Washington. We trust the people.”
Please provide me more descriptive information about { Washington } from the text above.
Answer:
Washington is the capital of the United States and the seat of the federal government. It is located on
the Potomac River, between Maryland and Virginia. It is home to numerous monuments, memorials,
and government buildings, including the White House, the Capitol Building, and the Supreme Court.

Example 2. Consider the following text.
Text: O’Donnell and Trump have been feuding since he announced last month that Miss USA Tara
Conner, whose title had been in jeopardy because of underage drinking, would keep her crown. Trump
is the owner of the Miss Universe Organization, which includes Miss USA and Miss Teen USA. The
44-year-old outspoken moderator of “The View”, who joined the show in September, said Trump’s
news conference with { Conner } had annoyed her “on a multitude of levels and that the twice-divorced
real estate mogul had no right to be “the moral compass for 20-year-olds in America”. Trump fired
back, calling O’Donnell a “loser” and a “bully”, among other insults, in various media interviews.
Please provide me more descriptive information about Conner from the text above.
Answer:
Conner is the Miss USA titleholder whose title was in jeopardy due to underage drinking. She was
saved from losing her crown by Donald Trump, the owner of the Miss Universe Organization, which
includes Miss USA and Miss Teen USA. Tara Conner was given a second chance by Trump and was
allowed to keep her crown.

Example 3. Consider the following text.
Text: Scottish Labour Party narrowly backs referendum. STIRLING, Scotland 1996-08-31 British
Labour Party leader Tony Blair won a narrow victory on Saturday when the party’s Scottish executive
voted 21-18 in favour of his plans for a referendum on a separate parliament for Scotland. Blair once
pledged to set up a Scottish parliament if the Labour won the next general election, which must be held
by May 1997. Prime Minister John Major says the 300-year-old union of the Scottish and English
parliaments will be a main plank in his Conservative Party’s election platform. Conservatives have only
10 of the 72 Scottish seats in parliament and consistently run third in opinion polls in Scotland behind {
Labour } and the independence-seeking Scottish National Party.
Please provide me more descriptive information about { Labour } from the text above.
Answer:
The Labour Party is a centre-left political party in the United Kingdom. It is the main opposition party
to the Conservative Party and is led by Tony Blair. The Labour Party has traditionally been strong in
Scotland, and the Scottish Labour Party is a branch of the UK Labour Party. In the text, the Scottish
Labour Party narrowly voted in favour of Tony Blair’s plans for a referendum on a separate parliament
for Scotland.

Now consider the following text.
Text: left context + { mention } + right context
Please provide me more descriptive information about { mention } from the text above.
Answer:

Table 7: Our three-shot prompt template, used for our main experiments detailed in section 4. All three exemplars
are obtained by employing our zero-shot prompt presented in Table 6 over GPT. Due to space limitation, this prompt
does not provide an example input and response. In real application, left context, right context, and mention are
filled with their corresponding input entries.
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Prompt
Gives the text and mentions within the text highlighted by <MENTION> and </MENTION>. Please
give which page in Wikipedia this mention is most likely to be? Please answer me directly in this form:
"mention":"Wikipedia page url".
Text: Having caught the popular attention and with goodwill at a high-point , Nelsonic was able to
obtain licensing from several big-name video game companies such as Sega , Nintendo ,<MENTION>
Midway Games </MENTION>, and Mylstar Electronics .
Answer: "Midway Games": "https://en.wikipedia.org/wiki/Midway_Games"
Text: State Highway 110 or SH 110 is a state highway in the U.S. state of Texas that runs from Grand
Saline to Rusk . SH 110 begins at an intersection with and in downtown Rusk and leaves the courthouse
square north with US 84 , crossing on its way to a split on the northeast side of Rusk where US 84 goes
off east and SH 110 turns north , out of town . The road passes <MENTION> Ponta </MENTION>
and New Summerfield before crossing the county line into Smith County as it enters Troup . After a
brief downtown multiplex with SH 135 , SH 110 leaves Troup going northwest through Whitehouse on
its way to Tyler .
Answer: "Ponta": "https://en.wikipedia.org/wiki/Ponta,_Texas"
Text: Messier 49 ( also known as M 49 or NGC 4472 ) is an elliptical galaxy located about away in the
equatorial <MENTION> constellation </MENTION> of Virgo . This galaxy was discovered by French
astronomer Charles Messier on February 19 , 1771 .
Answer: "constellation": "https://en.wikipedia.org/wiki/Constellation"
Text: <MENTION> Xinhua News Agency </MENTION> , Shanghai , April 3rd , by reporter Jierong
Zhou Recently , HSBC has moved its Shanghai branch to the China Shipping Mansion in the Pudong
Lujiazui financial trading district , becoming the third foreign capital bank to be approved to operate
RMB business and shift to Pudong. ...
Answer:

Response
"Xinhua News Agency": "https://en.wikipedia.org/wiki/Xinhua_News_Agency"

Table 8: An example of prompt and response for LLM direct execution of EL tasks, from the ACE04 dataset, and
responses generated by gpt-3.5-turbo-instruct. The prompt includes an instruction, three demonstrations, and a
question to be addressed. Due to space limitations, we have omitted the text in the question part during presentation.
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Prompt
Instruction: Gives the text and mentions within the text highlighted by <MENTION> and </MEN-
TION>. Please select from the options below which Wikipedia page this mention is most likely to be
from? Please answer me directly in this form: (̈letter): Wikipedia entity name and url̈.And I also want
you to give an explanation in the next line.

Options:
(1): [’Time Warner Interactive’, ’https://en.wikipedia.org/wiki?curid=12642915’]
(2): [’TT Games’, ’https://en.wikipedia.org/wiki?curid=49108324’]
(3): [’Atari Games’, ’https://en.wikipedia.org/wiki?curid=304833’]
(4): [’Midway Games’, ’https://en.wikipedia.org/wiki?curid=430266’]
(5): [’Vivendi Games’, ’https://en.wikipedia.org/wiki?curid=6573837’]
Text: Having caught the popular attention and with goodwill at a high-point , Nelsonic was able to
obtain licensing from several big-name video game companies such as Sega , Nintendo ,<MENTION>
Midway Games </MENTION>, and Mylstar Electronics .
Answer: (4): [’Midway Games’, ’https://en.wikipedia.org/wiki?curid=430266’]
Explanation: The mention <̈MENTION> Midway Games </MENTION>ïn the provided text is most
likely from the Wikipedia page for Midway Games. Midway Games is mentioned in the text as one
of the big-name video game companies from which Nelsonic obtained licensing. The description of
Midway Games in option (4) matches the context in the text, making it the most likely source.

Options: (1): [’İhlas News Agency’, ’https://en.wikipedia.org/wiki?curid=51484970’]
(2): [’Kuwait News Agency’, ’https://en.wikipedia.org/wiki?curid=3824465’]
(3): [’Vietnam News Agency’, ’https://en.wikipedia.org/wiki?curid=11835464’]
(4): [’Hai Xia’, ’https://en.wikipedia.org/wiki?curid=41850118’]
(5): [’Saudi Press Agency’, ’https://en.wikipedia.org/wiki?curid=2902711’]
...
(99): [’BNO News’, ’https://en.wikipedia.org/wiki?curid=13403728’]
(100): [’Beat Holdings’, ’https://en.wikipedia.org/wiki?curid=3536753’]
Text: <MENTION> Xinhua News Agency </MENTION> , Shanghai , April 3rd , by reporter Jierong
Zhou Recently , HSBC has moved its Shanghai branch to the China Shipping Mansion in the Pudong
Lujiazui financial trading district , becoming the third foreign capital bank to be approved to operate
RMB business and shift to Pudong. ...
Answer:

Response
(53): [’Xinhua News Agency’, ’https://en.wikipedia.org/wiki?curid=263168’]
Explanation: The mention "<MENTION> Xinhua News Agency </MENTION>" in the provided text
is most likely from the Wikipedia page for Xinhua News Agency. The text mentions Xinhua News
Agency as the source of the news report, and the description of Xinhua News Agency in option (53)
matches the context in the text, making it the most likely source.

Table 9: An example of prompt and response for LLM to re-rank the returned retrieval results at Re-rank 100,
from the ACE04 dataset, and responses generated by gpt-3.5-turbo-instruct. This prompt contains an instruction, a
demonstration, and a question. For simplicity in presentation, we have omitted some options and text and replaced
them with ellipses.
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Prompt
Gives the text and mentions within the text highlighted by <MENTION> and </MENTION>. Please
select from the options below which Wikipedia page this mention is most likely to be from? Please
answer me directly in this form: "(letter): Wikipedia entity name and url".And I also want you to give
an explanation in the next line.

Options:
(a): [’TT Games’, ’https://en.wikipedia.org/wiki?curid=49108324’, ’TT Games Limited is a British
holding company and a subsidiary of Warner Bros. Games. ...’]
(b): [’Atari Games’, ’https://en.wikipedia.org/wiki?curid=304833’, ’Atari Games Corporation, known
as Midway Games West Inc. after 1999, was an American producer of arcade games. ...’]
(c): [’Midway Games’, ’https://en.wikipedia.org/wiki?curid=430266’, ’Midway Games Inc., known
previously as Midway Manufacturing and Bally Midway, and commonly known as simply Midway,
was an American video game developer and publisher. ...’]
Text: Having caught the popular attention and with goodwill at a high-point , Nelsonic was able to
obtain licensing from several big-name video game companies such as Sega , Nintendo ,<MENTION>
Midway Games </MENTION>, and Mylstar Electronics .
Answer: (c): [’Midway Games’, ’https://en.wikipedia.org/wiki?curid=430266’]
Explanation: For mention of "<MENTION> Midway Games </MENTION>", the most similar option
is option (c) Midway Games. Additionally, the description in option (c) of Midway Games as an
American video game developer and publisher matches the context in the text, making it the most likely
source.

Options:
(a): [’China Xinhua News Network Corporation’,’https://en.wikipedia.org/wiki?curid=25626750’, ’The
China Xinhua News Network Corporation (CNC, Chinese: 中国新华新闻电视网; pinyin: zhōng
guó xı̄n huá xı̄n wén diàn shì wǎng) is a state-owned television network subsidiary of Xinhua News
Agency.’]
...
(j): [’News agency’,’https://en.wikipedia.org/wiki?curid=47917’, ’A news agency is an organization
that gathers news reports and sells them in to subscribing news organizations, such as newspapers,
magazines and radio and television broadcasters. News agencies are known for their press releases. A
news agency may also be referred to as a wire service, newswire, or news service.’]
Text: <MENTION> Xinhua News Agency </MENTION> , Shanghai , April 3rd , by reporter Jierong
Zhou Recently , HSBC has moved its Shanghai branch to the China Shipping Mansion in the Pudong
Lujiazui financial trading district , becoming the third foreign capital bank to be approved to operate
RMB business and shift to Pudong . ...
Answer:

Response
(g): [’Xinhua News Agency’,’https://en.wikipedia.org/wiki?curid=263168’]
Explanation: For mention of "<MENTION> Xinhua News Agency </MENTION>", the most similar
option is option (g) Xinhua News Agency. Additionally, the description in option (g) of Xinhua News
Agency as the official state news agency of the People’s Republic of China matches the context in the
text, making it the most likely source.

Table 10: The prompt for LLM to re-rank the returned retrieval results at Re-rank 10, from the ACE04 dataset, and
responses generated by gpt-3.5-turbo-instruct. This prompt contains an instruction, a demonstration, and a question.
For simplicity in presentation, we have omitted some abstracts, options and text and replaced them with ellipses.
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