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Abstract

Few-shot learning (FSL) targets at generalization of vision models towards unseen
tasks without sufficient annotations. Despite the emergence of a number of few-
shot learning methods, the sample selection bias problem, i.e., the sensitivity to the
limited amount of support data, has not been well understood. In this paper, we find
that this problem usually occurs when the positions of support samples are in the
vicinity of task centroid—the mean of all class centroids in the task. This motivates
us to propose an extremely simple feature transformation to alleviate this problem,
dubbed Task Centroid Projection Removing (TCPR). TCPR is applied directly to all
image features in a given task, aiming at removing the dimension of features along
the direction of the task centroid. While the exact task centoid cannot be accurately
obtained from limited data, we estimate it using base features that are each similar
to one of the support features. Our method effectively prevents features from
being too close to the task centroid. Extensive experiments over ten datasets from
different domains show that TCPR can reliably improve classification accuracy
across various feature extractors, training algorithms and datasets. The code has
been made available at https://github.com/KikimorMay/FSL-TCBR.

1 Introduction

Deep networks have made great progress in image classification [16}14}/47,131]. However, large-scale
annotated datasets are costly and even infeasible to obtain in many real-world applications. To explore
the possibility of vision models to learn visual concept quickly, few-shot learning (FSL) [10,41]] has
raised attention recently. In this problem, a vision model, trained on a base dataset with labeled data,
needs to recognize novel classes of data (query set) given only a few labeled images (support set).

Typical few-shot learning methods usually first learn a good feature extractor from the base dataset.
Then in each test-time task, the extracted features of all images in the support set are used to construct
a linear classifier to recognize category of images from the query set [40l [8]. While a good feature
extractor may help cluster unseen data, the task distribution shift between training and testing [25]]
still makes it hard to estimate novel class distribution using a small number of samples from the
support set. Thus, the performance is strongly correlated with the sample quality of the support
data. If the support data are not typical enough to represent the whole class, or if there exists outlier
data that is not representative, the constructed classifier will be biased, which is called the sample
selection bias problem [6]]. In this paper, we delve into this problem in the context of few-shot
learning, and find that the task centroid, defined as the mean of all class centroids in a task, plays
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Figure 1: The decision boundary is extremely sensitive to the position of support features in
FSL, resulting in high performance fluctuations, especially when they are in the vicinity of the task
centroid. [I(b)] The correlation between the classification accuracy and the average distance of all
support data to the task centroid. The accuracy gets lower and the variance gets larger when the
support samples are closer to the task centroid. After applying the proposed transformation, the bias
is alleviated.

an important role. Intuitively speaking, the direction of the task centroid can be regarded as the
commonality (or the shared pattern) among all classes in that task. Thus a support feature close to the
task centroid contains more ambiguous information that may confuse the classifier. We demonstrate
this phenomenon in Figure[I(a)] where we consider the 1-shot case—each class contains one support
sample. As seen, when these samples are close to the task centroid, the constructed classifier is very
likely to be biased—a small perturbation to the support sample will lead to a large rotation of the
classification boundary.

To verify our intuition, we randomly choose two classes “Lion” and “Dalmatian” from the test set of
minilmagenet, and randomly sample 10000 binary 1-shot classification tasks using these two classes.
In Figure [I(b)l we show how accuracy varies with the distance of support data to the task centroid.
As we expected, a small distance of support data to the task centroid generally results in low average
accuracy (plotted in blue) while producing high variance (plotted in red).

To alleviate this problem, we propose a simple transformation on features that removes the projection
on the direction of the task centroid, named Task Centroid Projection Removing(TCPR). Since the
ground-truth task centroid is not available and a small amount of support data is inadequate for
obtaining a good approximation, we seek the assistance of the base set based on the observation:
features from a novel dataset tend to cluster around a direction in the feature space [39], and a
small number of base features close to that direction may be strongly correlated with these features.
Inspired by this, we estimate the direction using the most similar top K base samples to the support
data. Since our proposed transformation removes the projection to the centroid, the impact of the
commonality of classes is mitigated and the feature space becomes more discriminative for these
classes. After transformation, the problem is relieved as shown in Figure[I[(b)} The transformation
helps the classifier capture the object of interest from the misleading shared patterns (see Figure [6).

Our method is generic, flexible, and can be used agnostic to the pre-training based FSL methods.
Empirical experiments show that the transformation function can consistently and largely boost
the classification performance on ten datasets with various gaps between base and novel classes,
demonstrating the importance of reducing the widely existing sample selection bias. Our contributions
are summarized as follows: 1) To the best of our knowledge, we are the first to unravel the connection
of the sample selection bias probelm with the task centroid in few-shot learning which has been
ignored so far; 2) To reduce the sample selection bias, we propose a simple transformation to remove
projection to an approximated task centroid estimated with the assistance of related neighbors in the
base set, and 3) Comprehensive experiments show the effectiveness of the proposed transformation.

2 Related Work

Most recent few-shot learning approaches can be categorized into three groups: optimization-based,
generation-based and metric-based methods. Optimization-based methods aim to learn models with
good initialization so that the model can quickly adapt to novel set with a limited number of gradient
descent on a few labeled examples, including MAML [10, [11]], Reptile[30], LEO[36],Meta-B[5l],
MeTAL|[2], S=T [22], etc. Generation-based methods deal with data deficiency problem by generating



pseudo support samples based on extra prior knowletifie $ome work utilize the transferable
intra-class deformations in base set like SGM]][ VFD [48]land DC j9]. Other methods use

high level semantic embedding of classes as extra prior information to generate novel samples, i.e.,
class-level attributesp], word2vec P8, 52] or unlabeled query dat2]]. Metric-based methods
attempt to encode images into a well-shaped feature embedding space and perform classi cation
with distance-based classi ers, e.g., MatchingM&}] ProtoNet B7] and Relation Networld8].

Some studies reveal that the standard transfer learning paradigm can achieve surprisingly competitive
performance in few-shot learning,[8, 7, 43]. In this paradigm, the models are trained on base set to
learn high-quality feature extractors and only the classi ers are learned with novel samples. Based
on this observation, several work consider improving the generalization ability of learned image
representations on the base set with some auxiliary pretext tasks. Inspired by recently proposed
self-supervised learning methods3[ 3], some FSL methods propose to use the contrastive learning
with some regularization techniques to learn high-quality feature representation, e.g., Z2M2 [
Inv-Equ[34], VLCL [ 23], PAL [26], ArL [ 52] and POODLE 17]. Those methods demonstrate the

signi cance of powerful feature representations in FSL.

However, the generalization ability will be damaged when there exists a large distribution shift
between base and novel classes, leading to bias in the estimation of feature distributions of novel
classes39. Luo et al. P4] manifest that image background is one harmful knowledge that prevent
models from accurately capturing feature distributions of novel classes. Luo 25|akeyeal that
channels of features may have different importance in different tasks, and the estimation bias of
channel importance reduces the discrimination between novel classes. Some simple transformation
functions reshape the skewed distribution of novel features to improve the classi cation performance.
Thel, normalization can remove the negative effect caused by the magnitude of fedfl@@s10).

Based on that, SEN2B] with |, normalization transforms features onto the hypersphere while keeping
features repel from all other prototypes. SimpleSHd} ubtracts the mean of whole training set
features befor&, normalization. However, when there exists a large distribution shift between base
and novel set, the performance of SimpleShot drops quickly since the mean of all training set features
is not always a good information for the various class distributions of novel set9fdhscovers

the existence of the hubness problem in FSL and uses ZN normalization to address it. For every
component of an individual novel feature, the ZN transformation subtracts the mean of all components
and then divides the standard deviation of all components. D&Jglibrates the distribution of

novel samples to approach zero centered mean and unit standard deviation using support data to
improve the evaluation performance. Compared with ZN and DCM, the motivation of our TCPR

is different. We focus on reducing the classi cation bias when the support samples in the vicinity
of local centroid. Besides, both ZN and DCM transform novel features without the help of base set,
which may lose some useful information. On the other hand, using a few samples in novel classes also
results in a bias in task sampling. Some studied9, 39, 46] show that modern few-shot learning
algorithms are extremely sensitive to the data used for adaptation. However, none of them analyzes
the connection of the sampling bias to the effect of task centroid.

3 Methods

3.1 Preliminaries

In few-shot classi cation, we are given a base Bgtand a novel sdD,, with disjiont classe§;, and
G, i.e.,G\C, = ;. Training takes place oDy, and few-shot evaluation takes place®@#. Each
FSL evaluation episode consists dilaway K -shot task, which evaluates model's ability to learn a
new classi er discriminatindN novel classes dD,, with only K labeled data available in each class.

TheN K labeled samples comprise the support$et f(xi;yi)giN:0 X', Based on the labeled
support sef and the base datadet,, our goal is to predict the category of all the unlabeled samples
in the query se@ = f(X;;V; )giN: NK +KN+1 9 correctly, whergy denotes the number of images for each

class in the query set. The query set is sampled from the Bhmavel classes &S in each task.

Our work is based on the popular pre-training pipeline. The suf cient labeled base samples are used
for pre-training. For novel classes, we x the parameteis feature extractof unchanged. We
learn a new classi ef\y using the limited samples in the support Seb predict labels for query
sampleXQ. Our approach is of feature-level and is independent of the pre-trained backbones.



(a) Feature Distribution (b) The Flowsheet of TCPR

Figure 2: 2(a) The feature distribution of base clags@s(magenet) and novel classes(CUB) show

the novel classes skew to some direction and are more related to limited base samples. 2(b) The
overall process of TCPR. Given novel support samples, our TCPR consists of three steps: 1) seeking
the most related tok samples in base set; 2) approximating the task centroid of the novel data; 3)
removing the harmful effect of the direction of the task centroid. The visualization is conducted by
randomly choosing two classes and projecting all data into a 3-dimensional subspace using PCA.

Pre-training Stage: Recently, some studied(, 8] have demonstrated that the signi cance of
powerful feature representations with a simple feature embedding netwéglrned on base classes
through a image classi cation proxy task has good transferability to novel samples. Furthermore,
to strengthen the generalization fof, the self-supervised learning with other proxy tasks, e.g.,
colorization and rotation, is used as auxiliary loss in FSL. To show our method is agnostic to the
feature extractor, we implement the proposed transformation on different algorithms, including
Baseline++ 4]( which trainsf with vanilla cross-entropy loss); S2M2T](which uses mixup
regularization and an auxiliary task to predict the rotation angles); Inv-B4u\hich uses sixteen
geometric transformations for self-supervised learning and knowledge distillation techniques).

Evaluation stage: For eachN -way K -shot task, we train a new linear classi &y using the
support seB with N K limited labeled samples. L&V = [wq;w,;::wy] 2 RY N denotes
the learn-able parameters of the classi er, whetis the dimension of the extracted features. We
normalize the weight vector for each clasavherejjw.jj = 1;¢ 2 [1;2;::;;N], to eliminate the
effect of the magnitude of the feature vectif| The probability of a samplg belonging to class
can be formulated as:

(WC)TX
P(y=¢x)= p———; 1
(y = gx) N e @)
where is a scaling hyper-parameter. After training ®nthe weights vectorfvy; wy; :::; wy ] can

be seen as prototypes of novel classes and used to predict the samples in the qQerylset
classi cation result is based on the distance of the query image features to these learned prototypes.

Although the simple pre-training strategy has achieved promising performance with well-designed
feature extractors, the ambiguity in classi cation caused by the few samples in the novel classes is
still unsolved. Besides, the ambiguity is further aggravated in the vicinity of the task centroid.

3.2 Task Centroid Projection Removing

In this work, we propose a simple transformation to remove the sample bias exacerbated by the task
centroid, named Task Centroid Bias Removing (TCPR). The overview of the proposed TCPR is
shown in Figure 2(b), which consists of three steps: 1) given supportdatem novel classes, we

nd the most related tofx samples in the base set; 2) using thekageighbors, we approximate the

task centroid vector with the help of the statistics of the base set, and 3) we alleviate the harmful
effect of the approximated centroid by removing the component of novel features along the direction.

Step 1: Seeking the base neighbors.Our work is based on the phenomenon that the domain
shift between base and novel sets causes the skewness of novel class distribution to some speci c
directions B9]. As shown in Figure 2(a), we visualize the distributions of the base dataset, i.e.,
minilmagenet (which is a coarse-grained dataset with a wide range of object categories) and the
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