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Abstract

Sequential sentence classification extends tra-001
ditional classification by incorporating broader002
context. However, state-of-the-art approaches003
face two major challenges in long documents:004
pretrained language models struggle with input-005
length constraints, while proposed hierarchi-006
cal models often introduce irrelevant content.007
To address these limitations, we propose a008
document-level retrieval approach that extracts009
only the most relevant context. Specifically, we010
introduce two heuristic strategies: Sequential,011
which captures local information, and Selec-012
tive, which retrieves the most semantically sim-013
ilar sentences. Experiments on legal domain014
datasets show that both heuristics improve per-015
formance. Sequential heuristics outperform hi-016
erarchical models on two out of three datasets,017
demonstrating the benefits of targeted context.018

1 Introduction019

Sequential sentence classification (SSC) is the task020

of categorizing sentences based on their semantic021

role within a document. Since a sentence’s mean-022

ing is often shaped by its surrounding context, SSC023

is particularly useful in structured texts such as le-024

gal cases. Identifying key rhetorical components025

(e.g., preamble, issue, or analysis; see Figure 1)026

benefits downstream tasks such as information re-027

trieval (Neves et al., 2019; Safder and Hassan,028

2019) and document summarization (Kalamkar029

et al., 2022; Muhammed et al., 2024).030

State-of-the-art hierarchical models have031

achieved strong performance on SSC by process-032

ing entire document sequences at once, thereby033

capturing a broader context (Jin and Szolovits,034

2018; Brack et al., 2021; Kalamkar et al., 2022).035

However, we make the assumption that focusing036

on all sentences may not always be necessary,037

as this can introduce noise from irrelevant con-038

tent (Shi et al., 2023). Additionally, pretrained039

language models (PLMs) remain constrained by040

on Anticipatory Bail?...
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Figure 1: A segment of a legal document with sentences
labeled by their function.

input-length limitations (Warner et al., 2024), 041

even with advancements in large language models 042

(LLMs) (BehnamGhader et al., 2024). 043

Recent studies have explored strategies for re- 044

trieving relevant information at the document 045

level (Amalvy et al., 2023b; Lan et al., 2024). Yet, 046

to our knowledge, no existing work has explicitly 047

investigated how to retrieve the most relevant con- 048

text to optimize PLM performance in SSC. 049

In this paper, our contributions are twofold: (1) 050

analyzing the role of context in SSC by introduc- 051

ing two heuristic retrieval strategies—Sequential, 052

which leverages local information around each 053

sentence, and Selective, which retrieves the most 054

semantically similar sentences at the document 055

level—and (2) demonstrating how these strategies 056

enhance PLMs by providing more relevant context. 057

We evaluate on document-level datasets in the le- 058

gal domain, the primary benchmark for SSC tasks. 059

To foster transparency and reproducibility, we re- 060

lease our code under an open-source license1. 061

2 Related Work 062

2.1 Input Sequence Constraints in PLMs 063

Encoder-only models such as BERT (Devlin et al., 064

2019) offer a strong tradeoff between size and per- 065

formance, making them a compelling alternative 066

to larger decoder-based architectures for classifica- 067

tion tasks. However, the quadratic complexity of 068

self-attention in vanilla Transformer models lim- 069

1https://anonymous.4open.science/r/
ACL-2025-4BE2
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its their effective input length, posing challenges070

for processing long documents. To mitigate this,071

sparse attention mechanisms have been introduced072

to reduce computational costs (Zaheer et al., 2020;073

Wang et al., 2020; Beltagy et al., 2020; Choroman-074

ski et al., 2020). While these methods extend the075

context range, they still fall short of fully resolv-076

ing the limitations of long-text processing (Warner077

et al., 2024; Nussbaum et al., 2025).078

2.2 SSC for Long Documents079

Early work on SSC focused on hierarchical mod-080

els to incorporate broader context into sentence081

representations. Hierarchical Sequential Labeling082

Network (HSLN) was among the first frameworks083

to process full-document sequences for contextu-084

alized representations (Jin and Szolovits, 2018;085

Shang et al., 2021; Brack et al., 2021; Kalamkar086

et al., 2022). More recent studies have explored087

refined learning strategies: T.y.s.s. et al. (2024)088

applied contrastive and prototypical learning to en-089

hance sentence representations by leveraging se-090

mantic similarities, while Santosh et al. (2024) in-091

troduced a hierarchical curriculum learning frame-092

work to progressively improve the model’s ability093

to distinguish rhetorical labels at different levels of094

granularity.095

While these studies have primarily focused on096

improving HSLN, our work addresses a different097

challenge: overcoming input-length constraints in098

PLMs by retrieving only the most relevant context,099

thereby reducing noise and improving efficiency in100

SSC.101

3 Context Retrieval102

To investigate the role of context in enhancing PLM103

performance, we define two types of heuristics: Se-104

quential and Selective. These heuristics determine105

which sentences should be incorporated into the106

model’s input and are inspired by prior research on107

contextual enrichment in the era of LLMs (Amalvy108

et al., 2023a; Wang et al., 2024; Nussbaum et al.,109

2025).110

Sequential Heuristics extract context from sen-111

tences adjacent to the target sentence within the112

same document. We consider three strategies:113

• Before: Selects the k sentences immediately114

preceding the target sentence.115

• After: Selects the k sentences immediately116

following the target sentence.117

• Surrounding: Selects k
2 sentences before and 118

after the target sentence. 119

Selective Heuristics unlike sequential strategies, 120

selective heuristics retrieve sentences from any- 121

where in the document, independent of their po- 122

sition relative to the target sentence. We explore 123

three selection techniques: 124

• Random: Randomly selects k sentences from 125

the entire document. 126

• BM25: Retrieves the k most relevant sen- 127

tences using BM25 (Trotman et al., 2014), 128

a ranking function that scores sentences based 129

on a term frequency-inverse document fre- 130

quency (TF-IDF) weighting scheme. BM25 is 131

widely used in information retrieval for lexical 132

relevance ranking. 133

• Sentence-BERT: Selects the k semantically 134

closest sentences to the target sentence using 135

Sentence-BERT embeddings (Reimers and 136

Gurevych, 2019), which capture sentence- 137

level similarity via a fine-tuned siamese BERT 138

network. 139

Given computational constraints, we limit our 140

analysis to k = 6. Notably, selective heuristics 141

may retrieve sentences that are also included in 142

the sequential context since they operate over the 143

full document. Table 3 in the Appendix provides 144

illustrative examples. 145

Sentence Ordering We further investigate 146

whether the order of retrieved sentences impacts 147

SSC performance. Inspired by NAREOR (Gangal 148

et al., 2022), which explores sentence reordering 149

to analyze narrative coherence in storytelling, we 150

examine whether maintaining full document sen- 151

tences (k = N) while altering their order affects 152

performance. 153

To evaluate this, we use our heuristics. In Se- 154

quential, we retain the original human-written order 155

to preserve logical flow. In Selective, we reorder 156

sentences based on their relevance to the target sen- 157

tence while ensuring that all remain included for a 158

fair comparison. 159

4 Experimental protocol 160

4.1 Datasets 161

Our experiments focus on the legal domain, as 162

it is the only domain with datasets annotated at 163

the document level. We utilize three datasets: 164
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Before After Surrounding

Random BM25 Sentence-BERT

Baseline (No context)

(a) DeepRhole(Seq) (b) Legal Eval(Seq) (c) SCOTUS(Seq)

(d) DeepRhole(Sel) (e) Legal Eval(Sel) (f) SCOTUS(Sel)

Figure 2: Weighted F1 scores for different context lengths k across three datasets. The top row (a, b, c) presents
results using Sequential context(Seq), while the bottom row (d, e, f) represents Selective context(Sel). k = N indicates
that the full document is used to address the sentence ordering question. We set k as an even number for Surrounding
heuristic to ensure comparability in context length with other ones.

(i) DeepRhole (Bhattacharya et al., 2023), (ii)165

Legal-Eval (Kalamkar et al., 2022), and (iii) SCO-166

TUS (Lavissière and Bonnard, 2024), derived from167

Indian and U.S. legal judgments. DeepRhole con-168

tains 7 rhetorical role labels, while the others have169

13 each. A detailed dataset description is provided170

in Appendix A2.171

In contrast, other existing datasets (Dernoncourt172

et al., 2017; Gonçalves et al., 2020; Lan et al., 2024)173

primarily focus on scientific and biomedical ab-174

stracts, averaging only 10 sentences per sample.175

Their lack of document-level annotations makes176

them unsuitable for this study. For evaluation, we177

report the weighted F1-score.178

4.2 SSC Model for Context Analysis179

Our analysis builds upon the hierarchical HSLN180

model (Brack et al., 2021), with two minor modi-181

fications: (1) Motivated by ablation studies (Jin182

and Szolovits, 2018; Chen et al., 2023), which183

identified the contextual sentence enrichment layer184

2All datasets were split at the document level into 80%
training, 10% validation, and 10% test sets.

as HSLN’s primary driver of effectiveness, we re- 185

moved the conditional random field (CRF) layer, 186

and (2) We optimize only over the target sentence, 187

enriched with context selected by our heuristics. 188

Further architectural details, including our refine- 189

ments, are provided in Appendix B. All results are 190

averaged over three runs for robustness. 191

5 Results 192

5.1 Context Analysis 193

Figure 2 demonstrates that incorporating contex- 194

tual sentences consistently improves classification 195

performance across all datasets, regardless of the 196

heuristic applied. This confirms the importance of 197

effective context selection in SSC. 198

Sequential Heuristics systematically improve 199

classification as more sentences are included. In 200

Legal-Eval and SCOTUS, the Surrounding heuris- 201

tic achieves the highest F1 score (83.6% and 79.2% 202

at k = 6, respectively). However, in DeepRhole, 203

the Before heuristic performs best, reaching 58.2%. 204

A closer examination reveals that 71% of correctly 205

assigned labels are shared across sequential heuris- 206
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Model Seq DeepRhole Legal Eval SCOTUS

BERT (baseline) 512 52.23 69.74 75.58
+ Before 67.18† 78.41† 79.74†

+ After 56.72† 79.74† 81.34†
+ Surrounding 62.87† 77.27† 75.47
+ Random 46.86 67.05 74.70
+ BM25 51.59 69.43 75.96
+ Sentence-BERT 52.23 68.98 76.24

Nomic-BERT (baseline) 2048 50.32 68.90 75.50
+ Before 67.89† 80.54† 81.12†

+ After 57.75† 81.11† 81.32†
+ Surrounding 65.51† 78.20† 80.81†

+ Random 51.61 68.43 75.73
+ BM25 53.90 70.82‡ 77.06†

+ Sentence-BERT 54.02‡ 70.76‡ 77.17‡

BERT-HSLN (SOTA) 512×N 54.45 93.06 79.66

Table 1: Performance of PLMs using the best configu-
ration observed in context analysis for k ≤ 6 for each
heuristic. Bold values represent the best improvement
over the baseline (w/o context), while underlined values
indicate the second-best. BERT-HSLN is the SOTA for
the SSC task. Markers † and ‡ denote statistical sig-
nificance over the baseline at p = 0.05 and p = 0.01,
respectively.

tics, suggesting that performance converges regard-207

less of the specific choice.208

In contrast, Selective Heuristics yield marginal209

gains, with BM25 being the most effective, reach-210

ing ≈ 74% F1 in SCOTUS when k ≤ 6.211

The limited effectiveness of those heuristics could212

be attributed to two factors: (1) When documents213

lack semantically similar sentences, heuristics re-214

trieve unrelated ones, adding noise (as observed215

in DeepRhole), and (2) Heuristics are most effec-216

tive when retrieved sentences share the same target217

label (Figure 3 in the Appendix).218

At k = N , the Sentence Ordering experiment219

confirms that SSC is sensitive to how context is220

structured—with the highest scores observed when221

the document’s logical flow is preserved. Con-222

versely, reordering sentences using Selective heuris-223

tics suggests that taking the full document may not224

be necessary; instead, prioritizing only the most225

relevant ones yields competitive performance.226

5.2 Context Enrichment for PLMs227

To examine how PLMs benefit from contex-228

tual enrichment3, we conduct experiments with229

BERT (Devlin et al., 2019) and the recently intro-230

duced Nomic-BERT (Nussbaum et al., 2025), as231

shown in Table 1.232

Our results indicate that Sequential heuristics233

3Context sentences were integrated with the target sentence
into the PLM input while maintaining the natural human order
for sequential heuristics.

typically yield the largest improvements, signifi- 234

cantly outperforming the no-context baseline. No- 235

tably, they outperform the state-of-the-art BERT- 236

HSLN4, which processes the entire document at 237

once for DeepRhole and SCOTUS. 238

We attribute the substantial improvement, particu- 239

larly in DeepRhole, to two key factors: (1) The 240

dataset has fewer rhetorical labels compared to 241

others, and (2) From a statistical point of view, 242

on average, a new rhetorical label persists for ap- 243

proximately 8.56 sentences before transitioning to 244

another label. As a result, fully hierarchical mod- 245

els like BERT-HSLN, which process broader doc- 246

ument segments, may struggle with these shifts, 247

leading to a loss of important contextual informa- 248

tion56. 249

However, Legal-Eval remains challenging, as 250

these PLMs have not yet matched SOTA perfor- 251

mance. A plausible explanation is its higher label 252

complexity, making it difficult for small models 253

like BERT to achieve strong discrimination, as 254

noted in SCOTUS annotation guidelines (Lavis- 255

sière and Bonnard, 2024). 256

Additional results with RoBERTa (Liu et al., 2019), 257

LegalBERT (Chalkidis et al., 2020), and Long- 258

former (Beltagy et al., 2020) are provided in Ap- 259

pendix C. 260

6 Conclusion and Future Work 261

In this study, we investigated how the role of con- 262

text affects the SSC task in long legal documents. 263

Our findings reveal that sequential context heuris- 264

tics, which preserve the flow of text, systematically 265

lead to stronger performance gains than selective 266

context. Moreover, enriching PLMs such as BERT 267

with useful context yielded significant improve- 268

ments over hierarchical models that process entire 269

documents. Future work should give priority to 270

(1) expanding the study to the corpus level, where 271

multi-document contexts will be explored, and (2) 272

refining selective heuristics to extract high-quality 273

context without increasing noise. 274

4For a fair comparison, we compare against the original
model, which does not include our modifications introduced
in context analysis.

5Segment refers to consecutive annotation units (sentences)
that share the same label within a document.

6The statistics were computed based on our analysis of the
corpus.
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7 Limitations275

While this study demonstrates the benefits of con-276

textual information for SSC, few limitations must277

be considered:278

• We purposefully kept the heuristics basic,279

as our focus is not on peak performance.280

Nonetheless, more sophisticated approaches281

may yield higher scores than what we present.282

• We have focused in our experiments on a sin-283

gle document. In practice, integrating the con-284

text of several documents could potentially285

offer richer information for selective heuris-286

tics.287

• We cannot reject the hypothesis that our find-288

ings about the utility of context may not be289

universally generalizable across other tasks.290

Our analysis centered on legal datasets, and291

thus further research is needed to determine292

whether similar gains would arise in other set-293

tings.294

8 Ethical Statement295

This work fully complies with the ACL Ethics Pol-296

icy. We declare that there are no ethical issues in297

this paper, to the best of our knowledge.298
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A Dataset494

We experiment on three SSC datasets:495

(i) DeepRhole (Bhattacharya et al., 2023) con-496

sists of 50 judgments from the Supreme Court of497

India, spanning five legal domains. It includes498

9,380 sentences (average of 188 per document),499

annotated with seven rhetorical role labels.500

(ii) Legal-Eval (Kalamkar et al., 2022) com-501

prises judgments from the Indian Supreme Court.502

It contains 214 documents, with a total of 31,865503

sentences (average of 115 sentences per document).504

Each sentence is annotated with 13 rhetorical role505

labels.506

(iii) SCOTUS (Lavissière and Bonnard, 2024)507

includes 180 judgments from the Supreme Court508

of the United States. It contains a total of 22,600509

sentences, with an average of 130 sentences per510

document, annotated with 13 rhetorical roles.511

B Model Overview for Context Analysis512

The model consists of four key components:513

• Word Embedding: The target sentence514

and its retrieved context are encoded using515

BERT (Devlin et al., 2019), generating word-516

level embeddings.517

• Sentence Encoding: A Bi-LSTM (Hochre-518

iter, 1997) processes these embeddings, fol-519

lowed by attention-based pooling to obtain520

sentence representations.521

• Context Enrichment: This layer models522

inter-sentence relationships to refine contextu-523

alized embeddings.524

• Output Layer: A linear transformation maps525

the target sentence representation to logits,526

with labels predicted via softmax7.527

C Additional Results528

We report additional results with enriching PLMs:529

RoBERTa (Liu et al., 2019), LegalBERT (Chalkidis530

et al., 2020), and Longformer (Beltagy et al., 2020)531

in Table 2.532
7We optimize for the target sentence, eliminating the CRF

layer, as supported by the ablation study in Jin and Szolovits
(2018).

Model Seq DeepRhole Legal Eval SCOTUS

Roberta-base (baseline) 512 52.63 72.43 76.28
+ Before 68.29† 78.3† 81.75†
+ After 60.3† 80.12† 81.43†

+ Surrounding 63.86† 78.40† 80.10†

+ Random 50.04 72.35 75.79
+ BM25 53.54 72.79 77.78‡

+ Sentence-BERT 53.33 73.25‡ 77.84‡

Legal-BERT (baseline) 512 54.06 69.43 76.85
+ Before 69.10† 79.65† 81.40†

+ After 63.19† 80.99† 82.81†
+ Surrounding 67.15† 78.55† 78.72
+ Random 50.32 68.55 76.56
+ BM25 54.59 70.77‡ 77.06
+ Sentence-BERT 56.30 70.55 77.47

Longformer (baseline) 4096 53.83 72.57 76.26
+ Before 67.62† 79.89† 81.58†
+ After 61.16† 80.09† 81.09†

+ Surrounding 64.83† 73.09† 81.35†

+ Random 52.55 72.54 75.78
+ BM25 54.82 73.22 77.44†

+ Sentence-BERT 54.3 77.95‡ 77.47‡

Table 2: Performance of PLMs using the best configu-
ration observed in context analysis for k ≤ 6 for each
heuristic. Bold values represent the best improvement
over the baseline (w/o context), while underlined values
indicate the second-best. Markers † and ‡ denote sta-
tistical significance over the baseline at p = 0.05 and
p = 0.01, respectively.
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Figure 3: Analysis of retrieved sentences for each heuristic to determine the percentage of context sentences sharing
the same label as the target sentence.

Target Sentence: "This case focuses upon the requirement of ’fair presentation.’"

Heuristic Extracted Sentence

Before "O’Sullivan v. Boerckel, 526 U.S. 838, 845 (1999)."
After "Michael Reese, the respondent, appealed his state-court kidnap-

ping and attempted sodomy convictions and sentences through
Oregon’s state court system."

Surrounding "O’Sullivan v. Boerckel, 526 U.S. 838, 845 (1999)."
"Michael Reese, the respondent, appealed his state-court kidnap-
ping and attempted sodomy convictions and sentences through
Oregon’s state court system."

Random "In such instances, the nature of the issue may matter more than
does the legal validity of the lower court decision."

BM25 "For another thing, the opinion-reading requirement would impose
a serious burden upon judges of state appellate courts, particularly
those with discretionary review powers."

Sentence-BERT "The petition provides no citation of any case that might have
alerted the court to the alleged federal nature of the claim."

Table 3: Examples of sentences extracted using different heuristics from the SCOTUS dataset.
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