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Abstract

Automated Essay Scoring (AES) holds sig-
nificant promise in the field of education,
helping educators to mark larger volumes of
essays and provide timely feedback. How-
ever, Arabic AES research has been lim-
ited by the lack of publicly available essay
data. This study introduces AR-AES, an
Arabic AES benchmark dataset compris-
ing 2046 undergraduate essays, including
gender information, scores, and transparent
rubric-based evaluation guidelines, provid-
ing comprehensive insights into the scor-
ing process. These essays come from four
diverse courses, covering both traditional
and online exams. Additionally, we pioneer
the use of AraBERT for AES, exploring
its performance on different question types.
We find encouraging results, particularly
for Environmental Chemistry and source-
dependent essay questions. For the first
time, we examine the scale of errors made
by a BERT-based AES system, observing
that 96.15% of the errors are within one
point of the first human marker’s predic-
tion, on a scale of one to five, with 79.49% of
predictions matching exactly. In contrast,
additional human markers did not exceed
30% exact matches with the first marker,
with 62.9% within one mark. These find-
ings highlight the subjectivity inherent in
essay grading, and the potential for current
AES technology to assist human markers
to grade consistently across large classes.

1 Introduction

Essay writing is an important tool for devel-
oping and assessing students’ cognitive abili-
ties, including critical thinking, communication
skills and depth of understanding (Ashburn,
1938; Smith et al., 1999). However, as stu-
dent numbers grow, marking essays by hand
becomes impractical, discouraging the use of
essay questions in education (Algahtani and

Alsaif, 2019). AES systems (Page, 1966) aim
to reduce the time needed to mark essays, by
assessing both writing skills and cognitive out-
puts automatically, and can mitigate scoring
biases and inconsistencies arising from teacher
subjectivity (Algahtani and Alsaif, 2020). De-
spite extensive research in English (Wang et al.,
2022; Ke and Ng, 2019), AES for Arabic, the
fourth most widely used Internet language',
remains underexplored, with most efforts con-
centrated on scoring short, one or two-sentence
answers (Algahtani and Alsaif, 2020). With
the abundant youth population in the Arab
world, the education system faces challenges
due to a shortage of teachers and the inability
to provide individualized feedback to students
(Azmi et al., 2019). In addition, the Arabic lan-
guage differs from English in terms of grammar,
structural rules, and the formulation of ideas,
which prevents the application of scoring sys-
tems designed for English (Azmi et al., 2019).
In this context, the development of an Arabic
essay scoring system is an urgent necessity.

Previous research has predominantly leaned
on feature engineering in conjunction with shal-
low models, yielding only moderate perfor-
mance outcomes (Alghamdi et al., 2014; Ga-
heen et al., 2021). In contrast, the potential
of pretrained models such as AraBERT (An-
toun et al., 2020a), AraVec (Soliman et al.,
2017), and AraGPT-2 (Antoun et al., 2020b),
which learn vector representations from exten-
sive text corpora, remains largely untapped
within the context of Arabic AES. These mod-
els have demonstrated notable efficacy in vari-
ous domains, encompassing tasks like question-
answering, named entity recognition, sentiment
analysis, and even the automatic scoring of
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short answers (Meccawy et al., 2023; Alduailej
and Alothaim, 2022). A major barrier to fur-
ther research is the lack of publicly available
datasets: datasets used in prior studies are
either inaccessible or consist only of one or
two-sentence answers.

To address these gaps, this study introduces
AR-AES dataset, which consists of Arabic es-
says each marked by two different university
teaching professionals. This dataset was col-
lected from undergraduate students across di-
verse disciplines, covering various topics and
writing styles. We include ancillary informa-
tion, such as the gender of the students (male
and female students were taught separately),
the evaluation criteria employed (rubrics), and
model answers for each question. The dataset
comprises 12 questions and 2046 essays, col-
lected through both traditional and online ex-
amination methods, and encompasses substan-
tial linguistic diversity, with a total length of
115,454 tokens and 12,440 unique tokens.

This study also pioneers the use of AraBERT
in Arabic AES by conducting a series of ex-
periments to assess AraBERT’s performance
on our dataset at different levels of granularity,
from the complete dataset down to individ-
ual courses and questions. We also examined
AraBERT’s performance based on gender, tra-
ditional versus online exams, and essay type
(argumentative, narrative, source-dependent).
AraBERT excelled when trained on several
questions from the same course, achieving a
quadratic weighted kappa (QWK) score of
0.971 in Environmental Chemistry. However,
its performance was lower when trained specif-
ically for certain types of question, with the
lowest QWK observed for narrative questions.

Our analysis goes beyond previous work on
AES, by assessing the proximity of the model’s
predictions to the grades assigned by the first
marker, to gauge the scale of its errors. The pre-
dictions matched exactly for 79.49% of answers,
with 95% of predictions having no more than
one mark difference to the first human mark
(with maximum five marks). In contrast, the
question with highest agreement between the
first and second human markers had only 30.3%
exact agreement, with differences greater than
one mark for 37.1% of the answers. This sug-
gests that AraBERT-based AES is sufficiently
capable to assist human markers and could

help detect inconsistencies between individuals
in a marking team.

In summary, our study presents a compre-
hensive approach to Arabic AES, introduc-
ing an open-source dataset with clear anno-
tation guidelines and quality control, leverag-
ing AraBERT, and providing a novel investi-
gation of the scale of AraBERT AES errors.
Our code, data, and marking guidelines are
accessible at https://osf.io/dp2nh/?view_
only=4ac6373c60214ea6952855£81507fec?.

2 Related Works

Several AES datasets have been released in
Chinese (Gong et al., 2021), Indonesian (Aini
et al., 2018), and English, including the ASAP
dataset? that has catalysed English AES re-
search (Phandi et al., 2015; Taghipour and
Tou Ng, 2016), including a new state-of-the-
art BERT-based approach (Wang et al., 2022).
However, there is no previous publicly available
dataset of Arabic essays and marks, as existing
work is limited to short answers (Al-Shargabi
et al., 2021). We address this gap by presenting
a comprehensive Arabic AES dataset.

Arabic AES research encompasses ap-
proaches such as linear regression (Alghamdi
et al., 2014), Latent Semantic Analysis (Al-
Shalabi, 2016), Support Vector Machines
(Algahtani and Alsaif, 2020), rule-based sys-
tems (Algahtani and Alsaif, 2019), naive Bayes
(Al-Shargabi et al., 2021), and optimization al-
gorithms like eJaya-NN (Gaheen et al., 2021).
However, these studies predominantly rely on
feature engineering, using surface features that
are unable to comprehensively capture the se-
mantic nuances and structural intricacies inher-
ent in essays. These approaches provide only
limited consideration for word order, primar-
ily revolving around word-level or grammatical
features. More recent pretrained transformer
models, such as BERT (Devlin et al., 2018),
alleviate these issues but have not previously
been harnessed for Arabic AES. Here, we de-
velop the first AES system using AraBERT to
analyse the effect of different question types
on a modern text classifier. We also go be-
yond previous analyses of model performance
by evaluating the magnitude of errors in the
models’ predictions, as large errors could have
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a greater impact on students.

3 Arabic language challenges

NLP systems face several distinct challenges
when processing Arabic, which motivate the
development of bespoke tools and language re-
sources, including benchmark datasets.
Linguistic Complexity: Arabic exhibits
complex sentence structures with many syntac-
tic and stylistic variations, an extensive vocab-
ulary, and the frequent use of rhetorical devices
(Alwakid et al., 2017). Arabic, for instance, has
many ways to express the concept of “going”
depending on who is doing the action, when,
and whether the action is done in a habitual or
momentary sense. For example, _ad (he goes),
@SL (I will go), cal 08 (he used to go), and
Olaly (they (two) go). This complexity can
make it hard for an AES system to recognise
variations of the same concept.

Complex Morphology: Arabic features in-
tricate morphology, encompassing a wide range
of inflection and derivational systems (Hamdi
et al., 2016). Words in Arabic can have multi-
ple forms based on factors such as tense, gender,
number, and case, and the form of a single let-
ter also varies. For instance, the letter _» (’S’),
looks like (-+) at the beginning of a word
(Sle, “Cloud”), like (w.) in the middle as
in (_gius, “Hospital”), and like () at the
end as in (_.—*, “Sun”). This complexity adds
to the difficulty of stemming, tokenization, and
lemmatization operations (Kanan et al., 2019).
As another example, the Arabic root word for
“write” is x5, from which we can derive var-
ious words like & (“writer”), o Ks (“writ-
ten”), o& (book), cus™ (“I wrote”), =5 (“he
writes”), etc. The challenge for AES systems
here lies in recognizing these words as related.
Non-Standard Orthography: Arabic text
follows complex rules for letter representation,
including ligatures and diacritics that influence
pronunciation, word comprehension, and mean-
ing (Isleem, 2014; Soudi et al., 2008). NLP
systems face challenges in handling these ortho-
graphic differences and the absence of diacritics
in unvocalised text. For example, i ;2 (“loved
or popular”) could be written as 4 5 in casual
writing without the ending diacritic.

Lack of Resources: Arabic suffers from
limited linguistic resources, such as preprocess-

ing tools for dealing with the language com-
plexities described above, and a lack of pub-
lic datasets (Mahmoud and Zrigui, 2019; Kad-
doura et al., 2022), which hampers the develop-
ment of NLP. A particular need is for bespoke
tools to deal with the right-to-left text direc-
tion, which creates additional complexities for
mixed-language content (Awwad et al., 2017;
Kanan et al., 2019). This study contributes a
labelled Arabic dataset, which will further the
development of Arabic NLP systems.
Ambiguity and Polysemy: Arabic words
often possess multiple meanings and interpre-
tations, making it challenging to disambiguate
them (Elkateb et al., 2006). For example, the
word & in Arabic can mean “camel” or “sen-
tence” depending on context. Contextual anal-
ysis becomes crucial for accurately determin-
ing the intended meaning (Kaddoura et al.,
2022; Omar and Aldawsari, 2020). This aspect
presents a challenge in various NLP tasks, in-
cluding named entity recognition, sentiment
analysis, and machine translation.

Despite these challenges, substantial ad-
vancements have been made in Arabic NLP
in recent years, including language models and
tools specifically designed for Arabic. This
study hopes to contribute to this effort.

4 The AR-AES Dataset

The AR-AES dataset is intended for both train-
ing and evaluating Arabic AES systems, and
covers essays written by both male and female
undergraduate students from three different
university faculties, with a range of different
question types, a mix of traditional face-to-face
and online exams, and marks from multiple
human markers. As part of the dataset, we in-
clude clear and detailed marking criteria along
with model answers for each question. This
diversity will enable researchers to explore the
suitability of AES systems for different types
of essays, exam types, or student cohorts.

Data Collection: To compile a diverse
dataset, we first selected multiple undergradu-
ate courses across various departments at Umm
Al-Qura University (Table 1). Students’ writ-
ing skills vary depending on their academic
disciplines (Zhu, 2004), due to differing objec-
tives, terminology, and research formulation
methodologies. The difficulty of marking an



essay may also be affected by whether it is of
an argumentative, source-dependent, or narra-
tive type (Mathias and Bhattacharyya, 2018).
Additionally, factors like gender and academic
level contribute to differences in writing (John-
son, 1999; Lea and Street, 1998), particularly
considering that male and female students are
taught separately. Therefore, to test AES sys-
tems across various subjects and writing styles,
we collected essay responses from diverse aca-
demic levels, genders, and question types.

To bolster dataset diversity, we employed
both traditional (in-person) and online exams
through distance learning. Traditional exams
occurred on specific dates on campus, sub-
jecting students to controlled conditions that
minimized opportunities for academic miscon-
duct. Conversely, online exams required stu-
dents to submit essay responses exclusively via
content management platforms. These exams
shared time limits with traditional exams but
did not mandate physical presence on campus.
Online exams can reduce stress levels (Ilgaz
and Adanir, 2020), granting students greater
freedom in providing answers and potentially
allowing access to course content during the
exam. For both kinds of exam, answers were
typed and submitted electronically. These es-
says were part of the students’ compulsory
assessment within the midterm exams for their
respective courses, and they volunteered to pro-
vide their essays for our dataset.

The Annotation Task: Course directors
equipped markers with detailed guidelines for
scoring individual criteria and determining the
final score. Table 2 shows an example of the cri-
teria for assessing Question 1, which prompts
students to “Explain in detail the difference
between the terms ‘data’ and ‘information’,
supplementing their answers with examples of
each type”. For an exhaustive overview of the
Scoring Criteria, see Table A.3. This struc-
tured approach facilitates the identification of
essay strengths and weaknesses. For all ques-
tions, the first marker is the course provider;
we also collected marks from a second faculty
member familiar with the content, to allow us
to compare the performance of AES systems
against additional human markers, who could
work as a team to mark large numbers of es-
says. In total, a team of 9 faculty members

formulated, prepared, and scored the exams.

Quality control: To guarantee the quality
of essay questions, individual meetings were
conducted with the faculty members respon-
sible for each course. The course directors
were provided with the following criteria for
formulating essay questions, and the proposed
questions were verified by the authors of this
paper against these criteria, and revised if they
did not meet the criteria.

1. Clear objectives: Each question should
have a clear objective aimed at assessing a spe-
cific cognitive skill, such as analysis, synthesis,
or evaluation. This clarity helps students focus
on comprehending the question and providing
the required answer directly.

2. Relevance: Ensure that the question di-
rectly relates to the course content and learning
objectives.

3. Explicit terminology: In the question,
incorporate explicit terminology relevant to
the course content.

4. Clarity and simplicity: Questions should
be straightforward, unambiguous, and include
a comprehensive outline of the expectations for
the answer. This approach encourages concise
and easily evaluated responses.

5. Linguistic accuracy: Ensure that ques-
tions are free of grammatical errors to prevent
unintended alterations in question meaning.

6. Alignment with learning outcomes:
Align each question with the specific learning
outcomes you want to assess.

7. Fairness: Craft questions that offer all stu-
dents an equal opportunity to demonstrate
their knowledge and skills.

8. Grading guide: For each question, a guide
should be developed to communicate the cor-
rect answer structure and criteria for achieving
higher grades, clarifying the grading process.

Special instructions were developed for online
exams to prevent cheating. These measures
included restricting exam access to one hour
on the Blackboard platform and requiring stu-
dents to have their cameras on throughout the



Course Faculty Semester Exam No. Gender No. Question Essay Type Answer Length Score Range
Type Groups Students ID Max Min Min Max
. All questions 298 2 0 5
Introduction . . 3 Male 151 Q1 Narrative 298 7 0 5
N Computing 1 Traditional . . .

to Info Science 9 Female 128 Q2 Argumentative 164 2 0 5
Q3 Source Dependent 61 4 0 5

All questions 512 16 0 10

Management Business Ad- . s p Q4 Narrative 512 29 0 10

Info Systems ministration N Traditional 2 Male 181 Q5 Narrative 212 29 0 10
Q6 Source Dependent 171 16 0 5
All questions 422 8 0 5
Environmental Applied . Q7 Narrative 422 25 0 5
Chemistry Science 7 Online 2 Male 116 Q8 Argumentative 116 9 0 5
Q9 Source Dependent 92 8 0 5
All questions 575 11 0 5
. ' Applied . . Q10 Source Dependent 357 13 0 5
Biotechnology Science 6 Online 2 Male 106 Qi1 Argumentative 538 1 0 5
Q12 Source Dependent 575 13 1 5

Table 1: Course summary, including the semester the exam was taken in (out of 8 in an undergraduate
degree), number of groups taught at separate times (no. groups), and answer length (number of tokens).

Rubric-based evaluations Score

WECET, Laypoy UL Cod) Jo I 3,8
The student’s ability to define data, its role 1
and forms

et a1y Lty bl ) Je a1 5,8
The student’s ability to identify information, 1
its origins, and its uses

Ol gally UL o 341 Cl:;}.ﬂ\ Jo I 5,8
The student’s ability to deduce the difference 2
between data and information

Course Name Questions Essay  Gender Exam type
Count Count M F Trad. Online

Introduction to In- 837 453 384 837

formation Science

Management infor- . . -

mation systems 543 543 543

Envn:onmental 3 348 348 348

chemistry

Biotechnology 3 318 318 318

Total 12 2046 1662 384 1380 666

By Wl Sloghally OUL 4 2 55w Jo W) 5,8

W I3
The student’s ability to reinforce his expla- 1
nation of data and information with relevant
examples

Final Score 5

Table 2: Example marking criteria set by the course
director for Q1.

exam. Students were explicitly instructed not
to engage in chat conversations or pose ques-
tions during the examination. Any inquiries
or concerns related to the test were to be ad-
dressed only after the exam had concluded.

Dataset Statistics: In total, we collected
and labelled 2046 essays (Table 3). Table 1
shows notable variations in answer lengths,
measured in tokens, across different question
types, and between online and traditional exam
types, with online exam responses generally be-
ing longer across most questions. The class
distribution is illustrated in Figure B.1.

5 Experimental Setup

The AraBERT model has consistently demon-
strated state-of-the-art performance in various
Arabic NLP tasks, including the automatic
scoring of short answers (Meccawy et al., 2023),

Table 3: The number of essay responses per course.

but its application to AES remains unexplored.
This study therefore assesses AraBERT’s per-
formance in AES, testing its ability to handle
longer Arabic texts, and whether performance
varies depending on factors such as the subject,
question type, exam type, or gender.

Data Preprocessing: We removed punctua-
tion, hashtags, URLs, excess letter repetitions,
emoticons, superfluous spaces, numbers, and
diacritics, and normalized specific Arabic char-
acters to their standard forms (e.g., -6 > 5
¢>5t-1>1111- ¢ >). We applied the ISRI
Stemmer, in the manner of previous work (Mec-
cawy et al., 2023), to simplify Arabic text by
reducing words to their roots to minimise vo-
cabulary diversity. We employed the AraBERT
tokenizer, and sequences exceeding 512 tokens
were truncated. Most essays fit this limit, ex-
cept four from the Biotechnology course, ex-
ceeding up to 575 words.

Model Design: AraBERT is a variant of
BERT that was pretrained on a substantial
Arabic text dataset (Antoun et al., 2020a) and
can be fine-tuned for specific tasks with mini-



mal additional training data, reducing the time
and resources needed for model development
and deployment. This study used the large
AraBERT configuration, featuring 12 encoder
blocks, 1024 hidden dimensions, 16 attention
heads, 512 sequence length, and 370 million
parameters. We added a classification head on
top of AraBERT, consisting of a single fully-
connected layer. Notably, this study marks the
first application of AraBERT to AES.

Model Training: The system aims to as-
sist the course presenter (first annotator), so
the model was trained only on the labels pro-
vided by that person. To ensure comparability
across questions, we normalized all scores in
the dataset to the range 0 to 5. For questions
with scores originally ranging from 0 to 10 (Q4
and Q5), we divided the scores by 2 to align
them with the score range used for other essays.
We trained the model once on the complete
dataset (a general-purpose model), as well as
separately for each course and each question.
We also trained the model separately on male
and female essay responses for the Introduc-
tion to Information Science course and on tra-
ditional and online essay responses, to observe
differences in model performance that could
affect each group differently.

For each of these experiments, we divided
the answers randomly into training, validation
and test sets (70/15/15). We trained using
Adam optimiser and tuned the hyperparame-
ters, including batch size, dropout rate (0.2),
and number of epochs, on the validation set
for each experiment, as detailed in Table A.2.
Given the dataset’s imbalanced nature, we em-
ployed class weights to give equal weight to each
class in the dataset by assigning proportionally
higher weights to instances from smaller classes.
The distribution of classes for each question is
illustrated in Figure B.15.

Evaluation Metrics: We adopted quadratic
weighted kappa (QWK) and F1 score as evalua-
tion metrics. QWK, an extension of Cohen’s k,
gauges the level of agreement between the scor-
ing outcomes of two assessors (Cohen, 1968).
This metric is commonly employed in AES
evaluation because, unlike accuracy and F1
score, k considers chance agreement, providing
a more reliable measure of rating concordance
(Mathias and Bhattacharyya, 2020). More-

The Experiment Unique words F1 QWK 3
The Entire Dataset 12440 0.78  0.884
Introduction to Information Science 3953 0.61 0.788
Management Information System 4469 0.59  0.779
Environmental chemistry 2702 0.95 0.971
Biotechnology 4241 0.85  0.953
Question 1 1922 0.59  0.887
Question 2 1906 047  0.733
Question 3 938 0.82  0.870
Question 4 2331 0.82  0.833
Question 5 1878 0.85  0.841
Question 6 978 0.95  0.942
Question 7 1801 0.33  0.425
Question 8 767 0.88  0.791
Question 9 507 091  0.979
Question 10 772 0.77  0.902
Question 11 1787 0.57  0.843
Question 12 2483 0.76  0.838
Female 2723 0.59  0.741
Male 3033 0.53  0.715
Traditional Exam 7506 0.57  0.758
Online Exam 6355 0.72  0.929
Narrative (Q1,Q4,Q5,Q7) 6790 0.45  0.693
Argumentative (Q2,Q8,Q11) 3863 0.64 0.732
Source Dependent (Q3,Q6,Q9,Q10,Q12) 4667 0.73  0.889

Table 4: Comparison of AraBERT models trained
on different question subsets.

over, QWK accommodates the ordinal nature
of classes, crucial to essay scoring, and employs
quadratic weights to reflect class rank order,
which is ignored by accuracy and F1 scores.
QWK is computed by:

>0 wiiOij

)
D j Wi i, 11,2

QWK =1— (1)

where w;; = % is the weight between
mark ¢ and mark j, N is the number of marks
available, O; ; is the number of observations
where the first assessor gave mark ¢ and the
second assessor gave mark j, and n;j is the

number of times that assessor k gave mark 3.

6 Results

We first evaluated the AraBERT model on
the entire dataset to gauge its performance
when trained with more data and a variety
of questions. Then, we trained and evaluated
models using data from each course, individual
question, question type, student gender, and
exam type, to identify the kind of scenarios
where the AES system could be more effective.

Results are shown in Table 4. On the com-
plete dataset, the model achieved QWK=0.884
and F1=0.78. The averages for models trained
separately per course were QWK=0.873 and



F1=0.75, and for models trained separately per
question, the averages were QWK=0.824 and
F1 =0.73. This suggests that larger training
sets may be beneficial, even if these incorporate
a mix of questions or subjects.

Scores vary substantially between questions.
For instance, performance in the Environmen-
tal Chemistry course exceeded that of the entire
dataset, even though this course included re-
sponses in Arabic mixed with English terms.
Among the different courses, performance was
weakest on Management Information Systems,
potentially due to the complexity of the student
responses, which had an average of 4469 unique
words (in extended answers), while Environ-
mental Chemistry had around 2702 unique
words (in restricted answers). This difference
may be because the Management Information
Systems course featured more open-ended es-
says, with two narrative questions, than En-
vironmental Chemistry, where answers were
more source-dependent and controlled, making
them easier for the model to evaluate.

Compared to Biotechnology, performance on
Information Science was weaker, despite its
larger training set. We investigated whether
this is due to the students’ use of informal
language, considering that this course is a first-
semester offering for first-year undergraduates,
while the Biotechnology course is taken in the
second semester of the third year. We com-
puted the perplexity (Miaschi et al., 2021) of
students’ answers for each course, finding that
Introduction to Information Science had a high
perplexity score of 14.87 compared to Manage-
ment Information System (1.77), Environmen-
tal Chemistry (1.5), and Biotechnology (1.68).
This suggests that the AraBERT model was
less suitable for modelling the Introduction to
Information Science answers, and that the lan-
guage differs from that used in other courses.

Overall, the model performed best with
source-dependent questions, where language
is more constrained, and worst with narrative
questions, which were the most open-ended,
with a higher number of unique words in Ta-
ble 4. The model also performed better with
online, rather than traditional in-person ex-
ams. Access to course materials online may
increase answer consistency. Splitting the In-
troduction to Information Science questions by
gender resulted in superior performance when

predicting female students’ marks, which may
reflect different teaching or learning styles, as
male and female students are taught separately
by different lecturers.

Magnitude of Errors: It is important to
consider the scale of errors that the model
makes: if the system predicts marks that are
much lower or higher than the human marker,
students could be unfairly penalised or re-
warded for poor-quality work. We therefore as-
sess the deviations between predictions and cor-
rect scores in Figure 1. The pattern is similar
across courses. The majority of errors involved
overestimations, with 10% of cases resulting in
a one-mark overestimation. Underestimations
were less frequent, occurring in 6% of cases
with a one-degree reduction. Exact matches
were 12% higher for Environmental Chemistry
than Introduction to Information Science. Ex-
amining the error distribution for each essay
type (Figure 2), one-mark overestimates oc-
cur noticeably more in narrative essays, while
source-dependent essay predictions match the
human marker’s grade in 87% of cases.

7 Comparison with Second Markers

Here, we ask whether the AraBERT model can
compete with a second human marker, in terms
of consistency with the course director’s marks.
We examine the accuracy of second markers
for two courses: Introduction to Information
Science and Information Systems Management,
for a total of six questions (Q1l to Q6) and
show results in Table 5. The highest accu-
racy was observed in Q3 (source-dependent),
where both markers provided the same grade
in 30.3% of cases out of 279 responses. Neg-
ative differences were far more frequent than
positive, meaning that second markers tended
to mark more harshly than the course directors.
Conversely, the lowest agreement was found in
Question 4 (narrative), which has notably more
cases of disagreement by 3 or more marks.
When compared with the performance of our
models, which were trained with the gold stan-
dard marks of the original markers, we see that
the disparity in second marker’s assessments
often exceeds the error rate of the automated
system. This suggests that the model could
effectively assist a human marker or help to
ensure consistency between multiple markers.
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Correlation QWK  Question Type -5 -4 -3 -2 -1 Matching 1 2 3 4 5
Question 1 0.574 0.543  Narrative 0 15 48 204 252 23.3 133 81 33 0 O
Question 2 0.639 0.618  Argumentative 0 19 6.7 16.7 22.6 25.6 178 70 1.1 0.7 0
Question 3 0.775 0.690 Source dependent = 0 04 9.0 25.1 25.1 30.3 75 1.9 07 0 0
Question 4 0.577 0.174  Narrative 0.6 2.6 123 19.5 24.7 20.8 91 71 13 19 0
Question 5 0.834 0.252  Narrative 1.3 0 39 162 24.0 31.8 214 71 0 06 O
Question 6 0.734 0.665 Source dependent = 0 0 0 3.3 125 27.6 50.7 53 0.7 0 O

Table 5: The extent of agreement and discrepancy between the scores of the two human assessors is
compared, in addition to the correlation, and QWK.

8 Conclusions and Future work model exploration, future research should also
focus on integrating AES systems into the essay
grading process effectively, and addressing stu-
dents’ and teachers’ concerns about automated
systems. This includes designing a process for
identifying and rectifying errors, and ensuring
that human teachers retain control while being
assisted in grading a large set of essays. This
area holds significant potential for enhancing
the efficiency and accuracy of essay scoring,
particularly in universities with limited teach-
ing resources. We also see value in expanding
our dataset with essays from a wider range of
courses and educational institutions, thereby
enhancing the robustness and versatility of our
model, and investigating other aspects of stu-
dent diversity beyond subject and gender. Our
approach may also provide a template for AES
data collection in other languages.

In this paper, we introduced AR-AES, the first
publicly-available Arabic AES dataset, consist-
ing of 2046 undergraduate essays with model
answers, marking criteria, and scores from mul-
tiple markers. We also developed and eval-
uated an AES system using AraBERT, and
demonstrated promising performance, partic-
ularly on source-dependent essays in domains
such as Environmental Chemistry. Our analy-
sis showed that agreement between our model
and gold standard marks is higher than agree-
ment among human markers, suggesting a role
for AES in ensuring consistency as well as in-
creasing marking efficiency.

There are numerous avenues for future work,
such as exploring the adaptation of state-of-the-
art techniques from the English AES field to the
domain of Arabic AES, such as the multi-scale
approach of (Wang et al., 2022). In addition to



9 Ethical Considerations and
Limitations

Maintaining high-quality data was a top pri-
ority throughout this study’s data collection
process. To ensure ethical compliance and re-
search integrity, the entire data collection plan
underwent scrutiny by an ethical review at the
University of Bristol in the United Kingdom,
resulting in their approval. This endorsement
confirmed adherence to UK scientific research
ethical standards, with an unwavering commit-
ment to preserving participant anonymity and
confidentiality.

Before choosing to deploy an AES system,
it is important to consider what happens if
a model makes a mistake. Using AES could
help human markers to reduce mistakes and
mark more consistently, but feedback to stu-
dents that explains their marks transparently,
alongside a clear appeals process, may also be
required to ensure that automated tools do
not introduce unfair marking decisions. It is
possible that automated systems could also be
tricked into giving high marks by including the
right phrases in an essay, so human oversight
of the AES system will be important to guard
against this. A limitation of our work is that
we did not uncover specific cases of the prob-
lems mentioned above; we present the dataset
to facilitate future work into such topics, e.g.,
by investigating model performance with ad-
versarial examples.

References

Qurratul Aini, Achmad Eko Julianto, and Dwijoko
Purbohadi. 2018. Development of a scoring ap-
plication for indonesian language essay questions.
pages 6-10.

Emad Fawzi Al-Shalabi. 2016. An Automated Sys-
tem for Essay Scoring of Online Exams in Arabic
based on Stemming Techniques and Levenshtein
Edit Operations. International Journal of Com-
puter Science Issues, 13(5):45-50.

Bassam Al-Shargabi, Rawan Alzyadat, and Fadi
Hamad. 2021. AEGD: ARABIC ESSAY GRAD-
ING DATASET FOR MACHINE LEARNING A
Cultural E-Government Readiness Model View
project A comparative study for Arabic text clas-
sification algorithms based on stop words elimi-
nation View project.

Alhanouf Alduailej and Abdulrahman Alothaim.
2022. AraXLNet: pre-trained language model

for sentiment analysis of Arabic. Journal of Big
Data, 9(1).

Mansour Alghamdi, Mohamed Alkanhal, Mo-
hamed Al-Badrashiny, Abdulaziz Al-Qabbany,
Ali Areshey, and Abdulaziz Alharbi. 2014. A hy-

brid automatic scoring system for Arabic essays.
AI Communications, 27(2):103-111.

Abeer Algahtani and Amal Alsaif. 2019. Automatic
Evaluation for Arabic Essays: A Rule-Based Sys-
tem.

Abeer Algahtani and Amal Alsaif. 2020. Auto-
mated Arabic essay evaluation. In Proceedings
of the 17th International Conference on Natural
Language Processing (ICON), pages 181-190, In-
dian Institute of Technology Patna, Patna, India.
NLP Association of India (NLPAI).

Ghadah Alwakid, Taha Osman, and Thomas
Hughes-Roberts. 2017. Challenges in sentiment
analysis for Arabic social networks. In Procedia
Computer Science, volume 117, pages 89-100.
Elsevier B.V.

Wissam Antoun, Fady Baly, and Hazem Hajj. 2020a.
AraBERT: Transformer-based Model for Arabic
Language Understanding.

Wissam Antoun, Fady Baly, and Hazem Hajj.
2020b. Aragpt2: Pre-trained transformer for
arabic language generation. arXiv preprint
arXiv:2012.15520.

Robert Ashburn. 1938. An experiment in the essay-
type question. The Journal of Experimental Ed-
ucation, 7(1):1-3.

Aiman M.Ayyal Awwad, Christian Schindler,
Kirshan Kumar Luhana, Zulfigar Ali, and
Bernadette Spieler. 2017. Improving pocket paint
usability via material design compliance and in-
ternationalization & localization support on ap-
plication level. In Proceedings of the 19th Inter-
national Conference on Human-Computer Inter-
action with Mobile Devices and Services, Mobile-
HCT 2017. Association for Computing Machinery,
Inc.

Aqil M. Azmi, Maram F. Al-Jouie, and Muhammad
Hussain. 2019. AAEE — Automated evaluation of
students’ essays in Arabic language. Information
Processing and Management, 56(5):1736-1752.

Jacob Cohen. 1968. Weighted kappa: nominal scale
agreement provision for scaled disagreement or
partial credit. Psychological bulletin, 70(4):213.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2018. BERT: Pre-training
of Deep Bidirectional Transformers for Language
Understanding.


https://doi.org/10.3233/AIC-130586
https://doi.org/10.3233/AIC-130586
https://doi.org/10.3233/AIC-130586
https://aclanthology.org/2020.icon-main.24
https://aclanthology.org/2020.icon-main.24
https://aclanthology.org/2020.icon-main.24
https://doi.org/10.1016/j.procs.2017.10.097
https://doi.org/10.1016/j.procs.2017.10.097
https://doi.org/10.1016/j.procs.2017.10.097
http://arxiv.org/abs/2003.00104
http://arxiv.org/abs/2003.00104
http://arxiv.org/abs/2003.00104
https://doi.org/10.1016/j.ipm.2019.05.008
https://doi.org/10.1016/j.ipm.2019.05.008
https://doi.org/10.1016/j.ipm.2019.05.008

Sabri Elkateb, William Black, Horacio Rodriguez,
Musa Alkhalifa, Piek Vossen, Adam Pease, and
Christiane Fellbaum. 2006. Building a WordNet
for Arabic.

Marwa M. Gaheen, Rania M. ElEraky, and
Ahmed A. Ewees. 2021. Automated students
Arabic essay scoring using trained neural network
by e-jaya optimization to support personalized
system of instruction. Education and Informa-
tion Technologies, 26(1):1165-1181.

Jiefu Gong, Xiao Hu, Wei Song, Ruiji Fu, Zhichao
Sheng, Bo Zhu, Shijin Wang, t £, and Ting Liu.
2021. TFlyEA: A Chinese Essay Assessment Sys-
tem with Automated Rating, Review Generation,
and Recommendation. pages 240-248.

Ali Hamdi, Khaled Shaban, and Anazida Zainal.
2016. A review on challenging issues in Arabic
sentiment analysis. 12(9):471-481.

Hale Ilgaz and Gilgiin Afacan Adanir. 2020. Pro-
viding online exams for online learners: Does it
really matter for them? Education and Informa-
tion Technologies, 25:1255—1269.

Martin Isleem. 2014. Developing attitudes toward
learning Arabic as a foreign language among
american university andcollege students.

Margaret J Johnson. 1999. Gender differences in
writing self-beliefs of elementary school students.

Sanaa Kaddoura, Rowanda D. Ahmed, and
D. Jude Hemanth. 2022. A comprehensive review
on Arabic word sense disambiguation for natural
language processing applications. 12(4).

Tarek Kanan, Odai Sadaqa, Amal Aldajeh, Hanadi
Alshwabka, Shadi AlZu’bi, Mohammed Elbes,
Bilal Hawashin, Mohammad A Alia, and others.
2019. A Review of Natural Language Processing
and Machine Learning Tools Used to Analyze
Arabic Social Media.

Zixuan Ke and Vincent Ng. 2019. Automated essay
scoring: A survey of the state of the art. In
1JCAI volume 19, pages 6300-6308.

Mary R. Lea and Brian V. Street. 1998. Student
writing in higher education: An academic lit-
eracies approach. Studies in Higher Education,
23:157-172.

Adnen Mahmoud and Mounir Zrigui. 2019. Sen-
tence embedding and convolutional neural net-
work for semantic textual similarity detection in
arabic language. Arabian Journal for Science
and Engineering, 44:9263-9274.

Sandeep Mathias and Pushpak Bhattacharyya.
2018. ASAP++: Enriching the ASAP auto-
mated essay grading dataset with essay attribute
scores. In Proceedings of the eleventh interna-
tional conference on language resources and eval-
uation (LREC 2018).

10

Sandeep Mathias and Pushpak Bhattacharyya.
2020. Can neural networks automatically score
essay traits? In Proceedings of the Fifteenth
Workshop on Innovative Use of NLP for Building
Educational Applications, pages 85-91, Seattle,
WA, USA — Online. Association for Computa-
tional Linguistics.

Maram Meccawy, Afnan Ali Bayazed, Bashayer Al-
Abdullah, and Hind Algamdi. 2023. Automatic
essay scoring for Arabic short answer questions
using text mining techniques. International Jour-
nal of Advanced Computer Science and Applica-
tions, 14(6).

Alessio Miaschi, Dominique Brunato, Felice Dell’or-
letta, and Giulia Venturi. 2021. What Makes
My Model Perplexed? A Linguistic Investigation
on Neural Language Models Perplexity. pages
40-47.

Abdulfattah Omar and Mohammed Aldawsari.
2020. Lexical Ambiguity in Arabic Information
Retrieval: The Case of Six Web-Based Search
Engines. International Journal of English Lin-
guistics, 10(3):219.

Ellis B Page. 1966. The Imminence of... Grading
Essays by Computer. 47(5):238-243.

Peter Phandi, Kian Ming A Chai, and Hwee Tou
Ng. 2015. Flexible Domain Adaptation for Au-
tomated Essay Scoring Using Correlated Linear
Regression. pages 17-21.

David Smith, Jennifer Campbell, and Ross Brooker.
1999. The impact of students’ approaches to
essay writing on the quality of their essays. As-
sessment € FEwvaluation in Higher FEducation,
24(3):327-338.

Abu Bakr Soliman, Kareem FEissa, and Samhaa R
El-Beltagy. 2017. Aravec: A set of Arabic word
embedding models for use in arabic nlp. Procedia
Computer Science, 117:256-265.

Abdelhadi Soudi, Giinter Neumann, and Antal
van den Bosch. 2008. Arabic Computational Mor-
phology: Knowledge-Basedand Empirical Meth-
ods. Computational Linguistics, 34(3):459-462.

Kaveh Taghipour and Hwee Tou Ng. 2016. A Neu-
ral Approach to Automated Essay Scoring. pages
1882-1891.

Yongjie Wang, Chuan Wang, Ruobing Li, and Hui
Lin. 2022. On the use of bert for automated
essay scoring: Joint learning of multi-scale essay
representation.

Wei Zhu. 2004. Faculty views on the importance
of writing, the nature of academic writing, and
teaching and responding to writing in the dis-
ciplines. Journal of Second Language Writing,
13:29-48.


https://doi.org/10.1007/s10639-020-10300-6
https://doi.org/10.1007/s10639-020-10300-6
https://doi.org/10.1007/s10639-020-10300-6
https://doi.org/10.1007/s10639-020-10300-6
https://doi.org/10.1007/s10639-020-10300-6
https://doi.org/10.1007/s10639-020-10300-6
https://doi.org/10.1007/s10639-020-10300-6
https://doi.org/10.3844/jcssp.2016.471.481
https://doi.org/10.3844/jcssp.2016.471.481
https://doi.org/10.3844/jcssp.2016.471.481
https://doi.org/10.1002/widm.1447
https://doi.org/10.1002/widm.1447
https://doi.org/10.1002/widm.1447
https://doi.org/10.1002/widm.1447
https://doi.org/10.1002/widm.1447
www.italianlp.it
www.italianlp.it
www.italianlp.it
www.italianlp.it
www.italianlp.it
https://doi.org/10.5539/ijel.v10n3p219
https://doi.org/10.5539/ijel.v10n3p219
https://doi.org/10.5539/ijel.v10n3p219
https://doi.org/10.5539/ijel.v10n3p219
https://doi.org/10.5539/ijel.v10n3p219
https://www.jstor.org/stable/20371545
https://www.jstor.org/stable/20371545
https://www.jstor.org/stable/20371545
https://doi.org/10.1162/coli.2008.34.3.459
https://doi.org/10.1162/coli.2008.34.3.459
https://doi.org/10.1162/coli.2008.34.3.459
https://doi.org/10.1162/coli.2008.34.3.459
https://doi.org/10.1162/coli.2008.34.3.459
https://www.kaggle.com/c/asap-aes
https://www.kaggle.com/c/asap-aes
https://www.kaggle.com/c/asap-aes
https://doi.org/10.1016/j.jslw.2004.04.004
https://doi.org/10.1016/j.jslw.2004.04.004
https://doi.org/10.1016/j.jslw.2004.04.004
https://doi.org/10.1016/j.jslw.2004.04.004
https://doi.org/10.1016/j.jslw.2004.04.004
https://doi.org/10.1016/j.jslw.2004.04.004
https://doi.org/10.1016/j.jslw.2004.04.004

Appendix A. Tables
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Table A.1: List of Questions Used in Each Course to Collect Essay Answers.
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The Question

Poten-
tial
Mark

Rubric-based evaluations

Explain in detail the differ-
ence between both the terms
data and information and
support your answers with ex-
amples of each type?

(1 degree)

The student’s ability to
introduce data, their role
and shapes

(1 degree)
The student’s ability to
introduce information,

its upbringing and its
use.

(2 degrees)

The student’s ability to
conclude the difference
between data and infor-
mation

(1 degree)

The student’s ability to
enhance his explanation
of data and information
with realistic, related ex-
amples

Explain at Tength the role of
increasing micro-disciplines
and increasing topics in in-
fluencing the information ex-
plosion revolution?

(2 degrees)

The student’s ability to
explain the reasons for
the increasing specializa-
tions and the subject.

(2 degrees)

The student’s ability to
the role and influence of
increasing specialization
in the information revolu-
tion.

(1 degree)

The student’s ability to
link the reasons for the
emergence of modern sci-
ence with the explosion
of information

Through what you learned in
the course, mention the com-
prehensive definition of the
term information science?

(2.5)

The student’s ability to
define the faces and role
of the Information Sci-
ence Department.

(2.5)

The student’s ability to
introduce the tasks of in-
formation science special-
ists since the establish-
ment of information to
the delivery to the ben-
eficiary.

Explain the distinctions in
roles and responsibilities
among administrative levels
in detail and provide illustra-
tive examples.

10

(3 degrees)
The student’s ability to
identify different manage-
ment levels

(4 degrees)

The student’s ability to
explain the difference be-
tween the tasks and du-
ties of each administra-
tive level

(3 degrees)

The student’s ability to
learn about the hierar-
chical sequence of the
tasks and roles of differ-
ent management levels

o

Mention three of the main
benefits of cloud computing
from a business perspective
with an explanation?

10

(4 degrees)

The student’s ability to
mention the three bene-
fits

(3 degrees)

The student’s ability to
explain each benefit ex-
tensively

(3 degrees)

The student’s ability to
explain the benefits of
cloud computing in busi-
ness administration

Through what you learned in
the course, mention the com-
prehensive definition of the
term information science?

ot

(3 degrees)

The student’s ability to
provide a comprehensive
definition of the term in-
formation technology

(2 degrees)

The student’s ability to
mention examples of in-
formation technology op-
erations.

Talk about the layers of the
atmosphere, mentioning the
height and temperature of
each layer.

(1 degree)

The student’s ability to
mention the names of the
five layers correctly

(2 degrees)

The student’s ability to
explain each layer exten-
sively

(1 degree)

The student’s ability to
conclude the difference
between the role of each
layer (temperature and
height)

(1 degree)

The student’s ability to
arrange the layers accord-
ing to their proximity to
the ground

What do you think about
the importance of the ozone
layer?

o

(2 degrees)

The student’s ability to
mention the role of the
ozone layer in protecting
the land

(2 degrees)

The student’s ability to
explain the classes that
have a role in protecting
the earth.

(1 degree)

The student’s ability to
know the basic role of the
ozone layer

‘What is the scientific defini-
tion of environmental chem-
istry?

(2 degrees)

The student’s ability to
perform the term scientif-
ically

(2 degrees)

The student’s ability to
determine the aspects of
environmental chemistry

(1 degree)

The student’s ability to
mention the importance
of environmental chem-
istry for human and life

10

Define the term biotechnol-
ogy?

ot

(2.5 degrees)

The student’s ability to
provide a comprehensive
definition of the term
biotechnology

(2.5 degrees)

The student’s ability
to mention examples of
biotechnology.

11

Discuss eating genetically
modified fruits healthy or
not?

(2 degrees)
The student’s ability to
explain the components
of the genetically modi-
fied fruits.

(2 degrees)

The student’s ability to
explain the benefits and
negatives of genetically
modified fruits.

(1 degree)
The student’s ability to
list the reasons that

make genetically modi-
fied fruits acceptable.

12

Five applications of biotech-
nology in the medical field
with explanation?

(3 degrees)

The student’s ability to
mention five vital technol-
ogy applications in the
field of medicine.

(2 degrees)

The student’s ability to
mention a simple expla-
nation of each type.

Table A.3: Scoring Criteria for Determining the Final Score, Set by Course Directors
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Figure B.1: Showing Class Distribution Across the Twelve Questions, with Scores Ranging from 0 to 5
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