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Abstract

Machine Translation systems has always faced001
challenges such as multiword expressions002
(MWEs) and wordplays, which impact their003
performances, being idiosyncratic and perva-004
sive across different languages. In this context,005
we seek to explore the nature of puns created006
from multiword expressions (PMWEs), char-007
acterized by the creation of a wordplay from a008
source MWE to recontextualize it or to give009
it a humorous touch. Little work has been010
done on these entities in NLP. To address this011
challenge, we introduce ASMR, an alignment-012
based PMWE identification and tagging algo-013
rithm. We offer an in-depth analysis of three014
different approaches to ASMR, each created to015
identify different types of PMWEs. In the ab-016
sence of PMWE-related datasets and resources,017
we proceed to a snowclone detection task in En-018
glish. We also perform a MWE identification019
task in 26 languages to evaluate ASMR perfor-020
mances across different languages. We show021
that ASMR exhibits state-of-the-art results for022
the snowclone detection task and produces in-023
teresting results with the MWE identification024
task. These results may indicate that ASMR is025
suitable for a PMWE identification task.026

1 Introduction027

A lot of work has been done on multiword ex-028

pressions (MWEs) in NLP since their introduc-029

tion to the field by Sag et al. (2002); Choueka030

(1988). They are generally described as combina-031

tions of words with a certain degree of idiomatic-032

ity at the lexical, syntactic, semantic, pragmatic033

and/or statistical levels (Baldwin and Kim, 2010).034

MWEs are usually non-compositional or semi-035

compositional (Gross, 1982), diosyncratic, perva-036

sive across different languages, and subject to vary-037

ing degrees of variation. (Ramisch, 2023). Other038

phenomena, such as ambiguity and discontiguity,039

may also be an issue (Constant et al., 2017). Be-040

cause of these features, they represent a particular041

challenge in NLP, notably for Machine Translation 042

systems, which need to take them into account (Za- 043

ninello and Birch, 2020). 044

Like any sequence of words, MWEs can serve as 045

the basis for creating puns and other kinds of word- 046

plays. Puns in multiword expressions (hereafter 047

PMWEs) are characterized by the creation of a pun 048

or a wordplay from a source multiword expression 049

in order to recontextualize it or give it a humorous 050

touch. By this process, MWEs such as (1) become 051

(2) in the context of strikes in France in 2023. 052

1. "l’heure est grave" 053

(FR, it’s a serious time) 054

2. "l’heure est grève" 055

(FR, it’s a strike time) 056

Like MWEs, PMWEs can be translated from one 057

language to another. For instance, (4) is a PMWE 058

created from (3) working in both Italian and En- 059

glish. However, studies show that the translation of 060

puns is not well handled by Machine Translation 061

systems (Yu et al., 2018; Jiang et al., 2021). 062

3. "l’alba dei morti viventi" 063

(IT, Dawn of the dead, 1978) 064

4. ""l’alba dei morti dementi" 065

(IT, Shaun of the dead, 2004) 066

To our knowledge, PMWEs have not been ex- 067

tensively studied in NLP, with very few resources 068

available and almost no dedicated work on them. 069

We find that PMWEs can be interesting due to their 070

dual nature as MWE and wordplay. Machine Trans- 071

lation tasks as well as Automatic Humor Analysis 072

could benefit from their study. Moreover, PMWEs 073

might be useful to study the morphosyntactic and 074

semantic evolutions of MWEs, since they tend to 075

accept new forms and/or meaning over time (Fi- 076

ala and Habert, 1989). In some cases, they may 077

even be completely replaced by one of their own 078

PMWE (Cusimano, 2015). 079

1



In addition to sharing the same difficulties as080

MWEs, PMWEs pose challenges of their own.081

Their identification in text can be even harder than082

that of MWEs, for several reasons: (i) they tend083

to be less frequent in texts than MWEs (ii) al-084

though their source MWE generally remains recog-085

nizable, several letters or words may are modified086

when creating a PMWE and (iii) their meaning can087

be altered, making the use of semantic-based ap-088

proaches more challenging. Finally, differentiating089

a PMWE from a MWE can be a complex task, even090

for an individual with a certain expertise in these091

entities, as shown in self reference (1000).092

In this paper, we introduce ASMR (Align, Seg-093

ment, Match, Rank), an alignment-based algorithm094

whose goal is to identify and tag PMWE candi-095

dates in texts. We first present the architecture of096

ASMR. We then proceed to various experiments097

in two different datasets in order to evaluate the098

performances of this algorithm:099

Snowclone detection For the first series of exper-100

iments, we evaluate how ASMR is able to detect101

snowclones (defined in Section 2) in a given set of102

sentences. To do so, we use the CATCHPHRASE103

dataset (Sweed and Shahaf, 2021).104

MWE identification For the second series of105

experiments, we aim to evaluate ASMR’s ability106

to identify and tag MWEs in different languages107

by using the PARSEME 1.3 corpus (Savary et al.,108

2023), which consists of 26 languages.109

With the help of an older prototype version of110

ASMR, we were able to identify PMWEs created111

from 216 MWEs in a corpus of French tweets (self112

reference, 1000). We were also able to identify a set113

of PMWEs created from formulas in Middle Arabic114

texts (self reference, 1000). Both approaches rely115

on qualitative evaluation carried out by experts on116

a selection of N PMWE candidates. In the absence117

of a PMWE annotated dataset, we have not yet been118

able to evaluate the performances of ASMR from119

a quantitative perspective. By combining a snow-120

clone detection task with a MWE identification and121

tagging task, we hope to gain a better insight into122

ASMR’s functionalities.123

2 Related Work124

MWE identification. The main focus of MWE125

processing in NLP is the identification task, whose126

goal is to tag MWEs from a lexicon or a list in a127

text. Direct string matching and rule-based meth-128

ods such as the ones proposed by Stanković et al. 129

(2016); Ramisch (2015) were the first approaches 130

used to address this task and are still used to this 131

day. More recent approaches use Large Language 132

Models (LLMs) such as BERT (Devlin et al., 2019). 133

In fact, LLMs-based methodologies tend to outper- 134

form other approaches for the task of MWE iden- 135

tification (Ramisch et al., 2020; Bui and Savary, 136

2024). For instance, Tanner and Hoffman (2023) 137

use a rule-based pipeline along with a pretrained Bi- 138

encoders for Word Sense Disambiguation (Blevins 139

and Zettlemoyer, 2020). Taslimipoor et al. (2020) 140

use a pretrained BERT model as well as a tree CRF 141

architecture to tag verbal MWEs in the PARSEME 142

1.2 corpus. Swaminathan and Cook (2023) use 143

multilingual LLMs to try to learn non-language- 144

specific knowledge about MWEs and idiomaticity. 145

Nevertheless, while pretrained LLMs seem to of- 146

fer better results than more traditional approaches, 147

they still have difficulties capturing their seman- 148

tic aspect (Tayyar Madabushi et al., 2021; Zeng 149

and Bhat, 2022). Wada et al. (2023) paraphrase 150

MWEs to address this problem, demonstrating that 151

taking into account relevant semantic information 152

can help to identify MWEs. Since there are very 153

few resources on PMWEs, approaches using lan- 154

guage models seem all the more costly to imple- 155

ment. We therefore drew inspiration from rule- 156

based approaches to design ASMR, using known 157

properties of PMWEs to characterize and identify 158

them. We also plan to implement some semantic 159

information in our methodology. 160

Wordplays Detection. Linguistic creativity, and 161

therefore wordplays, are hard to deal with in NLP. 162

As explained by Netzer et al. (2009); Saussure et al. 163

(1949), humans tend to diversify their sets of rela- 164

tions between words, using cultural and emotional 165

experiences for instance. As a result, the com- 166

binatorial possibilities for creating wordplays are 167

almost infinite (Knospe et al., 2016). Few works 168

report on wordplays detection. However, Since 169

2022, the JOKER-CLEF participative task chal- 170

lenge teams of scientists on several wordplay de- 171

tection tasks (Ermakova et al., 2022, 2023, 2024). 172

Snowclones Detection. A snowclone is generally 173

illustrated by a prototypical form of a MWE with 174

flexible positions ("X be the new Y", X and Y being 175

the flexible positions). It is derived from a reference 176

sentence ("pink is the new black", allegedly said by 177

Gloria Vanderbilt in India, 1960) and used to cre- 178

ate new forms ("orange is the new black", Netflix 179
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TV show, 2013). Snowclones have known a large180

set of definitions, often described as patterns that181

accept word substitutions (Liberman, 2006), taking182

up known and institutionalized MWEs that remain183

identifiable in all circumstances (Hill, 2018; Trau-184

gott et al., 2016). Hartmann and Ungerer (2023)185

propose a quantitative study of two snowclones,186

"X be the new Y" and "the mother of all X", by187

extracting new forms of these snowclones. Sweed188

and Shahaf (2021) introduce the CATCHPHRASE189

dataset, constituted of 3,855 snowclone-sentence190

pairs, along with a snowclone detection method-191

ology relying on an SVM-based approach and a192

RoBERTa-based approach (Liu et al., 2019) (Sec-193

tion 4. While snowclones tend to be PMWEs, there194

is no saying that all PMWEs are snowclones. Snow-195

clones correspond to patterns with predefined word196

substitution positions, but we argue that PMWEs197

do not necessarily comply with this rule.198

3 Introduction to ASMR199

ASMR main purpose is the identification and tag-200

ging of PMWEs (Puns created from Multi Word201

Expressions). It can be described as an alignment-202

based, semi-supervised approach. ASMR takes203

a list of seeds, for instance prototypical forms of204

MWEs, as described in Pasquer (2019), and a list205

of sentences in which we want to identify PMWEs206

created from the seeds. As an output, ASMR cre-207

ate a ranking of PMWE candidates for each seed.208

It consists of a succession of 4 processes, which209

we describe here.210

3.1 Alignment211

First, ASMR creates alignments between each212

seed-sentence pairs. An alignment can be defined213

as the superposition of the elements of two se-214

quences in order to highlight their similarities and215

differences. We give an example of alignment be-216

tween two sequences in Table 1.217

May the - beer be with you
May the force - be with you

Table 1: Example of alignment at token level for the
seed "May the force be with you" and the PMWE "May
the beer be with you" (CATCHPHRASE dataset). In
this example, the substitution of "force" by "beer" is
highlighted by the misalignment between these tokens
(in blue).

218

We use the BIOPYTHON package1 to create these 219

alignments. Initially dedicated to the alignment of 220

DNA and RNA sequences, this package offers a 221

fast token-level alignment. Furthermore, BIOPY- 222

THON allows us to fetch multiple possible align- 223

ments for a given seed-sentence pair, as shown in 224

Table 2. 225

there s no place like long island no place like home
there s - - - - - no place like home
there s no place like - - - - - home

Table 2: Two possible alignments between the seed
"there’s no place like home" and a sentence seen in the
CATCHPHRASE dataset.

3.2 Segmentation 226

Once the alignments made, we use them to find 227

the longest common segment (hereafter LCS) be- 228

tween a seed and a sentence. This LCS will be our 229

PMWE candidate. To find the LCS, we perform 230

the following steps: (i) we retrieve each aligned 231

token between a seed and a sentence and (ii) for 232

each misalignment, we create a list containing all 233

consecutive misaligned tokens, both for the seed 234

and the sentence. We plan to use these misalign- 235

ment lists in the next step in order to match unseen 236

tokens from the seed with substitute tokens from 237

the corresponding sentence. 238

3.3 Matching 239

The matching process’s goal is to isolate the LCS 240

between a seed and a sentence. We provided 3 241

approaches to match tokens from the seed with 242

tokens from the sentence, leading to the creation 243

of 3 different approaches to ASMR: ASMRexact, 244

ASMRfuzzy and ASMRcombined. 245

ASMRexact Only identical tokens between the 246

seed and the sentence are matched. In other word, 247

only the aligned tokens are matched, while the 248

misaligned ones are ignored. 249

ASMRfuzzy We match every single token be- 250

tween the first and the last common tokens between 251

the aligned seed and sentence. If the X first tokens 252

of the seed are unseen in the sentence, we match 253

the first X tokens before the first common token 254

in the sentence. We repeat this process with the Y 255

last tokens of the seed: if they are unseen in the 256

sentence, we match the Y first tokens after the last 257

common token in the sentence. 258

1https://biopython.org/
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Seed some men just want to watch the world burn
Sentence some people really do just want to watch the world freeze

Alignment some men - - - just want to watch the world burn -
some - people really do just want to watch the world - freeze

Segmentation some [men] just want to watch the world [burn]
some [people,really,do] just want to watch the world [freeze]

Matchexact some just want to watch the world
Matchfuzzy some people really do just want to watch the world freeze
Matchcombined some people just want to watch the world freeze
Cand.exact some just want to watch the world 0.86
Cand.fuzzy some people really do just want to watch the world freeze 0.70
Cand.combined some people just want to watch the world freeze 0.80

Table 3: Alignment, segmentation, matching and resulting candidate (Cand.) for each approach for the seed "some
men just want to watch the world burn" paired with the sentence "some people really just do want to watch the
world freeze", found in the CATCHPHRASE dataset. For each seed-candidate pair, a cosine similarity is computed to
rank candidates.

ASMRcombined In addition to matching the259

aligned tokens between the seed and the sentence,260

we use misalignment lists to find the closest match261

for each unseen token from the seed. Let’s take the262

following lists listseed and listsent from Table 3:263

• listseed = [men]264

• listsent = [people,really,do]265

For each token tokseed from listseed, we com-266

pare its POS tag with the ones of each of the tokens267

in listsent. The first token from listsent with the268

same POS tag is matched with tokseed. If no token269

possesses the same POS tag as tokseed, we com-270

pute a Levenshtein score between tokseed and each271

token in listsent in order to find the best match.272

The only word from listseed, "men", would there-273

fore match with the first token of listsent, "people",274

since they share the same POS tag.275

Table 3 show the alignment, segmentation276

and matching steps. Each approach was de-277

signed to provide a solution to a specific prob-278

lem. ASMRexact can help us identify puns-free279

MWEs and provide a minimal tagging of MWEs.280

In contrast, it should not be able to find substi-281

tutes to unseen tokens in the seed, and therefore282

is most likely not suitable for PMWEs identifica-283

tion. ASMRfuzzy, on the contrary, should be able284

to identify PMWEs, especially insertion and sub-285

stitution based PMWEs, but will most probably286

produce a significant amount of noise, as it does287

not take discontinuity into consideration. Finally,288

ASMRcombined will try to match the exact number289

of words seen in the seed by matching unseen to-290

kens with substitutes. However, it should not be291

able to identify insertions.292

3.4 Ranking 293

Prior to this step, we aligned, segmented and 294

matched each seed with each sentence. As a result, 295

we obtain a certain number of PMWE candidates 296

for each seed. The final step of ASMR is to rank 297

these candidates in order to sort them according to 298

their probability of corresponding to a PMWE. We 299

choose to use a cosine similarity score (illustrated 300

in 1) using SCIKIT-LEARN to vectorize and to rank 301

the candidates for each seed. 302

sc( u⃗, v⃗ ) =
u⃗ · v⃗

∥ u⃗ ∥ ∥ v⃗ ∥
(1) 303

We compute a cosine similarity matrix between 304

each seed u and all the PMWE candidates v ex- 305

tracted with this seed, as shown in 2. 306

M =


sc(u⃗1, v⃗1) sc(u⃗1, v⃗2) · · · sc(u⃗1, v⃗n)
sc(u⃗2, v⃗1) sc(u⃗2, v⃗2) · · · sc(u⃗2, v⃗n)

...
...

. . .
...

sc(u⃗m, v⃗1) sc(u⃗m, v⃗2) · · · sc(u⃗m, v⃗n)


(2) 307

The ranking step can be repeated for numerous 308

linguistic information layers. For instance, if our 309

seeds and sentences are POS tagged, we can com- 310

pute another similarity matrix between the POS 311

tags of the seeds and the ones of the candidates. 312

We argue that such process allows us to take into 313

account various information in order to adjust our 314

ranking of the candidates for each seed. In order 315

to take all the available linguistic information lay- 316

ers into account at the same time, we calculate the 317

mean similarity score of all layers for each can- 318

didate. Finally, we ponder our scores by taking 319

into account the difference of length N between 320

the seed and the candidate: if the candidate has 321
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Recall Precision F-score Accuracy
ASMRexact .89±.06 .73±.14 .79±.09 .89±.10
ASMRfuzzy .88±.03 .81±.09 .84±.05 .88±.03
ASMRcombined .89±.02 .80±.06 .84±.03 .89±.02
SVM (Sweed and Shahaf, 2021) .78±.12 .84±.13 .81±NA .85±.08
ROBERTA (Sweed and Shahaf, 2021) .74±.18 .70±.15 .72±NA .81±.94

Table 4: Results of ASMR for snowclone detection on the CATCHPHRASE test set. For the results of our approaches,
the standard deviation is computed on 20 runs. Additionally, we manually computed F-scores for SVM and
ROBERTA since (Sweed and Shahaf, 2021) did not report them.

Figure 1: Impact of threshold on recall, precision, F-
score and accuracy for the best run on the test partition
of CATCHPHRASE with ASMRcombined.

X fewer tokens than the seed, we apply a rule of322

proportionality to its score S, as in 3.323

Sponder =
S · (N −X)

N
(3)324

By applying this rule, we aim to discriminate325

candidates shorter than their seed, as a lot of them326

tend to be false positive. Additionally, shorter can-327

didates that partially match the words of a seed328

tend to have better cosine similarity scores when329

compared with a seed, as seen for Cand.exact in330

Table 3.331

4 Snowclone detection332

We explained the features of ASMR. We now use333

the CATCHPHRASE dataset (Sweed and Shahaf,334

2021) to evaluate ASMR capacity to detect if a335

sentence contains a snowclone.336

Dataset. The CATCHPHRASE dataset consists of337

3,855 snowclone-sentence pairs, of which 1,406338

sentences allegedly contain the snowclone it was339

paired with. It proposes a binary classification task:340

for each snowclone-sentence pair, we must indi-341

cate whether the sentence contains the snowclone342

it was paired with. To achieve this classification343

task, (Sweed and Shahaf, 2021) used a Feature- 344

based SVM model as well as a ROBERTA-based 345

model. We report the recall, precision and accuracy 346

they obtained with these models in Table 4. Sur- 347

prisingly, their SVM model performed better than 348

their ROBERTA model. 349

Parameters. As ASMR does not learn from in- 350

put data, we use the train and dev partitions of 351

CATCHPHRASE to determine the best parameters 352

to run our experiments. We run ASMR with 240 353

distinct sets of parameters on the train partition. 354

These parameters include those of the vectorizer 355

(number of ngrams and analyzer) and the threshold 356

at which we consider a candidate to be a snowclone 357

(according to its score). We only use token-level in- 358

formation during these runs. We select the 10 best 359

sets of parameters for the train partition and the 10 360

best sets for the dev partition, for a total of 20 sets. 361

We plan to run ASMR on the test partition with 362

these 20 sets of parameters and to report standard 363

deviation. We repeat this process for each approach, 364

ASMRexact, ASMRfuzzy and ASMRcombined for 365

a total of 720 runs. 366

Results. We report the results we obtained with 367

ASMR with each approach in Table 4. ASMRexact 368

obtained the best recall and accuracy. ASMRfuzzy 369

offer the best precision among the 3 tested algo- 370

rithms, as well as the best F-score. ASMRcombined 371

achieve the best recall, F-score and accuracy. This 372

matching algorithm might be slightly better than 373

the other two due to the nature of snowclones, 374

which are mainly created by substitution. Over- 375

all, ASMR performs better than the models used 376

by Sweed and Shahaf (2021) for the task of snow- 377

clone detection, although we note that our accu- 378

racy is slightly behind that obtained by their SVM 379

model. Figure 1 shows the impact of threshold 380

on the metrics we used for the best run (with 381

ASMRcombined). As expected for a ranking system, 382

the lower the threshold, the lower the precision and 383

the higher the recall. 384
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ASMRexact ASMRfuzzy ASMRcombined s2s
R P F R P F R P F F

AR 32.2±02 54.0±01 40.3±01 25.4±08 40.3±12 30.4±09 34.0±06 40.6±11 35.3±03 50.9
BG 72.1±01 55.3±00 62.5±00 61.9±11 56.8±04 58.4±04 63.3±10 57.4±03 59.5±03 65.7
CS 59.4±00 64.9±00 62.0±00 46.4±11 57.5±08 51.0±09 60.0±03 59.0±05 59.3±02 74.1
DE 20.7±00 67.3±03 31.6±00 16.4±03 38.8±19 22.2±06 18.6±01 43.3±15 25.5±03 71.4
EL 57.9±03 57.3±01 57.5±01 44.4±13 55.4±05 48.4±08 55.4±07 59.5±02 56.9±03 66.3
EN 44.4±01 78.0±00 56.5±00 32.4±08 66.7±15 42.6±08 42.8±03 72.1±08 53.6±03 59.9
ES 53.8±00 54.7±00 54.2±00 45.3±08 49.9±05 47.3±06 50.2±05 51.5±04 50.6±03 55.6
EU 72.7±01 76.4±03 74.4±01 62.3±10 74.5±07 67.2±07 71.3±05 69.1±08 69.8±04 82.1
FA 61.8±00 77.8±01 68.8±00 64.0±03 78.0±05 70.1±01 66.4±04 76.5±02 71.0±02 71.9
FR 66.2±04 73.6±01 69.6±02 50.2±13 57.5±13 53.5±13 65.9±04 65.1±07 65.2±03 78.7
GA 19.4±00 52.0±00 28.2±00 17.2±06 49.3±13 23.9±05 19.4±01 51.6±07 28.0±00 26.6
HE 35.8±01 64.1±01 45.9±00 33.9±02 53.6±10 41.3±04 36.3±01 57.4±06 44.4±02 46.9
HI 45.2±00 80.6±01 57.9±00 51.2±08 75.4±12 59.6±02 46.4±01 70.7±07 55.9±02 58.7
HR 64.1±01 91.9±00 75.5±01 49.7±13 77.9±14 60.1±13 61.9±03 79.8±09 69.5±04 75.3
HU 18.5±02 81.8±21 29.4±01 15.8±03 69.3±16 25.2±03 18.4±02 76.0±18 28.9±01 32.0
IT 59.0±01 64.0±01 61.4±00 50.0±07 55.2±09 52.2±07 58.6±02 61.1±03 59.8±01 65.0
LT 27.5±00 83.2±00 41.3±00 20.2±05 65.1±15 30.7±07 27.7±02 78.1±05 40.9±02 48.9
MT 14.2±02 19.2±01 16.3±01 16.0±04 16.4±03 15.7±02 10.4±04 15.2±04 12.1±04 16.5
PL 62.4±05 90.1±01 73.6±03 52.3±11 80.6±11 62.9±11 60.1±06 77.8±10 67.4±05 82.5
PT 51.4±07 70.0±07 58.5±04 34.6±05 47.3±07 39.3±03 53.4±10 59.0±07 54.8±05 74.0
RO 88.4±00 61.1±00 72.3±00 69.3±17 53.8±07 60.0±10 83.8±07 54.7±05 66.0±05 74.8
SL 51.2±04 33.2±01 40.2±01 33.7±16 29.2±04 30.0±09 49.7±04 30.2±03 37.4±02 41.8
SR 37.8±01 87.1±00 52.7±01 34.5±05 74.9±14 46.9±06 38.8±02 79.0±10 51.6±01 62.0
SV 29.2±01 80.8±03 42.8±01 25.1±04 70.1±13 36.7±05 28.4±02 74.2±03 41.0±02 82.2
TR 71.8±03 58.4±02 64.4±01 67.8±06 57.8±04 62.2±03 65.8±08 53.4±04 58.5±05 65.0
ZH 22.0±00 40.5±00 28.4±00 20.0±01 42.0±01 27.1±00 23.5±01 39.2±01 29.2±01 35.0
M 47.7 66 52.6 40 57.4 44.8 46.6 59.7 49.7 60.1

Table 5: Global MWE-based results on the test set of PARSEME 1.3 for 26 languages using ASMR. We report
recall (R), precision (P), F-score (F) and mean (M) for all languages. Since we performed 10 runs for each language
for our approaches, we also report the standard deviation. For the sake of comparison, we add SEEN2SEEN (s2s)
system results. We underline state-of-the-art results.

5 MWE identification385

We measured the performance of ASMR for the386

task of snowclone detection in sentences with387

CATCHPHRASE. We now want to evaluate its abil-388

ity to identify tokens belonging to MWEs in a given389

set of sentences.390

Dataset. We use the version 1.3 of the391

PARSEME corpus (Savary et al., 2023), com-392

posed of 26 languages and mainly containing ver-393

bal MWEs. This corpus proposes a MWEs tagging394

task. So far, only 2 systems have been tested on395

the PARSEME 1.3 corpus: SEEN2SEEN (Pasquer396

et al., 2020) and MTLB-STRUCT (Taslimipoor397

et al., 2020). Savary et al. (2023) report the results398

for these 2 systems on PARSEME 1.3.399

Parameters. The following steps are repeated400

for each language: (i) We retrieve a list of every401

MWEs seen in the train partition (lemmas and POS402

tags included). Since we collected lemmas for each403

word, we use them to align each MWE with each404

sentence. (ii) We run ASMR with 256 sets of pa-405

rameters on the dev partition. Those parameters406

consist of cosine similarity thresholds for the token407

layer, the morphosyntactic layer and the lemma 408

layer. The possible thresholds were 0.1, 0.3, 0.7 409

and 1. We also compute a semantic score between 410

each candidate and MWE using the SENTENCE- 411

TRANSFORMERS package.This addition will en- 412

able us to assess the impact of semantic informa- 413

tion on a MWE identification task using ASMR. 414

Additionally, we remove candidates with disconti- 415

nuities of more than 4 words. As shown in Pasquer 416

(2019), the vast majority of discontinuous MWEs 417

tend to have shorter discontinuities. (iii) We select 418

the 10 best sets of parameters for the dev partition 419

to run them on the test partition. We repeat this 420

process for each approach with ASMR, totaling 421

768 runs per language. In the end, we performed 422

19,968 runs on PARSEME 1.3. 423

Results. Table 5 shows the global MWE-based 424

results we obtained on the test set of PARSEME 425

1.3 for each language. Overall, ASMRexact ob- 426

tained the best results among all the ASMR ap- 427

proaches, with a mean F-score of 52.6. Since 428

ASMRexact only tag aligned words between a seed 429

and a sentence, this result does not come as a sur- 430

prise. ASMRfuzzy offer the best F-score for Hindi 431
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Figure 2: Boxplots of F-scores obtained on the dev partition of PARSEME 1.3 for each linguistic features (token,
lemma, upos and semantic similarity) for different thresholds (1, 0.7, 0.4 and 0.1) and each language. We used the
F-scores obtained with ASMRexact since it has the best mean F-score among the 3 approaches we used.

(HI), while ASMRcombined obtained the best F-432

scores with Persian (FA) and Chinese (ZH). We433

report state-of-the-art results on the PARSEME434

1.3 corpus with ASMR for Irish (GA) and Croatian435

(HR).436

In order to analyze the impact of each feature437

used to identify MWEs with ASMR, we generate438

boxplots for each feature and each threshold used439

with these features in Figure 2. These boxplots440

consist of F-scores obtained with every run made441

with ASMRexact on all languages on the dev par-442

tition. For instance, the first boxplot represents all443

the F-scores obtained with a threshold of 0.1 for the444

token feature. We observe that (i) regardless of the445

feature, a threshold of 1 seems to be too restrictive,446

as F-scores tend to be much lower, (ii) for the token447

and semantic features, we observe almost no varia-448

tion with different thresholds, which can indicate449

that those features are not the most determinant450

for MWE identification with ASMR and (iii) the451

lemma and upos features show better F-scores with452

a threshold of 0.7, meaning that those features are453

probably the most helpful to identify MWEs with454

ASMR.455

6 Error analysis with PARSEME456

Since PARSEME 1.3 offers several metrics on457

different subsets of MWEs, such as discontinuous458

and unseen ones, we can perform a more refined459

analysis of ASMR capabilities. Table 6 shows the460

mean F-scores including all languages obtained461

with each approach on different subsets of MWEs.462

We observe that for two subsets (discontinuous and463

unseen-in-train) we achieve lower F-scores. Ad-464

ditionally, since ASMR was designed to identify465

PMWEs, we could argue that the Variant-of-train 466

score is lower than expected. 467

Exact Fuzzy Combined
Tok-based 55.0 48.1 52.6
Continuous 57.1 52.3 54.8
Discontinuous 41.9 14.8 38.4
Seen-in-train 68.0 61.0 66.9
Unseen-in-train 00.9 06.8 05.2
Variant-of-train 60.1 50.3 59.4
Identical-to-train 78.6 72.8 76.4

Table 6: mean F-scores including all languages obtained
with each approach on different subsets of MWEs. We
highlight the most interesting subsets (in bold).

Discontinuous Discontinuous MWEs are a recur- 468

ring challenge for MWE identification task (Con- 469

stant et al., 2017). As ASMRfuzzy and 470

ASMRcombined try to match misaligned words 471

between a MWE and a candidate, their low F- 472

scores are expected. This is especially the case for 473

ASMRfuzzy, which match every word between the 474

first and the last common words between a MWE 475

and a candidate (as previously seen in Table 3). We 476

observe that ASMRexact, by tagging only aligned 477

tokens, manage to obtain the highest mean F-score 478

among the 3 approaches. 479

Unseen-in-train One could argue that ASMR 480

should be able to see a minimal number of unseen- 481

in-train MWEs, especially with the ASMRfuzzy 482

and ASMRcombined approaches. We argue that 483

this can be the case, notably with shorter, more 484

generic MWEs, such as "break up". Table 7 shows 485

10 candidates found with ASMRcombined for the 486

MWE "break up". We observe the presence of other 487

seen-in-train MWEs as well as 2 unseen-in-train 488

MWEs. We also report erroned candidates, which 489
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does not correspond to a MWE. While ASMR is490

capable of capturing both closely related MWEs491

and unseen MWEs, it might be difficult for it to492

distinguish good candidates from bad ones. This is493

highlighted by the ranking in Table 7, where seen,494

unseen and erroned MWEs tend to blend together495

in the ranking.496

Candidate Cat Tok Upo Lem Sem M
broke up see 0.10 1.00 1.00 0.84 0.73
speak up uns 0.55 1.00 0.48 0.45 0.62
fuck up uns 0.20 1.00 0.21 0.44 0.46
look up see 0.22 1.00 0.18 0.29 0.42
make up see 0.12 1.00 0.11 0.41 0.41
ensure up err 0.07 1.00 0.07 0.49 0.41
end up see 0.03 1.00 0.03 0.54 0.40
jangle up err 0.01 1.00 0.02 0.51 0.38
grow up see 0.02 1.00 0.02 0.49 0.38
have up err 0.02 1.00 0.03 0.46 0.38

Table 7: 10 ranked candidates for the MWE "break up".
For each candidate, we report its score for each feature
as well as its mean score (M, used for the ranking)
and its subset (Cat). Possible categories are seen (see),
unseen (uns) and erroned (err).

Variant-of-train Variants of MWEs can corre-497

spond to several instances in the PARSEME 1.3498

(see guidlines2). Among these instances, we find (i)499

syntactic variants, such as conjugated verb, change500

of tense or number and (ii) MWEs with some open501

slots (to make/take a decision). The former should502

be handled by morphosyntactic and lemmas anal-503

ysis in most case, but the latter may have a di-504

rect impact on MWE identification, especially with505

ASMR. Table 8 shows 10 candidates found with506

ASMRfuzzy for the MWE "poluqa pomow" (BG,507

get help). We observe possible variations for both508

words of this MWE. "poluqa" can be conjugated509

and/or replaced by "vze" and "pomow" can be re-510

placed by "podkrepata". Once again, the possible511

variations of this MWE blend with erroned candi-512

dates in the ranking, making it hard to distinguish513

them. However, we observe that simple syntactic514

variants seems to obtain a higher score than other515

candidates, making it to the top of the ranking and516

therefore easier to identify.517

7 Discussion518

In this work, we introduced ASMR, a PMWE519

identification and tagging algorithm relying on520

sentence-level alignments and similarity scores in521

2https://parsemefr.lis-lab.fr/
parseme-st-guidelines/1.3/?page=010_Definitions_
and_scope/030_Syntactic_variants_of_VMWEs

Candidate EN Cat M
poluqat pomow get help var 0.90
poluqiha pomow get help var 0.84
poluqavat pomow get help var 0.73
kaza pomow say help err 0.65
kaza pomowta say help err 0.63
poeha pomow ask help err 0.63
vze pomow take help var 0.61
stana pomow become help err 0.61
poluqi podkrepa receive support var 0.54
poluqi podkrepata receive support var 0.54

Table 8: 10 ranked candidates for the MWE "poluqa
pomow" (BG, get help). For each candidate, we propose
a minimal translation in english (EN) as well as its mean
score (M) and its category (Cat). Possible categories are
identical (idt), variant (var) and erroned (err).

order to propose a ranking of PMWE candidates 522

in a given set of sentences. While earlier stud- 523

ies show that ASMR can be used to extract good 524

PMWE candidates in both French and Arabic (self 525

reference, 1000), no quantitative evaluation was 526

yet performed, due to a lack of a PMWE annotated 527

dataset. To get around this issue, we proceeded to 2 528

experiments in order to evaluate ASMR function- 529

alities. We first used a snowclone detection task 530

on the CATCHPHRASE dataset in order to evalu- 531

ate ASMR’s capacity to assert the presence of a 532

PMWE candidate in a sentence. We then used the 533

PARSEME 1.3 corpus to evaluate ASMR iden- 534

tification and tagging performances on MWEs for 535

26 languages. We show that ASMR obtains state- 536

of-the-art results on the snowclone detection task 537

and for two languages with the MWE identification 538

task (Irish and Croatian). 539

We performed an in-depth analysis of the limita- 540

tions we encountered with some subsets of MWEs 541

within PARSEME, which allowed us to get a bet- 542

ter understanding of ASMR performances. This 543

analysis has shown that, while true positive and 544

false positive candidates tend to blend together in 545

the ranking, the top N candidates seem to be perti- 546

nent in most cases. This observation is highlighted 547

by both the MWE identification task and the snow- 548

clone detection task, where higher thresholds lead 549

to higher precision and lower recall. We also note 550

that, while we performed multiple run for each task, 551

our standard deviations are low, which can account 552

for the robustness of ASMR. 553

We plan to create a PMWE dataset through par- 554

ticipative sciences to further evaluate the perfor- 555

mances of ASMR. Such dataset would also be 556

useful to test the performances of other systems, 557

either created for MWE or PMWE identification. 558
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Limitations559

CATCHPHRASE experiment. We take into ac-560

count several limitations, due to either the CATCH-561

PHRASE dataset or the methodology we used: (i)562

the dataset itself is imbalanced. As stated by its563

authors, 64 % of the sentences do not contain the564

snowclone they were paired with (Sweed and Sha-565

haf, 2021). (ii) the task doesn’t evaluate the ca-566

pacity of a system to tag tokens belonging to a567

snowclone. (iii) since CATCHPHRASE does not568

come with POS tag nor lemmas, we only tokenized569

both the snowclones and the sentences. (iv) the570

threshold itself can be seen as a limitation: the571

ideal threshold found for the train and dev parti-572

tions of the dataset might not always be the same573

for the test partition. Nevertheless, we find that574

for CATCHPHRASE, the ideal threshold seems to575

be roughly the same for all partitions (between 0.1576

and 0.3).577

PARSEME 1.3 experiment. To avoid overload-578

ing our calculation server, we had to limit the num-579

ber of runs we made on the PARSEME 1.3 corpus.580

To limit this number, we did not manipulate the581

features of the vectorizer used to compute cosine582

similarity scores, which remained the same among583

all languages. We also limited to 4 the number584

of thresholds we used for each feature (using only585

thresholds of 0.1, 0.4, 0.7 and 1). Moreover, since586

ASMR was not initially designed to strictly iden-587

tify MWEs, we added a rule to limit the size of588

possible discontinuities to 4. While this rule is also589

found in other systems, such as the one of Pasquer590

et al. (2020), we did not evaluate its impact on591

the MWE identification task with ASMR. Finally,592

ASMR does not account for phenomena such as593

permutation yet, which might have an impact on594

the results we obtained, since some MWEs allow595

word permutations.596

Ethical considerations597

We ran ASMR on an AMD EPYC MODEL 7543P598

MILAN 32 CORE CPU with 32GB of memory.599

We ran it on every language in parallel threads,600

for a cumulated time of 58 hours and a maximum601

time of 13 hours. We use this information along602

with the carbon intensity in France in 20243 to603

estimate our carbon footprint, which amounts to604

120.45g estimated CO2 emission (or 0.12 estimated605

3https://www.sfen.org/rgn/
2024-record-production-electricite/

CO2 emission kilogram). This estimation remains 606

approximate, as we couldn’t take every parameter 607

into account. 608

In comparison, Large Language Models such as 609

BERT usually have a much higher carbon foot- 610

print (Wang et al., 2023). 611
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A Snowclone detection task details 834

In this Section, we report some basic metadata on 835

the CATCHPHRASE dataset as well as the parame- 836

ters used during the training session and the best 837

sets of parameters we used during the test session. 838

Finally, we show an example of the ranking ob- 839

tained for the snowclone "may the force be with 840

you". 841

A.1 CATCHPHRASE metadata 842

Table 9 shows some statistics on the CATCH- 843

PHRASE dataset. Table 10 shows a sample of the 844

CATCHPHRASE dataset for two snowclones. For 845

each snowclone, we report an identical match, a 846

partial match and a mismatch. 847

#Token #Sentence #Snowclone
train 50,292 2,974 1,235
dev 11,068 682 60
test 10,389 520 111
total 58,785 3,855 1,406

Table 9: Number of tokens, sentences and sentences
containing a snowclone in CATCHPHRASE.

A.2 Run parameters 848

The tested parameters include those of the vector- 849

izer and the threshold at which we consider a can- 850

didate to correspond to a snowclone. The possible 851

parameters were as follows: 852

• ngram: 1,2 | 1,3 | 2,3 | 2,4 | 3,4 | 3,5 | 4,5 | 4,6; 853

• analyzer: word | char | char_wb; 854

• threshold: 1, 0.9, 0.8, ... 0.2, 0.1, 0. 855

The best runs on the test partition of the CATCH- 856

PHRASE dataset were the following: 857

• ASMRexact: ngram = 3,4 | analyzer = char | 858

threshold = 0.3; 859

• ASMRfuzzy: ngram = 2,4 | analyzer = word | 860

threshold = 0.3; 861

• ASMRcombined: ngram = 1,2 | analyzer = 862

word | threshold = 0.2. 863
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Snowclone Sentence Label
may the force be with you thank you and may the force be with you 1
may the force be with you may the gods be with you 1
may the force be with you the ache in my chest from not being able to be with you 0
i love the smell of napalm in the morning i love the smell of napalm in the morning 1
i love the smell of napalm in the morning they love the smell of racism in the morning 1
i love the smell of napalm in the morning i love the smell of christmas 0

Table 10: Some entries of the CATCHPHRASE dataset. We highlight in bold the snowclones in each sentence. A
label of 1 indicates that the snowclone is seen in the sentence, while a label of 0 indicates that the snowclone is not
present in it.

A.3 Resulting ranking864

We report some ranked candidates for the snow-865

clone "may the force be with you" in Figure 3 for866

the 3 approaches to ASMR. For each approach, we867

use the best parameters found on the train and dev868

set for the vectorizer with this approach, which is869

why some candidate’s scores may vary. We also870

report the impact of threshold on the best run with871

each approach in Figure 4.872

B MWE identification task details873

In this Section, we report basic metadata for the874

PARSEME 1.3 corpus, the parameters we used875

during the training session and the best parameters876

for each language, for each approach. We also877

show some instances of ranking.878

B.1 PARSEME 1.3 metadata879

Figure 5 show the number of sentences and MWE880

for each language in the PARSEME 1.3 corpus.881

We notice that some languages are much more882

represented than others. This is especially the883

case for Portuguese (PT), Romanian (RO), Chi-884

nese (ZH) and Czech (CS), which all contain more885

than 30,000 sentences.886

B.2 Run parameters887

The tested parameters all correspond to a thresh-888

old for each linguistic information layer we used889

during our experiments on the PARSEME 1.3890

corpus (token level, morphosyntactic level, lem-891

mas and a semantic similarity score). The possible892

thresholds were 0.1, 0.4, 0.7 and 1. We limited893

them in order to avoid overloading our calculation894

server with longer runs. We report in Table 11 the895

best parameters for each language and for each896

approach to ASMR. For the semantic scores, we897

used the PARAPHRASE-XLM-R-MULTILINGUAL-898

V1 model from the SENTENCE-TRANSFORMERS899

python package. This model covers all of the 26900

languages of ASMR.901

B.3 Resulting ranking 902

For 21 language, we show the top 3 candidates of 903

our ranking system obtained with ASMRcombined 904

for a random MWE in Table 12. 905

C Error analysis details 906

We show the the F-scores obtained for each subset 907

of MWE for each language in the PARSEME 1.3 908

corpus for each approach in Table 13, Table 14 and 909

Table 15. 910
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ASMRexact ASMRfuzzy ASMRcombined

tok upos lem sem tok upos lem sem tok upos lem sem
AR 0.1 0.4 0.7 0.1 0.1 0.4 0.7 0.1 0.1 0.7 0.1 0.1
BG 0.4 0.4 0.7 0.1 0.4 0.4 0.7 0.1 0.4 0.4 0.7 0.1
CS 0.4 0.4 0.7 0.4 0.4 0.4 0.7 0.4 0.4 0.4 0.7 0.1
DE 0.1 0.7 0.7 0.4 0.1 0.4 0.7 0.4 0.1 0.7 0.4 0.4
EL 0.1 0.7 0.7 0.1 0.1 0.7 0.4 0.1 0.1 0.7 0.7 0.1
EN 0.1 0.7 0.7 0.4 0.1 0.7 0.1 0.4 0.1 0.7 0.7 0.4
ES 0.1 0.1 0.7 0.4 0.1 0.1 0.7 0.4 0.1 0.1 0.7 0.4
EU 0.1 0.7 0.7 0.4 0.1 0.7 0.4 0.4 0.1 0.7 0.4 0.4
FA 0.1 0.7 0.4 0.1 0.1 0.7 0.7 0.1 0.1 0.7 0.7 0.4
FR 0.1 0.7 0.7 0.1 0.1 0.7 0.4 0.1 0.1 0.7 0.4 0.1
GA 0.1 0.4 0.7 0.4 0.1 0.7 0.1 0.4 0.1 0.7 0.7 0.4
HE 0.4 0.1 0.7 0.4 0.4 0.1 0.7 0.4 0.4 0.1 0.7 0.4
HI 0.1 0.7 0.7 0.1 0.1 0.7 0.7 0.4 0.1 0.7 0.1 0.1
HR 0.1 0.1 0.7 0.1 0.1 0.1 0.7 0.1 0.1 0.7 0.4 0.1
HU 0.1 0.1 0.4 0.7 0.1 0.1 0.4 0.7 0.1 0.1 0.4 0.7
IT 0.1 0.7 0.7 0.4 0.1 0.4 0.7 0.7 0.1 0.7 0.4 0.4
LT 0.1 0.7 0.7 0.4 0.1 0.7 0.4 0.4 0.1 0.7 0.7 0.4
MT 0.1 0.7 0.7 0.4 0.1 0.7 0.4 0.4 0.1 0.7 0.7 0.4
PL 0.1 0.1 0.7 0.4 0.1 0.1 0.7 0.4 0.1 0.1 0.7 0.1
PT 0.1 0.7 0.7 0.7 0.1 0.7 0.7 0.4 0.1 0.7 0.7 0.7
RO 0.1 0.7 0.7 0.4 0.1 0.7 0.4 0.4 0.1 0.7 0.4 0.4
SL 0.1 0.7 0.7 0.1 0.1 0.7 0.4 0.1 0.1 0.7 0.4 0.1
SR 0.1 0.1 0.7 0.1 0.1 0.1 0.7 0.1 0.1 0.1 0.7 0.1
SV 0.1 0.4 0.7 0.4 0.1 0.4 0.7 0.4 0.1 0.7 0.4 0.4
TR 0.4 0.1 0.7 0.1 0.4 0.1 0.7 0.1 0.4 0.1 0.7 0.1
ZH 0.7 0.7 0.7 0.7 0.7 0.7 0.1 0.1 0.7 0.4 0.7 0.7

Table 11: Best run parameters for each language for each approach for each linguistic information layer: token
(tok), morphosyntactic (upos), lemmas (lem) and for the semantic similarity (sem).
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Language Candidate mean tok upos lem sem

BG
rexavane na problemi 0.99 0.99 1.0 1.0 0.96
rexavane na problema 0.98 0.93 1.0 1.0 0.99
rexavane na problemite 0.97 0.91 1.0 1.0 0.95

CS
mít problém 1.0 1.0 1.0 1.0 1.0
mít problémů 0.97 0.91 1.0 1.0 0.98
má problém 0.91 0.69 1.0 1.0 0.95

DE
der entscheiden 1.0 1.0 1.0 1.0 1.0
Der entscheiden 0.97 1.0 1.0 1.0 0.87
den entscheiden 0.97 0.89 1.0 1.0 0.98

EL
το παίρνει 0.92 0.83 1.0 1.0 0.85
Το παίρνει 0.9 0.83 1.0 1.0 0.76
Ο παίρνει 0.9 0.84 1.0 1.0 0.76

EN
Look forward 1.0 1.0 1.0 1.0 0.99
look forward 1.0 1.0 1.0 1.0 1.0
looking forward 0.91 0.7 1.0 1.0 0.94

ES
informar de 1.0 1.0 1.0 1.0 1.0
informa de 0.93 0.81 1.0 1.0 0.93
informaron de 0.92 0.81 1.0 1.0 0.88

EU
aintzat hartu 1.0 1.0 1.0 1.0 1.0
aintzat har 0.99 0.98 1.0 1.0 0.97
aintzat hartuz 0.95 0.88 1.0 1.0 0.93

FR
se rendre compte 1.0 1.0 1.0 1.0 1.0
s’ rendre compte 0.95 0.8 1.0 1.0 0.99
se rendant compte 0.88 0.55 1.0 1.0 0.96

GA
baint le 1.0 1.0 1.0 1.0 1.0
baint leis 0.96 0.94 1.0 1.0 0.92
bhaint leo 0.87 0.67 1.0 1.0 0.79

HR
nastaviti s 0.99 0.98 1.0 1.0 0.99
Nastaviti s 0.98 0.98 1.0 1.0 0.95
nastavi s 0.92 0.71 1.0 1.0 0.98

HU
kötött szerződés 1.0 1.0 1.0 1.0 1.0
kötött szerződést 0.98 0.94 1.0 1.0 0.99
kötött szerződésben 0.97 0.91 1.0 1.0 0.98

IT
si prestare 1.0 1.0 1.0 1.0 1.0
Si prestare 0.98 1.0 1.0 1.0 0.9
Si prestata 0.92 0.74 1.0 1.0 0.92

LT
sprendimas priimtas 0.92 0.81 1.0 1.0 0.89
Sprendimas priimtas 0.91 0.81 1.0 1.0 0.84
sprendimą priimti 0.91 0.65 1.0 1.0 0.98

MT
Il- industrija 1.0 1.0 1.0 1.0 0.98
l- industrija 0.98 0.99 1.0 1.0 0.94
Iż- industrija 0.96 0.91 1.0 1.0 0.94

PL
spodziewać się 1.0 1.0 1.0 1.0 1.0
spodziewają się 0.89 0.69 1.0 1.0 0.88
spodziewał się 0.89 0.77 1.0 1.0 0.78

PT
ter qualidade 1.0 1.0 1.0 1.0 1.0
tem qualidade 0.94 0.83 1.0 1.0 0.94
teve qualidade 0.91 0.75 1.0 1.0 0.9

RO
beneficia de 1.0 1.0 1.0 1.0 1.0
beneficiat de 0.96 0.87 1.0 1.0 0.97
beneficiază de 0.94 0.8 1.0 1.0 0.97

SL
se privoščiti 1.0 1.0 1.0 1.0 1.0
se privoščite 0.97 0.9 1.0 1.0 0.98
si privoščiti 0.97 0.93 1.0 1.0 0.95

SR
biti u problema 0.98 0.94 1.0 1.0 1.0
je u problem 0.93 0.79 1.0 1.0 0.93
sam od problem 0.77 0.5 1.0 0.73 0.83

SV
ta reda på 1.0 1.0 1.0 1.0 1.0
Ta reda på 0.99 1.0 1.0 1.0 0.97
får reda på 0.81 0.6 1.0 0.65 0.97

TR
teşekkür etti 0.98 0.97 1.0 1.0 0.97
teşekkür ederim 0.97 0.89 1.0 1.0 1.0
teşekkür eden 0.97 0.95 1.0 1.0 0.94

Table 12: top 3 results obtained for a random MWE for 21 languages in PARSEME 1.3 with ASMRcombined.
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ASMRexact Candidate Score Freq
may the force be with you 1.00 51
may the force be with 0.81 3
the force be with you 0.74 6
the force be with 0.58 1
may the force be you 0.50 1
force be with you 0.44 3

(a)

ASMRfuzzy Candidate Score Freq
may the force be with you 1.00 51
may the force be with your 0.69 1
let the force be with you 0.51 6
may the force be good to you 0.29 1
may some of the force be with you 0.22 1
may the gravity force be with you 0.20 3

(b)

ASMRcombined Candidate Score Freq
may the force be with you 1.00 51
may the force be with your 0.81 1
may some force be with you 0.23 2
may the peace be with you 0.15 1
may the god be with you 0.14 3
may the boop be with you 0.14 1

(c)

Figure 3: Some ranked candidates for the snowclone "may the force be with you" (Star Wars franchise), found in
the CATCHPHRASE dataset. We report candidates for each approach.

Figure 4: Impact of threshold on recall, precision, F-score and accuracy for the best run on the test partition of
CATCHPHRASE with each approach.

Figure 5: Number of sentences and MWEs for each language in the PARSEME 1.3 corpus.
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Tok-based Continuous Discontinuous Seen Unseen Variant Identical
AR 43.6 48.6 26.5 55.8 00.7 46.7 69.6
BG 62.9 66.7 47.0 70.0 00.0 51.1 80.4
CS 67.6 73.6 49.7 69.1 01.7 61.1 86.6
DE 37.8 38.7 22.0 44.1 00.0 38.3 51.8
EL 59.8 63.6 50.5 72.1 00.0 62.2 85.6
EN 55.5 62.1 47.1 83.2 00.0 73.1 93.3
ES 56.1 59.6 38.2 68.8 00.0 57.8 84.8
EU 75.6 83.7 45.8 81.6 00.0 69.0 95.8
FA 71.3 75.5 39.4 84.5 00.8 75.8 93.2
FR 71.2 75.2 61.0 80.2 00.0 73.1 86.6
GA 30.7 40.4 16.3 62.7 00.0 53.9 92.9
HE 46.4 48.0 38.5 74.2 00.0 54.8 92.1
HI 59.8 62.1 23.9 87.3 00.0 77.4 96.3
HR 75.1 83.3 62.9 87.1 00.0 74.9 93.3
HU 43.0 26.1 62.8 33.1 00.0 48.5 28.9
IT 61.5 67.0 47.8 76.9 00.0 68.1 88.9
LT 38.7 41.1 41.4 76.8 00.0 72.6 98.3
MT 19.5 18.0 11.3 32.1 00.0 31.8 32.5
PL 73.5 80.6 54.4 85.5 00.0 79.5 92.3
PT 59.0 61.3 55.2 82.8 20.3 79.4 90.0
RO 73.8 76.4 63.9 74.9 00.0 46.7 87.9
SL 40.2 43.3 37.4 44.8 00.0 40.4 58.1
SR 53.4 56.4 44.6 80.5 00.0 75.0 94.1
SV 54.1 39.2 56.1 51.9 00.0 58.5 45.9
TR 64.7 69.5 13.5 71.1 00.7 64.5 84.3
ZH 35.5 27.4 32.8 37.6 00.0 31.8 38.7
Mean 55.0 57.1 41.9 68.0 00.8 60.1 78.6

Table 13: F-score obtained for each subset of MWE in each language with the PARSEME 1.3 corpus, using
ASMRexact.
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Tok-based Continuous Discontinuous Seen Unseen Variant Identical
AR 34.6 38.5 11.0 45.3 05.8 33.9 60.6
BG 58.5 63.7 21.0 67.2 06.3 42.0 77.9
CS 56.0 66.4 20.5 60.6 05.5 46.6 84.7
DE 32.6 29.5 06.2 36.5 01.7 28.1 46.3
EL 51.9 60.5 22.4 61.5 08.7 50.2 75.0
EN 41.8 54.6 10.8 69.3 03.8 56.4 80.2
ES 49.8 53.5 17.0 65.2 02.6 51.7 81.5
EU 68.8 76.2 17.1 78.1 03.3 62.8 92.2
FA 72.3 77.1 13.1 84.6 25.8 75.4 92.6
FR 57.8 63.9 22.9 68.4 02.8 55.1 78.1
GA 26.8 36.7 04.8 57.5 06.3 48.1 80.8
HE 43.1 45.7 16.1 69.6 06.9 46.5 88.6
HI 61.1 62.6 05.3 90.8 14.0 84.8 95.8
HR 61.8 73.5 25.9 73.9 03.6 62.1 79.5
HU 39.5 25.5 17.9 28.4 05.0 39.5 25.6
IT 54.6 59.6 17.9 72.1 04.1 61.4 84.8
LT 29.5 39.3 11.7 61.0 02.4 54.3 91.8
MT 18.8 17.5 04.9 30.4 05.7 29.9 31.0
PL 63.1 72.5 25.8 76.5 04.1 66.2 86.8
PT 42.1 52.5 00.0 60.3 20.7 49.2 78.4
RO 64.1 66.9 26.3 68.2 01.9 43.2 77.7
SL 31.0 37.4 15.4 36.4 01.3 29.7 51.9
SR 48.1 54.5 22.3 73.0 06.9 65.7 89.7
SV 47.5 37.8 23.1 44.9 07.1 45.5 43.8
TR 62.2 65.0 05.6 71.6 09.0 66.0 81.8
ZH 35.3 29.9 03.0 34.2 10.5 13.3 36.7
Mean 48.1 52.3 14.8 61.0 06.8 50.3 72.8

Table 14: F-score obtained for each subset of MWE in each language with the PARSEME 1.3 corpus, using
ASMRfuzzy .
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Tok-based Continuous Discontinuous Seen Unseen Variant Identical
AR 40.2 44.4 21.0 54.1 06.2 46.2 66.1
BG 59.5 64.7 38.4 67.6 06.6 45.7 78.1
CS 64.8 70.8 47.3 68.3 04.9 60.0 86.8
DE 35.3 29.4 20.5 39.7 02.8 39.1 40.3
EL 59.1 64.8 48.5 70.0 10.0 62.2 80.7
EN 52.9 58.6 45.3 81.6 00.8 72.2 91.2
ES 52.4 56.0 35.5 67.6 01.3 56.8 82.6
EU 71.5 79.6 41.8 81.0 03.4 68.7 94.8
FA 73.2 78.1 39.4 84.8 23.0 76.4 92.9
FR 67.2 72.0 55.6 80.5 01.0 73.8 86.4
GA 31.7 40.2 16.2 69.0 02.3 61.1 91.2
HE 45.3 47.1 34.9 72.8 05.0 53.1 90.9
HI 58.5 61.7 19.0 86.9 04.1 77.1 95.8
HR 70.0 77.2 57.4 84.8 03.5 73.4 90.7
HU 42.6 25.8 58.5 32.6 03.6 48.1 28.4
IT 60.1 66.5 44.5 77.4 02.1 69.1 88.6
LT 38.5 40.3 41.6 75.6 03.0 71.6 96.2
MT 15.2 13.1 09.4 25.0 01.6 24.7 25.4
PL 67.8 75.0 47.5 83.3 04.2 76.8 90.8
PT 55.9 60.4 48.3 81.3 23.2 77.6 88.9
RO 67.6 71.1 56.4 73.6 02.6 47.5 85.2
SL 37.9 40.2 35.0 44.3 01.7 40.2 56.8
SR 52.9 56.3 42.1 79.8 04.6 74.1 93.8
SV 52.3 37.8 52.6 50.6 02.7 56.9 45.0
TR 59.4 65.0 08.6 68.1 06.2 61.8 80.4
ZH 36.5 28.4 32.9 37.8 05.0 30.5 39.2
Mean 52.6 54.8 38.4 66.9 05.2 59.4 76.4

Table 15: F-score obtained for each subset of MWE in each language with the PARSEME 1.3 corpus, using
ASMRcombined.
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