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Abstract

The Mixed effects Cox model and survival neural networks are commonly used to
predict the hazard rate of an interesting event. This paper compared the predictive
ability of the two techniques using simulation tools based on sample size and
the censoring rate of mixed effects data from agriculture. Thus, varying into
three sample sizes and five censoring rates, fifteen different datasets with 1000
replications were simulated based on the characteristics of a real data from Jatropha
Curcas L. seeds germination trial. Based on three performance metrics (Brier Score,
Integrate Brier Score, and Concordance index), the mixed effects Cox model better
predicted the survival outcomes than the Partial Logistic Artificial Neural Network
original on relatively low sample size (768 or 1536) and middle censoring rate (40
% or 50.65 %). Therefore, the dimension and censoring rate of the relevant dataset
must be considered when selecting one of the two models for analysis.

1 Introduction

In agriculture, the developmental and growth events in a plant’s life are connected to specific points
in time, be it seed germination, seedling emergence, the appearance of the first leaf, flowering, fruit
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ripening, wilting, or death [5]. Indeed, techniques of survival analysis are used on agricultural data to
predict the risk and survival probability of those event mainly seed germination [6]. Besides, in order
to make a good explanation of the developmental and growth events related to the plant’s lifetime,
the survival data collected usually involves as many experimental factors as possible that could affect
the event of interest in a given study. Depending on data type, most survival analysis techniques used
are Cox proportional hazards models [6, 12], and mixed effects Cox models but also Survival neural
networks from machine learning technique [2].

The Cox proportional hazards (Cox PH) models are introduced and applied in agriculture mainly to
estimate the effects of biotic and/or abiotic factor(s) on the instantaneous risk of an interesting event
in a hypothetical study [6, 12]. But in applied statistical practice, clustering, hierarchical designs,
longitudinal studies, or repeated measurements can all lead to grouped data structures defined by one
or more grouping factors [15]. Hence the development of mixed effects Cox models used to estimate
the instantaneous risk of an event using data containing fixed and random factors [7, 9, 12]. As an
example, a mixed effects Cox model was used by Hamann et al [7] to evaluate the longevity costs of
first-year fitness and failed reproduction of Boechera stricta using R coxme package v. 2.2-16 [16].
Concerning the machine learning tools, neural network models are useful alternatives in modeling
survival data when the assumptions of a classical parametric or semiparametric survival model are
seriously violated [3]. Nowadays, several learning neural network models have been developed and
adapted to deal with Cox PH models for right-censored survival data depending on study objectives
[2], and are either single-layer or multi-layer architectures [1, 3, 8, 14]. As illustrations, we have
the original and extended versions of the partial logistic artificial neural network (PLANN) [8] as
well as the kernel emerging extreme learning machine Cox model regularized by a based broken
adaptive ridge (ELMCoxBAR) [3]. But, in presence of a dataset with mixed factors, which of the
tools (the classical mixed effects Cox model or the survival neural network model) can better predict
the hazards of the interesting event ?
In order to overcome that challenge, some researches have already been done to compare the prediction
performance of survival analysis to that of machine learning tools, especially the comparison of Cox
proportional hazard models to artificial neural networks using simulation approaches[8]. The more
frequent predictive performance measures for those models are the Brier score (BS), the Integrated
Brier score (IBS), and Harrell’s concordance index (C-index) [8]. Unfortunately, any of the previous
research did not identify the best model between the mixed effects Cox model and the learning neural
network for hazard rate prediction, in spite of grouping factors frequently encountered in practice,
mainly on agricultural data. The current study proposes to bring out the predictive ability of those
two different statistical tools through a mixed effects Cox model (model with random effect) and
a survival neural network (PLANN original) using mixed censoring data by answering two (02)
research questions: (1) Which of those two statistical tools has the best performance for hazard rate
prediction? And (2) what happens to the predictive performance of those two different techniques on
real data from the agriculture field? The results of these questions will help to improve the analytics
quality of censored data with mixed effects.

2 Data and Methodology

2.1 Data simulation

Data simulation has been done based on a real data from a crop production experiment, especially
Jatropha Curcas L. seeds germination follow-up containing three (3) categorical variables (Locality,
Accession, and Block) and two (2) numerical variables (Time and Status). The experimental design
used is a Randomized Complete Block Design with three treatments (Accessions) and 4 repetitions
(Blocks). In the real dataset, the factor "Accession" is nested to "Block" and "Block" is nested to
"Locality". So the size of each simulated dataset was the product of number of localities, accessions,
blocks and block units. Then, three different sample sizes (768, 1536, and 2304) were defined. The
Time was generated from Weibull distribution (shape = 1.7067 and scale = 18.2140) and Status with
binomial distribution with five scenarios of 20 %, 40 %, 50.65 %, 60 %, and 80 % censoring rates.

2.2 Implementation of models and performance metrics used

The implementation of both MECox model and PLANN has been done on each dataset splitted into
two sub-datasets, 75 % for model training and 25 % for model test. For the training of MECox model,
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the R packages survival and coxme were used. The hazards were predicted using the equation 1 with
baseline hazards λ0 estimated using muhaz R function from the package muhaz. To implement the
PLANN approach, we followed the steps of data transformation and data training as Kantidakis et al
[8] refered to the equation 2. PLANN provides the discrete conditional probability (0 or 1) used to
compute estimated hazard in each interval and after the survival probabilities.

λ(tij , Xij , bj) = λ0(t) exp(Xijβ + bj) (1)
with t time of event, X fixed factors, b random effect, β vector of the regression parameters, i
observations, and j Blocks.

λ(τI ,X,W )=f
[
W ′0k+

∑H
h=1W

′
hkgh

(
W0h+W1hτI+

∑j=p
j=1 W(j+1)hxij

)]
(2)

With j nodes in input layer, h nodes in hidden layer k = 1 node in output layer, xij p elements of
covariate vector xi, wjh weights from input to hidden layer, w′hk weights from the hidden to the
output layer, w0k and whk weights of the bias nodes for the input-hidden and the hidden-output layers
respectively. The activation function of both the hidden and output layers was sigmoid function.

Three (03) performance measures were used (Table 1) and two independent sample t-tests to test the
significance level of the differences between models for each scenario mention them on barplots.

Table 1: The three (03) performance measures used
Performance metrics Formular R function

Brier Score (BS) (y−Ŝ(t0|x))2 Brier
Integrated Brier Score (IBS) 1

t2−t1

∫ t2
t1
BS(u) du IBS

Concordance Index (C-index) Conc pairs
Conc pairs+Disconc pairs Cindex

With Ŝ(tx) model-based survival probability, x predictor and y actual observation-ignoring censoring.

3 Results

3.1 Comparison of predictive performance over sample size

Figue 1) showed the variation of the performance metrics used over the sample size for both models
studied. Thus, IBS (Figure 1A) showed that the MECox model better performed survival outcomes
than the PLANN on all three sample sizes studied. The C-index revealed the same comparison when
using the first two sample sizes (768 and 1536), but the contrary with the largest sample size of the
study (2304) (Figure 1B). For both metrics, the MECox model better predicted survival outcomes on
a dataset with relatively low observations (768 or 1536) and 50.65 % censored data than PLANN.

Figure 1: Variation of Integrated Brier Score (A) and C-index (B) over sample size.

3.2 Comparison of predictive performance over censoring rate knowing the sample size

Figure 2 showed the variation of IBS and C-index following the censoring rates for each of the sample
sizes. Regarding the sample sizes 768 (Figure 2a) and 1536 (Figure 2b) , both IBS and C-index values
decreased when the censoring rate increased for both two models, but this was more pronounced
with the MECox model than PLANN. For the sample size 2304 (Figure 2c), IBS and C-index values
decreased when the censoring rate increased for the MECox model but kept relatively constant for
PLANN. In terms of comparison, IBS and C-index showed that the MECox model better predicted
the survival outcomes than the PLANN with a dataset of 768 or 1536 observations and censoring
rates of 40 %, and 50.65 %, and also 20 % when the dataset contains until 2304 observations.
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(a) Sample size equal to 768 (b) Sample size equal to 1536. (c) Sample size equal to 2304.

Figure 2: Variation of Integrated Brier Score (A) and C-index (B) over censoring rate.

3.3 Application on real data results

During the application section, the data of baobab (Adansonia digitata L.) seeds germination was
used, extracted from a split plot design (completely randomized) with three repetitions (Block). Two
fixed factors (climatic zone and water stress) were tested, with each three modalities. As results, the
C-index value was greater for the MECox model than that for PLANN contrary to IBS obtained for
the mixed effects Cox model lower than that for PLANN. Since the size of the real data used was
low (540) compared to all the sample sizes used in the simulation method, and the censoring rate
(65.74 %) closed to 50.65%, the results of simulation tools were confirmed.

4 Discussion

This study assessed the prediction performance of the MECox model and PLANN original on mixed
data using Monte Carlo simulation with 1000 replications and its comparison with real data’s results.
The results varied over sample size and censoring rate, and performance metrics perfectively were
reasonables refering to some previous researches [4, 11, 13]. Thus, the comparison of both models
studied over the data sample size regarding each of the performance metrics used revealed mainly
three different situations of prediction behaviors. There was the case where the MECox model could
better perform on survival mixed data than PLANN regardless of the sample size, the case where both
models could have a similar performance on a dataset of 1536 objects, and the case where PLANN
could better perform with a sample size larger than the largest (2304) used in this study. Refering
to the previous studies [4, 13], all those three situations could be possible under some conditions.
First, a critical review work of Kantidakis et al [13] saw among 19 studies comparing SNN and Cox
model’s performance, 9 (47.4 %) claimed better predictive performance of the SNN, while 5 reported
a similar or better performance (26.3 %) of the SNN compared to the Cox model, and 5 (26.3 %)
showed similar performance. Beside, Wang u.a. [11] showed that the prediction performance of
classical survival models was slightly high than the survival neural network, regardless of the data
sample size. Regarding the variation of data sample size, the estimated mean c-index obtained by
Wang u.a. [11] in the case of small data sample size was high for the cox model and lowest for
SNN when the mean IBS showed the contrary with a low difference. Likewise, Kantidakis et al [8]
found that the Cox model performed slightly better than the SNNs with a larger sample size (N =
1000), and the predictive performance of both models improved when the sample size increased
(smaller Brier scores, higher C-indexes). Concerning the variation of IBS and C-index measured
over the censoring rate for each single sample size used, the decreasing of C-index values over
the censoring rate observed on all three sample sizes (768, 1536, and 2304) for both two models
could be explained by the results of Alabdallah et al [10] where the C-index of CPH and all ML
models studied decreased over the censoring rate. The results obtained with the real data of Adan-
sonia digitata L. seeds germination also proved how well the simulation properties had been respected.

5 Conclusion

In summary, the predictive performance of the mixed effects Cox model and the partial logistical
artificial neural network on agriculture data depends on the sample size and censoring rate. The mixed
effects Cox model was the best in most of the data scenarios, especifically for dataset of relatively low
observations and a censoring rate less or equal to 50 %. Then, a good choice between both models
for hazard prediction should base on those two data components.
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