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Abstract 

Early eye illness detection is a major issue; early eye disease identification is crucial to 

preventing future complications. Early identification is crucial in several vision-losing 

disorders such as cataracts, diabetic retinopathy, and diabetes mellitus cataract, which cause 

blindness in working people at younger ages. This study aims to develop an eye disease 

detection model. The model was created by using an African iris dataset from Kaggle, PCA, 

KNN, and SVM (Support Vector Machine). The results decided which algorithms classified 

myopia or hyperopia best. Evaluation metrics were used to evaluate the performance 

implementation. The SVM algorithm outperformed the other algorithms, achieving a 

classification testing accuracy with PCA of 71.6%. The study concluded that the proposed 

approach can be used to accurately classify eye diseases in African patients and highlights 

the importance of considering the specific population when developing models for classifying 

or detecting eye diseases. 

Keywords: Machine learning, Classification algorithm, Feature extraction, Eyes, Disease 

detection. 

1.0 Introduction 

Early diagnosis of eye disorders is a major cause of visual impairments and blindness worldwide. Only 

approximately half of diabetics get annual eye exams due to a dearth of ophthalmologists (Ravindran, 

2019). Some studies have constraints due to limiting their dataset to certain years due to rapid field advances 

and the review of deep learning-based algorithms due to their performance on picture categorization. Vision 

impairment and eye illnesses affect 26.3 million Africans, including 20.4 million with impaired vision and 

5.9 million who are blind. Africa has 15.3% of the world's blind people (Outbreak, n.d.). In Nigeria alone, 

24.3 million individuals are blind, 5.3 million have moderate to severe blindness, 7.8 million have mild 

blindness, and 9.9 million are near blind (Map, 2020). This makes Nigeria the continent's leader in eye 

disease. 

This study, therefore, used K-Nearest Neighbor and SVM to improve eye illness identification using an 

African dataset with the following contributions: 



i. The study utilized PCA to reduce the dimensionality of the dataset and improve the performance of the 

classification algorithms. By reducing the number of features, the model becomes more efficient and less 

prone to overfitting. 

ii. The study compared the performance of two classification algorithms, K-Nearest Neighbor (KNN), and 

Support Vector Machine (SVM). This comparison helped identify the most effective algorithm for 

classifying eye diseases in the African population. 

iii. The study evaluated the proposed model using a dataset of African patients, which is critical as many 

eye disease detection models have been developed using datasets from other regions. By using an African 

dataset, the paper ensures that the model is appropriate for the population it is intended to serve. 

2.0 Methods 

Below indicates the breakdown of this study’s methodology: 

Step 1: Collected project-related data. The dataset gotten was from Kaggle 

Step 2: Minimized picture dataset dimensionality with PCA preprocessing. 

Step 3: Classified the dataset using K-Nearest Neighbor to simplify its performance. 

Step 4: Used Support Vector Machine to classify and predict dataset performance. 

Step 5: Compared PCA and non-PCA results i.e. comparing the findings from the data using Principal 

Component Analysis (PCA) utilizing Machine Learning Algorithms with those without preprocessing. 

Assessed the accuracy, specificity, sensitivity, precision, and computational time of both results. 

3.0 Result and discussion 

This study used data from Kaggle; here's the link:  

https://www.kaggle.com/code/akshat0007/diabetic-retinopathy-detection-and-classification/notebook 

3.1 Result analysis for SVM 

Figure 1 shows the result gotten after training the SVM classifier. 

   

                                                          Figure 1 Results obtained after training the SVM 

https://www.kaggle.com/code/akshat0007/diabetic-retinopathy-detection-and-classification/notebook


3.1.1 ROC curve for SVM 

This is used for creating visualization with readable labels. Where 0 represents ‘NO_DR’, 1 represents 

‘Mild’, 2 represents ‘Moderate’, 3 represents ‘Severe’, and 4 represents ‘Proliferate_DR’. Figure 2 shows 

the ROC curve for SVM. 

                                    

                       Figure 2 ROC curve for SVM 

This shows the performance of the classification model at all classification thresholds. For example, ROC 

of class No_DR, AUC = 0.98, which means the SVM's accuracy in detecting images that do not have DR 

is 98%. 

3.2 Result analysis for KNN 

Figure 3 shows the results of the confusion matrix for KNN. Figure 5 shows the result gotten after 

training the KNN classifier. 

                 

                                        

                                   Figure 3 Result after evaluation of the KNN classifier with multiclass 

3.2.1 ROC curve for KNN 

This is used for creating visualization with readable labels. Where 0 represents ‘NO_DR’, 1 represents 

‘Mild’, 2 represents ‘Moderate’, 3 represents ‘Severe’, and 4 represents ‘Proliferate_DR’. Figure 4 shows 

the ROC curve for KNN. 



                                      

                                                                   Figure 4 ROC curve for KNN 

This shows the performance of the classification model at all classification thresholds. For example, ROC 

of class No_DR, AUC = 0.79, which means the KNN's accuracy in detecting images that do not have DR 

is 79%. 

3.3 Comparison of models with PCA 

This is used to compare the models’ performance. Figure 5 shows the comparison of machine models 

with PCA learning. 

 

Figure 5 Comparison of Machine Learning Models of the Train and Test Accuracies with PCA  

 

Hence, from the above comparison, it is clear that the SVM outperformed KNN for the classification of 

eye diseases using an African dataset. 

4.0 Conclusion 
The study limits the dataset to only that of Africans. This study developed a classification model for 

analyzing a small number of eye diseases; myopia and hyperopia.  Future research of this study is to extend 

the dataset, employ new algorithms and hybridize them instead of employing PCA or other feature 

extraction methods. 
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