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Abstract—This paper presents a novel formulation of ro-
bustness modeled on defensive driving. Like adversarial safety
formulations, our method is also based in differential game
theory; however, our approach is general-sum and applies to
N -player scenarios. We present an overview of our method and
preliminary results for two interactive driving examples in which
the user may pre-specify the severity of avoidance maneuvers.

I. INTRODUCTION

In designing autonomous systems, practitioners employ
different notions of safety and robustness. Broadly, there
are two prevailing definitions of “safety:” adversarial and
probabilistic constraint satisfaction. In this work, we introduce
a third, distinct notion of safety. Like adversarial formulations,
our work is based upon noncooperative differential game
theory; however, unlike such methods, our approach is not
equivalent to a single two-player zero-sum differential game,
and naturally extends to an arbitrary number of agents.

Our work is heavily based upon the literature in differential
game theory and adversarial reachability. For a more complete
reference on differential games, please see Isaacs [6, 7] and
Başar and Olsder [1], and for early formulations of Nash
equilibria in these games, please see [11, 10]. Adversarial
reachability methods [3, 8, 4, 2] pose a given optimal control
problem as a zero-sum differential game whose Nash equi-
librium satisfies a Hamilton-Jacobi-Isaacs partial differential
equation. These approaches seek to identify when a system’s
state can be driven, despite worst-case bounded disturbance,
toward one set and away from another set.

Like such methods, we study safety and robustness in the
context of differential games; however, in our case the players
are the ego agent and an arbitrary number of other agents.
We divide the time horizon into two parts: an adversarial part
followed by a cooperative part. During the adversarial portion,
the ego agent presumes that other agents wish to harm it and
encodes such behavior in the cost structure of the game, and
during the cooperative portion of the time horizon it presumes
that other agents will try to help it (e.g., to avoid collision).

II. PROBLEM FORMULATION

Suppose one “ego” agent with input u1 interacts with
other agents (input ui ∈ Rmi , i ∈ {2 . . . N}) over a time
horizon of length T , each agent has a distinct objective
Ji which each depends upon the strategies {γi}Ni=1 of all
agents, and the state follows known dynamics f . This is
precisely a differential game. We presume that each player’s

cost is expressed as Ji(γ1:N ) =
∫ T

0
g(t, x, u1:N )dt, where the

strategy of each player is taken to be a state feedback strategy,
i.e., ui(t) = γi(t, x).

Our novel formulation of robustness is best understood
through the lens of defensive driving, in which one ought to
imagine all other cars as momentarily distracted. To encode
this “imagined scenario,” the ego agent divides the time
horizon into two sections such that T = Tadv + Tcoop and
reimagines the cost for non-ego agents (indices 2 . . . N ) as:

J̃i :=

∫ Tadv

0

gadv,i(x, u1:N )dt+

∫ T

Tadv

gcoop,i(x, u1:N )dt . (1)

Such problems may be solved approximately to local feed-
back Nash equilibria in real time using the recent iterative
linear-quadratic game algorithm of [5]. An adversarial running
cost, {gadv,i}Ni=2, encodes adversarial behavior for the non-ego
agents for the first part of the time horizon, while {gcoop,i}Ni=2

encodes cooperative behavior for the remainder of the time
horizon. In effect, by constructing the game this way, the ego
agent imagines other agents to be “momentarily distracted”
during Tadv and will act “defensively.” Note that we have
dropped the dependence of these costs on t for clarity.

The custom iterative linear-quadratic game solver from [5]
also accounts for inequality constraints on x(t) and ui(t) via
barrier methods. Such constraints force the ego agent to bear
responsibility for satisfying joint state constraints (e.g., non-
collision). All agents also must satisfy individual constraints
(e.g. staying within a range of speeds). Pang and Scutari [9]
provide a thorough treatment of constraints in games.

III. METHODS

To test this construction, we simulate two traffic encounters
that involve significant interaction (see Sec. IV), in which a
responsible human driver would likely drive defensibly. Our
method attempts to capture the spectrum of this “defensive”
behavior. In each setting every player (here, car) has aug-
mented bicycle dynamics, i.e.:

ṗx,i = vi sin θi, v̇i = ai,

ṗy,i = vi cos θi, φ̇i = ωi, (2)

θ̇i = (vi/Li) tanφi, ȧi = ji,

where x = (px,i, py,i, θi, vi, φi, ai)
N
i=1 represents each vehi-

cle’s position, heading, front wheel angle, speed, and acceler-
ation, and ui = (ωi, ji) represents each vehicle’s front wheel
rate and tangent jerk. Li is each player’s inter-axle distance.
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Fig. 1. Oncoming example. Ego (red) and oncoming (blue) cars perform
more extreme maneuvers as Tadv increases. Dots are placed at 3 s intervals.

We define gadv,i and gcoop,i as a weighted combination of the
following functions, each of which encourages the specified
behavior. We use the shorthand pi = (px,i, py,i) for the posi-
tion of each car, d`i(pi) = minp`∈`i ‖p`−pi‖ for the distance
between a car and the corresponding lane centerline `i, and
dprox for a constant desired minimum proximity between cars:

input: uTi Riiui (3)

lane center: d`i(pi)
2 (4)

ideal speed: (vi − vref,i)
2 (5)

cooperative: 1{‖pi − pj‖ < dprox}(dprox − ‖pi − pj‖)2 (6)

adversarial: ‖pi − pj‖2 . (7)

Recall that, for non-ego agents, the “adversarial” cost is
only present during Tadv and the “cooperative” cost is present
thereafter. We also enforce inequality constraints (where dlane
is the lane half-width, and vi and vi are speed limits):

proximity: ‖pi − pj‖ > dprox (8)
lane: |d`i(pi)| < dlane (9)

speed range: vi < vi < vi , (10)

where the “proximity” constraint is enforced for only the ego
agent but the other constraints are enforced for all agents, and
all are enforced over the entire time horizon.

For all tests we use a time horizon T = 15 s and discretize
time (following [5] and [1]) at 0.1 s intervals. We intend that
the ego agent follow its own Nash strategy for a short time
and then re-solve the game in a receding horizon; we shall
study the implications on robustness in future work.

IV. RESULTS

We present preliminary results for two different traffic sce-
narios in which a responsible human driver would likely drive
defensively. First, we consider a simple situation involving
oncoming vehicles on a straight road, as a proof of concept.
Later, we shall consider a more complicated highway ramp
merging example. Each instantiation is solved in well under
0.75 s in single-threaded operation on a standard laptop, via
an open-source, purely C++ algorithm cubic in the number of
players [5]. This performance indicates real-time capabilities
which will be explored in future work on hardware.
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Fig. 2. Merging example, with a similar pattern of more extreme maneuvers.
Again, the ego player is colored red and dots are placed at 3 s intervals.

A. Oncoming example

In this example, the ego car is traveling North on a straight
road when it encounters another car traveling South. Since
the road has a lane in each direction, “ideally” the ego
vehicle would not deviate too far from its lane or speed.
However, to drive more defensively, the ego vehicle should
plan as though the oncoming Southbound car were to act
noncooperatively. Our method encodes precisely this type
of defensive planning. Fig. 1 shows the planned trajectories
that emerge for increasing Tadv. As shown, the ego vehicle
(red) imagines more aggressive maneuvers for itself and the
oncoming car as Tadv increases. Note, however, that these are
merely imagined trajectories and that (a) the ego vehicle will
only begin executing this trajectory before finding another in
a receding time horizon, and (b) the oncoming vehicle will
make its own decisions and will not generally follow this
“partially adversarial” trajectory. With increasing Tadv, the ego
car imagines an increasingly adversarial encounter and acts
more and more defensively as a result. In practice, the user or
system designer would select a suitable Tadv before operation,
e.g., by choosing the largest Tadv such that the solution deviates
from a nominal solution with Tadv = 0 sufficiently little.

B. Merging example

Here, we present a six-player example in which the ego
car must merge from an on-ramp into highway traffic. Fig. 2
shows the resulting approximate local Nash equilibria of the
defensive driving game for increasing Tadv. As before, the
ego vehicle imagines increasingly extreme pursuit-evasion
behavior as Tadv grows.

V. CONCLUSIONS

We have presented a novel formulation of robustness mod-
eled on defensive driving. Our method draws upon earlier
work in differential game theory that forms the basis for
adversarial safety methodologies common in Hamilton-Jacobi
reachability, and uses new solution methods to solve these
“defensive” problems in real-time. We are eager to implement
this method in hardware and test its performance in a receding
time horizon with other (human) drivers.
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