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Abstract

Decision tree, despite its unmatched interpretability and lightweight structure,
faces two key issues that limit its broader applicability: non-differentiability and
low testing accuracy. This study addresses these issues by developing a differen-
tiable oblique tree that optimizes the entire tree using gradient-based optimization.
We propose an exact reformulation of hard-split trees based on “ReLU+Argmin”
mechanism, and then cast the reformulated tree training as an unconstrained op-
timization task. The ReLU-based sample branching, expressed as exact-zero or
non-zero values, preserve a unique decision path, in contrast to soft decision trees
with probabilistic routing. The subsequent Argmin operation identifies the unique
zero-violation path, enabling deterministic predictions. For effective gradient flow,
we approximate Argmin behaviors by scaling softmin function. To ameliorate nu-
merical instability, we propose a warm-start annealing scheme that solves multiple
optimization tasks with increasingly accurate approximations. This reformulation
alongside distributed GPU parallelism offers strong scalability, supporting 12-depth
tree even on million-scale datasets where most baselines fail. Extensive experi-
ments demonstrate that our optimized tree achieves a superior testing accuracy
against 14 baselines, including an average improvement of 7.54% over CART.

1 Introduction

Decision trees have attracted significant attention in machine learning primarily due to their inter-
pretability and lightweight structures. Their strength lies in transparent “IF-THEN” rules, making
them ideal for tasks requiring clear decision-making processes. However, their practical use is often
limited by the lower test accuracy, forcing a shift towards other models that sacrifice interpretability
advantages. Another limitation is the non-differentiability, which severely restricts their gradient-
based applications, especially when embedded in optimization tasks. For instance, in reinforcement
learning, decision trees offer an interpretable alternative to neural networks for policy representation;
yet, non-differentiability remains a major barrier [Vos and Verwer, 2024, Marton et al., 2025].

Aiming for higher accuracy and fewer parameters, oblique decision tree, a pivot extension of classic
orthogonal tree, holds great potential. Oblique tree uses linear feature combination for hyperplane
splits. When data distribution follows hyperplane boundaries, it tends to generate smaller trees with
higher accuracy [Costa and Pedreira, 2023]. Nevertheless, inducing oblique trees is challenging,
owing to innumerable linear combinations at each node [Zhu et al., 2020]. Earlier works focus on
optimizing splits at an individual node using greedy algorithms like CART-LC [Breiman et al., 1984]
and OC1 [Murthy et al., 1994]. Alternative methods rely on greedy orthogonal CART to induce oblique
trees by rotating feature space, exemplified by HHCART [Wickramarachchi et al., 2015] and RandCART
[Blaser and Fryzlewicz, 2016]. Despite their advancements, such greedy methods may be suboptimal
due to weaker splits at subsequent nodes. To avoid this, non-greedy approach TAO [Zharmagambetov
and Carreira-Perpinan, 2020] optimizes a subset of nodes at each step. Considering optimizing all
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nodes, Bertsimas and Dunn [2017] presents optimal tree to formulate tree training as a mixed-integer
programming (MIP). Besides, sparse optimal trees [Lin et al., 2022] complements MIP-based work
by considering sparsity. However, these methods often face scalability issues, especially for oblique
tree with expanded search space. Recent efforts in optimal oblique tree [Boutilier et al., 2023, Zhu
et al., 2020] have been confined to classification tasks with limited categorical predictions. In contrast,
regression tasks with infinite continuous outputs remain challenging. In response, the originators of
MIP-based work propose a local search alternative ORT-LS [Dunn, 2018] for tasks that are unsolvable
by MIP. However, ORT-LS still suffers from high computational cost and suboptimal accuracy.

To significantly improve computational tractability compared to those MIP formulations, in this work,
we reformulate entire tree training as an unconstrained optimization task. Our reformulation makes
it easily solvable via gradient-based tools and also facilitates adapting it into a differentiable tree.
The classic tree’s non-differentiability mainly arises from two sources of hard decisions: hard splits
at branch nodes that determine sample branching, and the unique decision path that assign each
sample to a specific leaf node for sample prediction. Given the non-differentiability of hard decisions,
two intuitive solutions have been used: treating the gradient via straight-through estimators (STE)
like DGT [Karthikeyan et al., 2022], GradTree [Marton et al., 2023] and DTSemNet regression tree
[Panda et al., 2024], and approximating binary decisions (0 or 1) with continuous probabilities in
(0,1) using soft approximations like sigmoid function in soft trees [İrsoy et al., 2012, Wan et al., 2021,
Frosst and Hinton, 2017] and other soft variants like smooth-step functions in TEL [Hazimeh et al.,
2020]. However, STE may neglect critical gradient information, resulting in suboptimal learning,
as evidenced by results reported in the original work of [Marton et al., 2023], where their method
underperforms CART on 17 of 36 datasets (their Tables 1 and 2), as well as in our own experiments.
Regarding soft approximations, previous efforts predominantly construct “soft” decision trees with
soft splits, probabilistic path and predictions. Nonetheless, there do exist scenarios where a hard split
or decision is not only appropriate but also imperative, as in Appendix A. Besides, other gradient-
based trees exist, but they might not preserve classic tree structures or be exact reformulations, such
as DNDT [Yang et al., 2018] which uses Kronecker products for class predictions, and the method by
Norouzi et al. [2015] which uses a surrogate loss. Due to their differences in structure, formulation
and optimization, we consider them complementary work suited for distinct application scenarios.

To retain the two sources of hard decisions, we propose a “ReLU+Argmin”-based exact reformulation.
ReLU functions enforce hard decisions to direct samples left or right, and quantify violations of
the correct directions that a sample must follow to reach its unique leaf. Our ReLU-based splits, in
sharp contrast to soft splits with left-right probability, yield hard (exact-zero or non-zero) decisions
for sample branching. This leverages ReLU’s property of producing distinct zero and non-zero
values at True-False decision boundaries. Such a property has ever been used to implicitly mimic a
decision tree using neural networks [Lee and Jaakkola, 2020], in contrast to our direct application
for reformulating and optimizing a tree. Next, the correct decision path is identified as the unique
path with zero cumulative violations. This can be easily formulated via Argmin operation over
zero and non-zero (positive) values. To avoid undefined gradient in Argmin, we approximate it
with a scaled softmin function. Noticeably, two clarifications are necessary: first, our Argmin is a
mathematical operation over a discrete set, and it should not be confused with “Argmin Differentiation”
or “Implicit Differentiation” [Gould et al., 2016]. The latter is used in LatenTree [Zantedeschi et al.,
2021], which frames tree training as a relaxed MIP problem within a bilevel optimization setting.
However, their work is not directly related to our unconstrained task, and unrelated to approximate
the Argmin operation itself. Second, our softmin approximation is introduced purely to facilitate
gradient backpropagation during training; at the inference phase, our method reverts to using Argmin
for deterministic behavior. This technique of using approximation during training while reverting to
original function during inference was previously used in the work of [Mao and Cao, 2024].

Our Contributions: First, we propose a “ReLU+Argmin”-based exact reformulation for hard-
split trees, avoiding softness introduced in sample branching and predictions. Second, we cast the
entire tree training as an unconstrained optimization task, introducing a scaled softmin function to
approximate Argmin behaviors for effective gradient flow. Third, to balance approximation degree
with numerical instabilities, we present a strategy of multi-run warm start annealing to progressively
refine solutions. Fourth, our implementation supports multi-GPU acceleration, significantly enhancing
scalability. Finally, we provide an extensible “ReLU+Argmin”-based Differentiable Decision Tree
optimization framework (termed RADDT) for inducing both regression trees and classification trees.
The source code is available in https://github.com/YankaiGroup/RADDT.
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Performance: Experiments mainly focus on regression tasks across 17 medium-scale datasets and
7 million-scale datasets, showing our competitive testing accuracy as well as strong scalability. To
enable a more convincing comparison, additional evaluations on the same datasets used in the original
work of certain compared baselines further highlight the superiority of our method.

• Our optimized trees outperform the compared decision trees in testing accuracy. Notably, it
outperforms CART by 7.54%, local search ORT-LS by 3.72%, and gradient-based LatentTree by
6.24%, and DGT by 2.66% on average.

• Our trees with linear predictions impressively outperforms tree ensembles, including random forest
by 2.01%, XGBoost by 1.12% and gradient-based TEL by 0.76%.

• Our method successfully scales to 12-depth deep tree on million-scale datasets, where existing
gradient-based trees like GradTree, SoftDt, DGT and LatentTree fail.

2 Foundations of Oblique Decision Tree

We explore oblique decision trees from an optimization perspective by formulating tree training as
an optimization problem for both regression and classification tasks. For ease of understanding, we
follow the notation for optimal binary trees as used in the original work of Bertsimas and Dunn
[2017]. Consider a dataset {xi, yi}ni=1 with input xi ∈ [0, 1]p, and output values yi ∈ [0, 1] for
regression and yi ∈ {1, · · · , c} for classification with c classes. A binary tree of depth D comprises
T = 2D+1 − 1 nodes, where each node is indexed by t ∈ T = {1, · · · , T} in a breadth-first order.
The nodes can be categorized into two types: branch nodes, which execute branching tests and are
denoted by t ∈ TB = {1, · · · , ⌊T/2⌋}, and leaf nodes denoted by t ∈ TL = {⌊T/2⌋+ 1, · · · , T},
responsible for leaf predictions. Each branch node comprises a split weight at ∈ Rp and a split
threshold bt ∈ R to conduct a branching test (aT

t xi ≤ bt) for samples allocated to that particular
branch node. If a sample xi passes the branching test, it is directed to the left child node at index 2t;
otherwise, to the right at index 2t+1. Each leaf node contains θt to provide a prediction value specific
to the current leaf, which varies depending on the task. For classification, θt = {ht ∈ Rc}, and the
prediction for a sample xi assigned to leaf t is ŷi = ht. For regression, θt = {kt ∈ Rp, ht ∈ R},
which considers two types of leaf prediction: linear and constant prediction. Specifically, tree with
linear predictions involves a linear feature combination [Quinlan, 1998], with a general form of
ŷi = kT

t xi + ht. Tree with constant predictions is a special case of linear predictions, where K
remains zero. It is the most commonly used type in existing decision tree methods, with ŷi = ht. The
training of oblique trees involves solving the following optimization problem:

min
A,b,θ

ℓ (yi, ŷi) (1a)

s.t. ŷi = ftree(A, b, θ,xi), i ∈ {1, · · · , n}, (1b)

where ftree is the decision tree model, ℓ (·) is square error loss for regression and cross entropy
loss for classification. A = {a1, · · · ,a⌊T/2⌋} and b = {b1, · · · , b⌊T/2⌋} are tree split parameters,
θ = {θ⌊T/2⌋+1, · · · , θT } is leaf prediction parameter.

3 Unconstrained Optimization Reformulation for Oblique Tree Training

We first propose an exact reformulation of decision trees and further cast the training as an uncon-
strained task, allowing for gradient-based optimization for improved solvability and accuracy.

3.1 “ReLU+Argmin”-based exact reformulation for hard-split decision trees

ReLU-based hard splits and correctly-directed path formulation (no softness at branch nodes for
sample branching): A sample xi is correctly assigned to a leaf node t by following a sequence of
left-right decisions at its ancestor nodes. The ancestor nodes set At consists of left Al

t and right Ar
t

ancestors, traversed via left and right branch, respectively, such that At = Al
t ∪ Ar

t . For left ancestor
node j ∈ Al

t, xi must pass the branching test aT
j xi ≤ bj to be directed to the left, whereas for right

j ∈ Ar
t , it must fail the test to proceed right. To formulate these left-right hard decisions for xi, we

use ReLU functions to characterize the violation of correct direction at each node j, termed vi,j :

vi,j =

{
ReLU

(
aT
j xi − bj

)
, j ∈ Al

t

ReLU
(
bj − aT

j xi

)
, j ∈ Ar

t ,
(2)
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where vi,j = 0 indicates that xi follows the correct direction, i.e. left for Al
t and right for Ar

t , while
vi,j ̸= 0 is a violation of correct direction. These deterministic ReLU-based zero and non-zero
values eliminate the softness in sample branching, as opposed to soft approximations with continuous
probabilities in (0,1) at each branch node. The cumulative violations across all branch nodes are:

Ui,t =
∑

j∈Al
t

vi,j +
∑

j∈Ar
t

vi,j , (3)

where Ui,t = 0 indicates xi follows all correct directions to leaf node t; otherwise Ui,t ̸= 0(> 0)
corresponds to the overall violations of correct sample assignments.

Unique decision path formulation using Argmin (no softness at leaf nodes for sample prediction):
Since xi follows a unique decision path to a specific leaf node, only one leaf node holds a violation-
free path. Such a unique zero Ui,t removes the softness in sample assignment and prediction, in
contrast to soft approximations with probabilistic paths for predictions. The unique path can be easily
formulated by Argmin function (more concretely, one-hot encoded Argmin M) applied to Ui,t:

M (Ui,t) = 1 (t = (Argmin(Ui) + ⌈T/2⌉)) , (4)
where Ui = {Ui,⌊T/2⌋+1, · · · , Ui,T }. M (·) is the one-hot encoding of the result of Argmin operation,
only outputting one at leaf node t with Ui,t = 0; otherwise outputting zero.

For a clearer understanding of our reformulations, a 2-depth tree example is provided in Figure 1.
To be correctly assigned to leaf node 5, the sample must pass the branching test at nodes 1 with
aT
1 xi ≤ b1 to be directed to left, which implies that ReLU

(
aT
1 xi − b1

)
= 0. The sample also needs

to fail at node 2 to be directed to right with aT
2 xi > b2, which implies that ReLU

(
b2 − aT

2 xi

)
= 0.

The corresponding violations are vi,1 = 0 and vi,2 = 0, leading to a unique zero-violation path with
Ui,5 = vi,1 + vi,2. For other leaf nodes, the total violations are non-zero (positive). The unique
M (Ui,5) = 1 indicates xi is correctly assigned to leaf 5.
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Al
5 = {1}

<latexit sha1_base64="QrtPT+FJZNH3ddKcgJQcXh7Wbp8=">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</latexit>

Ar
5 = {2}

<latexit sha1_base64="Hjrff5UKbRbTMTy0tg2k6ZU98H4=">AAAyBXiclVtJc9zKkaaX8aIZ28/2yWEfEKYUXoJiiHrPy9HcSbG5r9JrPQUanY2GiE2oajSpjh4f/Ut8tH2ZmOv8ibn43zgrC9WZBYJ6YUaIRH5fIoGq+rIyGw0NyjRR+sWLf37jm9/69n9857vf+/6T//yvH/zwR5/9+CdXqphUEVxGRVpUN4NQQZrkcKkTncJNWUGYDVK4HtxuGv66hkolRX6h70t4m4VxnoySKNQIvfvsZ2v9KonHOqyqYvpSHP/u3WfLL1Zf0E/w8GCtOVhean5O3v34xf/3h0U0ySDXURoq9eXai1K/nYWVTqIU5k/6EwVlGN2GMXyJh3mYgXo7ozHMg2eIDINRUeG/XAeEyjNmYabUfTZAzyzUY9XmDNjFfTnRoz++nSV5OdGQR/ZCo0ka6CIwExIMkwoind7jQRhVCd5rEI3DKow0TtsT+nlmfoKj7evgcP1iL9ja3tk/2r/YPz46D4h60nUzK/jXDEWtDLI5xggOw+o2UHgtnHgVFKMgCkt7bEZdwQiqKsljc2PDpE6Ucxsl8aQCHFQO06jIsjAfzvoIpjDS89msD1nw6x4e/2Y+f+AT4VpA5bw2yeryo3V3bmfG6PLSRel8Loqyy2NQaF1kzmmDrAd+zbhD5xY+5jFwHoPHPCLnET3mMXQeQ+OBy7CHo0vNCIMwQH+z8DDC7BkGODeZHwOPDTj/cu0tRhmMguU1EwSj7NCi2FVDWcFKkBZTqJ5HmIurT/oYkqYVRstrM7uA/91Ha0YBuk7H2010mK4GOygGhTmozdors2LI24g7LuJOOyLRelq4ay6/bK6qAucU4Iga46U748MkHPIpy58vf/HgtJXFOe7ocxnqCxrOuVX1J6cDlW9vvkkBbz46ArgJsWefu7PPO84+c2dRUk+LRZatLibGXl3RzCxy8JGpaQccVwDtkCLe8ucPI/KsidifP4wd5gHgIpiTO6YMPtgxO5fHB+3FmZQlVIGJY8NsN2G2u8KsB1U45XlvBXv+/HlYF8kwmCizNSWjoCyUSrC62NBlGmLqNPEfvzuzo5aYSR1jNIw9vfH5twfZBNpcBNr82kA45jwG2oOtr7IxCF7cEUrF0S7U8+ePygTvLkzjAivIOOsYJ3L27hZOnxyoCPVgpOsu1HpHKCd4dz0cxCLWpzeDC++k9a896cGklrhpNSMX6jOovV1z9KlFsee31XuyOP/EP9+NdHEBvGtz/OgNN4KDJDViTc0BbujoYI6aeKO0KCqi6cjydNg4IDXIZmvtaqMrTIT5rG8qfxSms622Qx2myVA6vLPHVTaz1PxBSFC6+wRi5osRQalMjStVkhZ5U5/OMESRBXVYJSFmq9M36HBmIt/pvKgyjPq0j9DTuZvOqkWHzAx8ZsBM5DMRM0OfGTIDPgPMjHxmxEzsMzEzY58ZM5P4TMLMe595z8ytz9wyk/pMOicZV1mQKMxY7LuH92azsyu4EryfKB0Mi/xXOjDNLsrx3uw83sIEWRM792PnfNXCZwpmSp8pmfngMx+YqXymYkb5jGJG+4xmZuIzE2Zqn6mZmfrMlJk7n7lj5t5n7pn56DMf57bNcwmAlblYbO91kyQzm0qDkUibxX3rsc0S50G24AUn4QHDIjfqiGGRGPWQYZEVNTAsUqIeMSzyoY4ZFslQjxkWmVBPGBZpUL9nWORAfcuwSIA6ZTgVcMZwJmAx0XKGC4aFmOuSYaHk+gPDQsZ1xbDQcK0YVnJRGdbdcyKlWzMsdFtPGRaire8YFoqt7xkWcq0/Muy0up2C+dBMn/aqDt2CFV3nvgxWeZ07M1j5de7NYDXYuTuDFWLn/gxWjZ07NFhJdu7RYHXZuUsj9+g+DVahnTs1WJl27tVgtdrerR2X+VwmuUd3YrDS7dyLweq3czcGK+LO/Riskjt3ZLBy7tyTwWq6c1cGK+zOfRmsujt3ZrAS79ybweq8c3cGK/bO/Rms4h/foTEXqiRadCjZOufHOqdNtsHwhoA3Gd4U8BbDWwLeZnhbwDsM7wh4l+FdAe8xvCfgfYb3BfyK4VcCPmD4QMA9hnsCPmT4UMBHDB8J+JjhYwGfMHwi4FOGTwV8xvCZgM8ZPhfwBcMXAr5k+FLAVwxfCfia4WsB3zB8I+DXDL8W8BuG3zy+vfqiA6s6odF1oV+SnuA2JLfpc5uS2/K5Lclt+9y25HZ8bkdyuz63K7k9n9uT3L7P7Uvulc+9ktyBzx1IrudzPckd+tyh5I587khyxz53LLkTnzuR3KnPnUruzOfOJHfuc+eSu/C5C8ld+tyl5K587kpy1z53Lbkbn7uR3Gufey25Nz7nZH8lW4j6I9DnCPzs+mJxbl3kMHOfZx2WTSzUz7hoLHpig/v9cN3AAhlYhPsQ6kIQ4e6Deg9EuOeomzvhToP6DES4v6DuAhHuKqinQIR7CeokEOEOgvoHRLhvoK4BEe4WqFdAJBXzYBHuDKgvQCQX82cR7gKoB0CEaz9VfkS44lO9R4TrPFV5RJSYcItwTa+bZRGLUluE6zdVb0S4alPNRoRrNVVqRLhCU31GpKsb9dvQOkzLsVlv+rtQYD1oxEG6cCB/1OInEw2VhtlgaM6wB0wUGcQGp78MkySNHB2AARHB3wypJM7MqfSXYSfcRrSLgcxm8v5nRqzOQrFGbKFQh2JQMyNQZ6FAR2yhOGO2UJhjtvB2xb2iIN+zhWK8FXMzMyJcjHxmBOgsnEwxiyi+QkzJzIjOWSi6D2yh4CoxUzMjtMUEzYzInIUTLaYZBVazheKasoXCumMLRXXPFgrq47z5zgvr7J3Fqcaizri2UmVFhCsq1VNEuI5SFUWEqyfVTkS4ZlLFRIQrJdVJRLg+UnVEhKsi1UREuBZSJUSEKyDVP0S47lHVQ4SrHdU6RLjGUYVDhCsb1TVEuJ5RNUOEqxjVMES4dlHlQoQrFtUrRLhOUZVChKsT1SZEuCZRRUKEKxHVIUS4/lD1QYSrDtUcRLjWUKVB5I1YQa4LA1kWspNxsxH38UjMnkt9w/Sa9F8Mrslhw53bPCYVXUCuzLfBWxClYQUoqvG62YHwirbZU6PEPCqFPCqGSR5jsHCSGkSNFsfZfKbMU95z0I8FGBTp8OvCDO7mmITtJ7W5ou8Ibd1s4tFT6mZo2vaXuRLq1xsOY/3rTYdxBugth3EO6G2HcRboHYdxHuhdh3Em6D2HcS7ofYdxNuhXDuN80AcO44zQPYdxTuhDh3FW6COHcV7oY4dxZugTh3Fu6FOHcXboM4dxfuhzh3GG6AuHcY7oS4dxlugrh3Ge6GuHcaboG4dxrujXDuNs0W8cZjsyFPJuFZZjy8buc27kfdyINwTMuog3BczSiLcEzOqItwXMAol3BMwaiXcFzDKJ9wTMSon3BcxiiV8JmPUSHwiYJRP3BMyqiQ8FzMKJjwTM2omPBczyiU8EzAqKTwXMIorPBMw6is8FzFKKLwTMaoovBcyCiq8EzJqKrwXMsopvBMzKil8LmMUVvxGw6/hxa2taNbV4ijIQ4lIbjLK21CajLC21xSgp61mwRd9kTBQEYaBAB3jpFIbB9kowgCg0uB4nKpgWk3SIEFoQKPreA3vJSRWY13eKFAOZ913grsTekr7MdV+p7/AVWZ1ql1EWp9pjlLWp9hllaapXjLIy1QGjLEzVY5R1qQ4ZZVmqI0ZZleqYURalOmGUNalOGWVJqjNGWZHqnFEWpLpglPWoLhllOaorRlmN6ppRFqO6YZS1qF4zylJUbxhdPHLJse8D+ggR2octTRMI3AH0/ObftIfrbKFUN9hCiW6yhdLcYgs3u222UEQ7bKF4dtlC0eyxhWLZZwtF8ootFMcBWyiKHlsohkO2UARHbOHiH7OFi37CFi72KVu4yGds4eKes4WLesEWLuYlW7iIV2zh4l2zhYt2wxYu1mu2cJHeiOs1nVbTZZklA7lk2nZcuKWY/KU38jCJLboSTBM9LiY6wHYnmGJJK6HyGyLgjsjrhprL64UGyPFBIwjULkGrXwJqmKDVMQG1TNDqmYCaJmh1TUBtE7T6JqDGCVqdE1DrBK3eCah5glb3BNQ+Qat/AmqgoNVBAbVQ0OqhgJooaHVRQG0UtPoooEYKWp0UUCsFrV4KqJmCVjcF1E5Bq58Caqig1VEBtVTQ6qmAmipodVVAbRW0+iqgxgpanRVQawWt3gqouYJWdwXUXkGrvwJqsEB0WPhJAUuOriYQTPIhVOm9eWlpGOowiCGHCquNsROFSh9MTOnxZVsa1/msfDfrV9mMDCp8JipkZVIlWPK88xfvDg7uqdzRayDmIlgfW7HdGyLjUOMndf8SnueJ9DyZd91MVgwh/dRAyGExEms9uE7jdPIpp1In6RAazz4Zi7tfnIHbhC6icajMy7PhRBf0CQoq7w5bL7CW1mdxj80pD29gCJ6fNTv8KiRw03F+1kQtRPQMzXdOwzINI5gv3qjpNcA8eBY0x/70+udvzxcVb7t9Iz0lXtrptdmzuaztrV0zK8Uct8i0mrvnbj5RQTxfPElrU5HmMRorGSVQtUOrYqSz8I49HdD2w2JR0EtM9iHbwyhlOjGj/2ieBPjsQW8u32A66D1YwKuw4jswRju+xj9hhWtfFcLz/MECbBY108YwAr0u0lEVZuaB1HhaVNigqvBeBU97X718at7eoRfPJ7l9C1WVuP6K3h572oc0FT7ugeizYAMLIKZ8bn7dY75DZt5iM12wDSq8zSukxSSmmklNcaJhhcKrIhgWYMJNk9ukhGESrrZeQS6qLDUP7+ez3lcv5h1kkYPh1ro4PaXzXnZxpWHKDoa00Puqn+Qjfd9OnTKszMNh3DZCkyzngHutCmMIkjzIi6ah13C3GmyOC2WmpzANYDQOtvCzbw6/UsGgKG5Xn3iPc45LszsX1W9R41VMN4B/+yvm6FOOZp+0jnjUHZLUim70+xGPCxTUhXnDLwXdDweYZ2kxHVQQ3j558u6z5bX2/3p4eHD1cnXt96tfnH6x/KdfNP8j4ntLP1/65dKvl9aW/rD0p6W9pZOly6Vo6c9Lf136+9I/1v6y9re1/1n7X+v6zW805/x0yftZ+79/AQR3WMs=</latexit>

1 ! 2 ! 5

<latexit sha1_base64="IGyR9HtWrXzzdILhj6au57uMobM=">AAACBXicbZDLSgMxFIYz9dJab6MudREsgqCUmeJtIxTcuKzotMV2GDJp2oZmLiSZQhlmoRufw50bF15w6zu4823MTLvQ1gMhH/9/Dsn53ZBRIQ3jW8vNzS8s5gtLxeWV1bV1fWOzLoKIY2LhgAW86SJBGPWJJalkpBlygjyXkYY7uEj9xpBwQQP/Ro5CYnuo59MuxUgqydF3LCemh8cJPIfDlMzkILsrSjEcvWSUjazgLJgTKFVzj3e3+bfrmqN/tTsBjjziS8yQEC3TCKUdIy4pZiQptiNBQoQHqEdaCn3kEWHH2RYJ3FNKB3YDro4vYab+noiRJ8TIc1Wnh2RfTHup+J/XimT3zI6pH0aS+Hj8UDdiUAYwjQR2KCdYspEChDlVf4W4jzjCUgVXVCGY0yvPQr1SNk/KR1cqDQjGVQDbYBfsAxOcgiq4BDVgAQzuwRN4Aa/ag/asvWsf49acNpnZAn9K+/wBI/WZQw==</latexit>

Ui,5 = vi,1 + vi,2 = 0

<latexit sha1_base64="uTxOt3Ld+KnDtS+JFFP9fyE9jtc=">AAAB73icbVDJSgNBEK1xjXGLetRDYxA8SJgRXMBLwIsXMYKTBJMh9PR0kiY9i901QhjyE148KOLV3/HmyV+xsxw08UHB470qqur5iRQabfvLmptfWFxazq3kV9fWNzYLW9tVHaeKcZfFMlZ1n2ouRcRdFCh5PVGchr7kNb93OfRrj1xpEUd32E+4F9JOJNqCUTRS3W1l4ggHpFUo2iV7BDJLnAkpluH65vsiuK+0Cp/NIGZpyCNkkmrdcOwEvYwqFEzyQb6Zap5Q1qMd3jA0oiHXXja6d0AOjBKQdqxMRUhG6u+JjIZa90PfdIYUu3raG4r/eY0U2+deJqIkRR6x8aJ2KgnGZPg8CYTiDGXfEMqUMLcS1qWKMjQR5U0IzvTLs6R6XHJOSye3Jo09GCMHu7APh+DAGZThCirgAgMJT/ACr9aD9Wy9We/j1jlrMrMDf2B9/AAg5ZIz</latexit>

Ui,t

<latexit sha1_base64="q/xn1yOJONQnkYzW0QgAMVsXJns=">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</latexit>

aT
1 xi  b1

<latexit sha1_base64="tlQUx+icA6PT3xhwmjr0L+y0UkQ=">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</latexit>

vi,1 = ReLU
�
aT

1 xi � b1

�
= 0

<latexit sha1_base64="W4rjt790WAEc4RoylocB7b2rnio=">AAAzZnicpVvbctzGEaWdm6MkjpyUKw/JAyqUyk6KYomUc3tJmXdSXJJLcnmRvDILi+3FQsRNmFksqa3Nv+Q1+aL8QT4jPTMYdA8WlCsJq2yiz+lpADOnpxsgNMjjSMjnz//10cff+/4PfvijT3786Cc//dmnP3/82S8uRTYpArgIsjgrrge+gDhK4UJGMobrvAA/GcRwNbjdUvxVCYWIsrQn73N4k/hhGo2iwJcI3Tz+/Em/9G/Wv+15/fLuJvL+6g1u1p/cPF5+vvpc/3iLB2vVwfJS9dO9+Wz9L/1hFkwSSGUQ+0J8s/Y8l29mfiGjIIb5o/5EQO4Ht34I3+Bh6icg3sz09c+9p4gMvVFW4H+p9DTKR8z8RIj7ZICeiS/HoskpsI37ZiJHf34zi9J8IiENzIlGk9iTmacmwxtGBQQyvscDPygivFYvGPuFH0icskf4w080GCRzhJ7+jz+Pnnq4TKNnQxjhWg29Kqz3/wS8EFB421XArgnozk4yiWVUZFNnBWZxlobSHzQXZhRPxDiGES6cHBeAeCEX3UxMXCQXDQs/H0fBnYsOsuwWQwice28XFxjFKWWEV63j6jmuptQ73rnyjjZ6+972zu7B8UHv4OT43DN32rbgK/hbyUWs6HV56h35xS1OcaCELbxs5AV+bo6VsgoYQVFEaagWfxiVkbBuoyicFGraUpgGWZL46XDWR1BNxHw260PifdnB49/N5ws+AeodCuu1pa02vyIKx3WwM2W0eckstz69LG/zGGRSZol12tTWgl9137518x/yGFiPwUMegfUIHvIYWo+h8sBl2Me7i9Uder6H/iq5KoHi3CRuDDxW4PybtTcYZTDyltfmOse8Xb0oZtUwdWHFi7MpFM8C3OtWH/UxpJ5WGC2vzcwC/q2P1kwHaBuOlxtJP17VKhQSla3WXqgVQ95E3LURd5sRNS2nmT3n8np1VuFZJw/vqDLW7Yh3E39IQ5ZfLH+1MGylHmOPXvBQX+nbOTeq/uB0oPLNxVcp4MxHSwA7IWb0uR193jL6zI7SG+c0q7NstZ4Yc3ahZ6bOwQemphlQbTXNkCze8ovFiDRrLPaLxdh+6gEughrcMmXwztyzdXn4pp04kzzHDUzFMWF2qjA7bWE2vMKf0rw3gj179swvs2joTYTamqKRl2dCRLg1mtB57GPqVPEfvjpVtXLMpJZ7VIwZXvn81zdZBdqqA219ZyC85xRLm9qDja8wMTRcXxFKxdI21LNnD8oEr86Pwwyr9DhpuU/kzNXVTh+8URZq4U43bKiNllBW8PZ8eBN1rA9vBj1n0MZ3DlqYVFWOqztn6lOouVx19KFFMeOb6u3W47vueHun9QnwqtXxgxdcCQ6iWIk1Vge4oaODOqrijeIsKzStjwyvDysHpAbJbK1ZbWSBiTCf9VXlD/x4tt10KP04GnKHG3NcJDNDzRdCgpDtAzQzr+8IcqFqXC4i7Juq+nSGIbLEK/0iMo2M0TdIf6Yi38k0KxKM+qSP0JO5nc6iQfvEDFxmQEzgMgExQ5cZEgMuA8SMXGZETOgyITFjlxkTE7lMRMxbl3lLzK3L3BITu0w81zIuEi8SmLH4XDO8V5udWcEV7+1ESG+YpV9ITz1QoBzv1c7jLIyXVLFTN3ZKZ81cJiMmd5mcmHcu846YwmUKYoTLCGKky0hiJi4zIaZ0mZKYqctMiblzmTti7l3mnpj3LvN+bto8mwBYmbN6ey+rJJmZVBqMWNrU1y3HJkush7YZzzgODwhmuVEGBLPEKIcEs6wogWCWEuWIYJYPZUgwS4ZyTDDLhHJCMEuD8i3BLAfKW4JZApQxwTGDE4ITBrOJ5jOcEczEXOYEMyWX7whmMi4LgpmGS0Gw4ItKsGyfEy7dkmCm23JKMBNteUcwU2x5TzCTa/meYKvVnRjUiwn9tFe06BaM6Fr3ZTDKa92ZwcivdW8Go8HW3RmMEFv3ZzBqbN2hwUiydY8Go8vWXRq5B/dpMApt3anByLR1rwaj1eZubbnE5RLOPbgTg5Fu614MRr+tuzEYEbfux2CU3Lojg5Fz654MRtOtuzIYYbfuy2DU3bozg5F4694MRuetuzMYsbfuz2AU//AOjblQREHdoSQblB8blDbJJsGbDN4ieIvB2wRvM3iH4B0G7xK8y+A9gvcYvE/wPoMPCD5g8EuCXzL4kOBDBncI7jD4iOAjBh8TfMzgE4JPGNwluMvgU4JPGXxG8BmDzwk+Z3CP4B6DLwi+YPAlwZcMviL4isHXBF8z+BXBrxj8muDXD2+vrujAqI5pdIPpV0uPcZuc23K5Lc5tu9w253Zcbodzuy63y7k9l9vj3L7L7XPuwOUOOPfS5V5y7tDlDjnXcbkO545c7ohzxy53zLkTlzvhXNflupw7dblTzp253Bnnzl3unHM9l+tx7sLlLjh36XKXnLtyuSvOXbvcNedeudwrzr12OSv7S95ClO9BP0fgs+vzemyZpTCzz7MWSyYG6idUNOqeWOFuP1xWMEMGBqE+RHchiFD3oXsPRKjnKKsroU5D9xmIUH+huwtEqKvQPQUi1EvoTgIR6iB0/4AI9Q26a0CEugXdKyASs3kwCHUGui9AJGXzZxDqAnQPgAjVfl35EaGKr+s9IlTndZVHRLAJNwjV9LJaFrYopUGofuvqjQhVbV2zEaFarSs1IlShdX1GpK0bddvQ0o/zsVpv/btWYDmoxKF1YUF61KI3ExUV+8lgqEaYAyKyBEKF698Ea0kqOVoAAyKC/ydIRGGihurfBFvhVqKtb2Q249c/U2K1Foo1IAuFOmQ3NVMCtRYKdEQWijMkC4U5Jgsvl10rCvItWSjGWzY3MyXC+s5nSoDWwslks4jiy9iUzJTorIWie0cWCq5gMzVTQqsnaKZEZi2caDbNKLCSLBTXlCwU1h1ZKKp7slBQ7+fV37ywzt4ZXNdY1BnVVl1ZEaGKquspIlRHdRVFhKqnrp2IUM3UFRMRqpS6TiJC9VFXR0SoKuqaiAjVQl0JEaEKqOsfIlT3dNVDhKqdrnWIUI3TFQ4Rqmy6riFC9UxXM0SoiukahgjVLl25EKGKpesVIlSndJVChKqTrk2IUE3SFQkRqkS6DiFC9UdXH0So6uiagwjVGl1pEHnNVpDqwoCXhaQ7rjbiPh6x2bOpr5hOlf71zVU5rLhzk8daRT1IhfqL+zYEsV8Aimq8oXYgPKNp9sQoUq9KIQ2yYZSGGMyfxAoRo/o4mc+Eest7DvKhAIMsHn5XmMHdHJOw+aY2FfpvhKZuVvH0W+rq1qTpL1PB1C83LUb6l1sWowyQ2xajHJA7FqMskLsWozyQexajTJD7FqNckAcWo2yQLy1G+SAPLUYZITsWo5yQRxajrJDHFqO8kCcWo8yQXYtRbshTi1F2yDOLUX7Ic4tRhsiexShH5IXFKEvkpcUoT+SVxShT5LXFKFfkK4tRtsjXFjMdGQp5T32DYNjQPucGzuNGuMlg0kW4xWCSRrjNYFJHuMNgEki4y2DSSLjHYJJJuM9gUkp4wGASS/iSwaSX8JDBJJmww2BSTXjEYBJOeMxg0k54wmCST9hlMCkoPGUwiSg8YzDpKDxnMEkp7DGY1BReMJgEFV4ymDQVXjGYZBVeM5iUFb5iMIkrfM1g2/Hj1la1aqJ+izJg4hKbhJK2xBahJC2xTahW1lNvW/8lYyLA8z0B0sNTxzD0dla8AQS+wuU4Et40m8RDhNACT+i/e2AvOSk89YlUFmMg9b0L3OXYW+o/5to/qe/SGUmdYo9QEqfYJ5S0KQ4IJWmKl4SSMsUhoSRM0SGUdCmOCCVZimNCSZXihFASpegSSpoUp4SSJMUZoaRIcU4oCVL0CCU9igtCSY7iklBSo7gilMQorgklLYpXhJIUxWtC61cuKfZ9oB8hfPOypWoCgTqAjtv8q/ZwgyyU6iZZKNEtslCa22ThZrdDFopolywUzx5ZKJp9slAsB2ShSF6SheI4JAtF0SELxXBEForgmCxc/BOycNG7ZOFin5KFi3xGFi7uOVm4qD2ycDEvyMJFvCQLF++KLFy0a7JwsV6RhYv0mp2v6rSqLkstGfAlk6bjwi1F5a/+6hGT2KAr3jSS42wiPWx3vCmWtBwKtyEC6oicbqg6vaw1oB0XGkHQ7RI0+iXQDRM0OibQLRM0eibQTRM0uibQbRM0+ibQjRM0OifQrRM0eifQzRM0uifQ7RM0+ifQDRQ0OijQLRQ0eijQTRQ0uijQbRQ0+ijQjRQ0OinQrRQ0einQzRQ0uinQ7RQ0+inQDRU0OirQLRU0eirQTRU0uirQbRU0+irQjRU0OivQrRU0eivQzRU0uivQ7RU0+ivQDRawDgufFLDkyGIC3iQdQhHfq4+Whr70vRBSKLDaKDsSqPTBRJUeV7a5cp3P8ptZv0hm2tCFT0WFJI+KCEueM77+dnBwr8ud/gxEnQTrYyO2/UJk7Et8UndP4Xh2uWd33nYxSTaE+EM3oh3qOzHWwnkqp+6HnHIZxUOoPPvaqK++HoHbhMyCsS/UB8r+RGb6CQoK5wobH7Dmxqe+xmrI4gUMwfEzZotfgQRuOtbPmKiFQL9Dc51jP4/9AOb1FzWdClCfAVfH7vS643fmdcXbaV5IR7CPdjpN9mzOa3tj10xyNscNMi7m9r2bSxQQzus3aU0qkHSPyopGERTN0CIbycS/I08LNP2wWGT6Iybzkm0xSh5P1N2/V28CXPawM+dfMB12Fhbw0i/oCpTRjC/xl1/g2hcZ8zxfWICtrCRaGUqgV1k8KvxEvZAaT7MCG1Th3wvvSefb9Sfq6x39cf8kNV+hihzXX+ivx570IY6Zj30h+tTbxAKIKZ+q/91jvkOivmJTXbAJyrzVJ6TZJNQ1UzfFkYQVHV5k3jADFW4a3UY5DCN/tfEJclYksXp5P591vn0+byGzFBS31sbJqR633sblislbGK2Fzrf9KB3J+2bq5H6hXg7jtuGrZDkH3GuF+ncCUeqlWdXQS7hb9bbGmVDTk6kGMBh72/jsm8IXwlPf3K8+cl7nnORqd86K36PGi1BfAP7ur6ijDzmqfdI44lF7SK1WdNP/f8Cjh4LqqS/8YpB9f4B5FmfTQQH+LT623zxeXmv+05LFg8v11bU/rv7hdH35699U/+zkk6VfL/126cultaU/LX29tL/UXbpYCpZmS39f+sfSP9f//eLTF5+/+JVx/fijaswvl5yfF95/AAlZvdo=</latexit>

aT
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Figure 1: Illustrative example for a unique path 1 → 2 → 5 of “ReLU+Argmin”-based hard tree.

3.2 Unconstrained optimization for “ReLU+Argmin”-based tree training

Next, we cast reformulated-tree training as an unconstrained optimization task with objective L as:

L =

n∑

i=1

∑

t∈TL

M (Ui,t) ℓ (yi, ŷi) . (5)

Differentiability analysis of ReLU and Argmin: The trainable variables A, b, θ are expressed in
vi,j and Ui,t, where ReLU and Argmin are involved. The gradient behavior at ReLU(0) has been
extensively studied and is considered theoretically negligible, though numerical effects may arise
due to float-point precision [Bertoin et al., 2021]. Consistent with this, we treat it as inconsequential
for gradient-based optimization, as evidenced by the success of ReLU networks [Leonardi and
Spallanzani, 2020]. Regarding Argmin, to avoid undefined gradient flow at certain points, we use a
scaled softmin function to approximate Argmin behaviors in Equation (4).

Scaled softmin to approximate Argmin: Scaled softmin S (·) is applied to Ui,t by Equation (6).
Under extreme scaling, softmin ensures that zero-valued Ui,t approaches one; otherwise to zero. The
scale factor α plays a critical balance between approximation accuracy and optimization stability.
Regarding α selection, a larger α yields a closer approximation, but may cause numerical insta-
bility, potentially compromising optimization capabilities. Further empirical analyses are given in
Appendix B. Identifying optimal α that balances approximation degree and differentiability remains
a challenge. To mitigate this, we propose an annealing strategy in Section 4.1 for a better trade-off.

S (Ui,t) =
eα(−Ui,t)

∑
t∈TL

eα(−Ui,t)
. (6)
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Notably, this softmin operation is used only during training to facilitate gradient backpropagation. In
inference, θ is deterministically recalculated for ŷi, as described in Appendix C. More importantly, it
does not introduce softness into sample branching and prediction, as the zero-valued ReLU outputs
and violation-free path described in Section 3.1 are established prior to the approximation step.

Following Equation (6), we redefine the optimization task L in Equation (7).

L =

n∑

i=1

∑

t∈TL

S (Ui,t) ℓ (yi, ŷi) . (7)

4 Differentiable Tree Training via Gradient-based Entire Tree Optimization

Our reformulated task in Equation (7) closely approximates non-differentiable tree training problem,
which can be efficiently solved by our proposed entire tree optimization framework.

4.1 Multi-run warm start annealing strategy for scaling softmin operations

Regarding the challenge of selecting an optimal α as earlier discussed for Equation (6), we propose a
strategy of multi-run warm start annealing to refine solutions through multiple optimization tasks with
increasingly accurate approximations. The annealing has been ever used [Hehn and Hamprecht, 2017,
Karthikeyan et al., 2022, Lee and Jaakkola, 2020] to balance the trade-off, though not specifically
for our application to softmin. However, their annealing is typically applied within a single training
run, such as changing α every few epochs, which may affect stable gradient updates. In contrast, our
annealing operates across multiple runs. The solution from an optimization task with a smaller α is
used to warm-start the next task with a larger α. By starting with a smaller α and gradually increasing
it, this enhances approximation accuracy, while mitigating numerical instability associated with larger
α. Detailed steps including sampling of scaled factors {α1, · · · , αn} are given in Appendix D, and
the implementation is integrated within our tree optimization framework, Appendix G, Algorithm 1.
For the α selection, although binary search provides a structured way to explore different α values by
evaluating the performance at the midpoint and adjusting α boundaries accordingly, it still involves
testing isolated α values without leveraging the solutions from previous α trials. Our subsequent
ablation study shows that gradually increasing α, rather than a fixed large value, leads to better
training outcomes. We detail binary search comparison in Appendix D.

4.2 Influence of initial values and their adjustments for gradient-based optimization

A good initialization is crucial. Since softmin operates on Ui,t, which summarizes ReLU-based
violations that are either zero or non-zero, samples near decision boundaries (aT

j xi − bj = 0) may
yield non-zero but near-zero violations. An illustration is given in Appendix E. While such near-zero
violations do not affect Argmin behaviors, which only select the unique path with Ui,t = 0, they
can sensitively affect softmin. Specifically, softmin may fail to ideally produce a value close to one,
reducing approximation accuracy. A bad initial solution for A and b can result in a poor optimization
outcome. To mitigate this, A and b can be adjusted to maximize the margin between the decision
boundary and nearest samples, without altering existing sample assignments as illustrated by green
line in Appendix E, Figure 3. This adjustment can be easily achieved either by calculating the median
of aT

j xi for the closest samples on both sides of the boundary, or using support vector machine to
treat sample assignments as a binary classification task with explanations in Appendix E.

Noticeably, this strategy mainly handles cases where aT
j xi−bj ≈ 0. However, it becomes ineffective

in the corner case where aj = 0 and bj = 0 with same violations for all leaves. This limitation can
impair optimization. To mitigate this, we typically incorporate this strategy with multiple random
initializations. Fortunately, our extensive experiments show that such corner cases appear to be
extremely rare in practice, and we have not observed noticeable performance degradation.

4.3 Differentiable decision tree optimization framework

Unlike greedy methods that optimize each node sequentially, our approach concurrently optimizes
the entire tree, including A and b at all branch nodes and θ at all leaf nodes. Our “ReLU+Argmin”-
based Differentiable Decision Tree (termed RADDT), outlined in Appendix G, Algorithm 1, begins at
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multiple random initialization (Line 4 - 5). This increases the chance of finding better solutions. Each
initialization is adjusted to achieve the maximum margin (Line 4). For each start, the optimization
with our annealing is conducted to produce a tree candidate (Line 6 - 15). The final optimal tree
is selected by comparing candidates from multiple starts, with each evaluated using deterministic
leaf predictions and exact loss calculations without approximation (Line 11 - 13). This framework
is readily implementable using existing tools like PyTorch. Despite the introduction of additional
hyperparameters in gradient-based optimization, tuning them is not typically necessary because their
effects are straightforward. More empirical analyses are detailed in Appendix F.

5 Numerical Experiments and Discussions

We mainly evaluate regression tasks, but also include the same classification datasets used by certain
baselines for a more convincing comparison. Our tree with constant or linear predictions, termed the
respective RADDT and RADDT-Linear, is compared against a broad range of trees in testing accuracy,
training optimality and training time. The 14 baselines include: (a) greedy CART, HHCART, RandCART,
and OC1; (b) non-greedy TAO [Zharmagambetov and Carreira-Perpinan, 2020]; (c) gradient-based
trees using STE like GradTree [Marton et al., 2023], DGT [Karthikeyan et al., 2022] and DTSemNet
[Panda et al., 2024]; (d) sigmoid-based soft tree SoftDT [Frosst and Hinton, 2017]; (e) relaxed
MIP-based tree solved via implicit differentiation LatentTree [Zantedeschi et al., 2021]; (f) local
search ORT-LS [Dunn, 2018]; (g) soft tree variant using smooth-step function TEL [Hazimeh et al.,
2020] (Tree ensemble); (h) other ensembles like random forest RF and XGBoost. Our primary focus
is on comparing oblique trees. The inclusion of orthogonal CART serves as a foundational work,
aligning with prior work on oblique trees, such as TAO, DGT, DTSemNet and TEL, which also use
CART for comparison. Although outperforming CART is an expected outcome, its inclusion helps
quantify the amount of improvements achievable by oblique tree. GradTree is included to enable
a fair comparison against other STE-based oblique trees like DGT and DTSemNet. Since it remains
uncertain whether oblique trees can match tree ensemble’s accuracy, we include RF and XGBoost as
a commonly used and strong ensemble baselines, and TEL as the oblique ensemble counterpart.

These 14 baseline comparisons are conducted across four groups of datasets: (i) 17 medium-sized
regression datasets with fewer than 41k samples (primary focus); (ii) 27 classification and 9 regression
datasets used in the papers of certain baselines (for a more credible comparison); (iii) 4 real-world
datasets with about 100 samples, and 3 synthetic datasets with 5000 samples (for comparing global
optimality with global tree ORT-MIP [Bertsimas and Dunn, 2017] and known ground truth); (iv) 7
large-scale datasets each with at least 1 million samples (for evaluating scalability).

Detailed dataset information and usage are given in Appendix H. Comparisons focus on accuracy
in Coefficient of Determination (usually denoted as R2), and computational time in seconds. The
Friedman Rank [Sheskin, 2020] is also used to statistically sort the compared methods according to
their testing accuracy, with a lower value indicating better performance. Comprehensive details on
the implementation for each compared method, and computing facilities are given in Appendix I.

5.1 Testing accuracy comparison

To evaluate the testing accuracy of our optimized tree, we compare it against diverse decision trees
and 3 tree ensembles with different tree induction methods. For a fair comparison, we conduct depth
tuning for all tree methods to select the optimal tree depth from 1 to 12 (except for CART from 1 to
100 due to its tendency to rely on deeper depth for higher accuracy).

Comparison against other decision trees: In Table 1, our RADDT consistently outperforms compared
trees in test accuracy across Group (i) 17 datasets. Specifically, RADDT surpasses the foundational
CART by 7.54%, greedy HHCART by 5.64%, and ORT-LS by 3.72%. These results underscore the
effectiveness of our tree optimization. Besides, Friedman rank comparisons reinforce these findings,
with RADDT attaining the highest rank. Detailed results for each dataset are provided in Appendix K.1.

Regarding existing gradient-based trees, since DGT and LatentTree fail to scale to depth 12, we
evaluate them under another fixed-depth setting in Section 5.2. GradTree, as observed in Table 1,
performs poorly in our experiments. This result is within our expectations, as their original paper
reports that GradTree underperforms CART on 17 out of 36 datasets (see their Table 1 and 2 in
[Marton et al., 2023]). Nonetheless, to ensure a more credible comparison, we further evaluate our
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Table 1: Test accuracy for compared decision trees on 17 medium-sized datasets in Group (i).

Greedy Methods Gradient-based1, 2 Local Search Ours
CART RandCART HHCART OC1 GradTree SoftDT ORT-LS RADDT

Testing Accuracy (R2, %) 74.85 71.20 76.75 73.31 64.30 72.72 78.67 82.39
Tree Depth 10.24 8.12 8.29 8.12 10.29 10.29 6.24 7.29

Friedman Rank 4.65 5.88 3.65 5.06 7.00 4.76 3.24 1.76
1 Other two gradient-based DGT and LatentTree are compared in Table 3 with fixed depths due to scalability issues at depth 12.
2 More credible results on their originally-used dataset are discussed below, include GradTree, SoftDT, DGT, and DTSemNet.

method on the same classification datasets used in their study. Similar same-dataset comparisons are
also conducted for SoftDT, DGT-Linear, DTSemNet and non-greedy TAO-Linear as below.

A more credible same-dataset comparison on Group (ii) datasets originally used by five baselines:
For a more convincing comparison, we evaluate on the same datasets used in the original works of
five baselines: 27 classification datasets in GradTree, 4 regression datasets in soft tree [İrsoy et al.,
2012], and 5 shared regression datasets among DGT-Linear, TAO-Linear and DTSemNet. Dataset
information is given in Appendix H. Besides using same datasets, we also compare directly with
the results reported in their own papers. For fairness, our method is evaluated using each baseline’s
experimental setup, including same data preprocessing and evaluation metrics. Full implementation
details are given in Appendix K.2. For GradTree, with detailed results for each dataset given in
Appendix K.3, Table 15, our method outperforms GradTree’s reported testing results by an average
of 4.99%. Regarding soft tree, results in Appendix K.4, Table 16, show that RADDT achieves 6.88%
higher test accuracy, again aligning with prior trends. Regarding DGT-Linear, TAO-Linear and
DTSemNet, the DTSemNet work directly reports TAO-Linear’s original results due to the absence
of open-source code for TAO-Linear. Since DTSemNet itself is a tree with linear predictions, for
consistency, it adapts the original DGT tree with constant predictions to a linear variant DGT-Linear.
Following this comparison from DTSemNet, we extend DTSemNet’s Table 4 by including our results
under same experimental setup. As in Appendix K.5, Table 17, ours outperforms these baselines on 4
out of 5 datasets (except “YearPred”), achieving the best average rank of 1.6, followed by DTSemNet
with 2.4, TAO-Linear with 2.6, and DGT-Linear with 3.2, further supporting our previous findings.

Statistical analysis regarding Table 1: While Table 1 empirically shows that RADDT is superior to
the other compared trees, we further conduct a paired T-test to statistically validate the significant dif-
ference among these tree methods. The null hypothesis asserts that RADDT is not significantly different
from other trees. If calculated p-value is less than tolerance τ , the null hypothesis can be rejected,
indicating statistical significance. The t-statistic (black point), p-value and 95% confidence are shown
in Figure 2. The results for all comparisons with p < τ = 0.1 and positive t-statistics consistently
indicate that RADDT is superior to these compared decision trees with statistical significance.

CART OC1 RandCART HHCART GradTree SoftDT ORT-LS
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Figure 2: Paired T-test comparing RADDT with other trees (setting significance level τ = 0.1).

Comparison against tree ensembles on Group (i) 17 datasets: Following decision tree com-
parison, we proceed to compare our method with RF, XGBoost and TEL to validate its competitive
accuracy. Our RADDT slightly underperforms tree ensembles on average. In contrast, RADDT-Linear
outperforms RF by 2.01%, XGBoost by 1.12% and TEL by 0.76%, as shown in Table 2. The superior-
ity of RADDT-Linear is further supported by Friedman rank, where RADDT-Linear ranks highest,
matching that of XGBoost. Detailed results for each dataset are provided in Appendix K.1. These
findings highlight that our method even performs competitively compared to tree ensembles. For a
fair comparison with tree ensembles, this experiment has performed a hyperparameter tuning with
300-combination search, including depth up to 50 and number of trees up to 500, following guidelines
from [Oshiro et al., 2012, Probst et al., 2019]. Detailed tuning procedures are given in Appendix J. In
addition to this 300-combination parameter tuning for ensembles, we also conduct a more extensive
tuning like 10,000-combination search in Appendix K.6. Despite extensive tuning, our key findings
remain unchanged, and the statistical Friedman rank shows no significant difference. Importantly,
our aim is not to claim superiority over ensembles. Since any base learner can be improved via
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ensembling like bagging, comparing a single tree to ensembles is inherently unfair. Instead, we
provide a reference showing that our tree can match ensemble’s accuracy with far fewer parameters.

Table 2: Test accuracy for our trees and 3 tree ensembles on 17 medium-sized datasets in Group (i).

RF XGBoost TEL RADDT RADDT-Linear
Number of Trees 314.71 352.94 10 1 1

Test Accuracy (R2, %) 82.62 83.51 83.87 82.39 84.63
Friedman Rank 2.88 2.24 3.29 4.35 2.24

5.2 Superior testing accuracy analysis: from training optimality perspective

To figure out the reason behind the superior testing accuracy, we then analyze the optimality of
training. Training trees with different depths correspond to different optimization tasks. To assess
optimality, training trees at fixed depth is a common practice. Fixed depths of D = {2, 4, 8, 12}
are used for comparison. Table 3 shows that our RADDT outperforms ORT-LS by 5.35%, 2.66% and
0.02% in training accuracy for depths of 2, 4, and 8, respectively, while it outperforms CART by
24.83%, 21.02% and 9.48% across various depths. For other gradient-based trees, RADDT significantly
outperforms GradTree and SoftDT on average at all depths. LatentTree and DGT do not scale to
depth 12. On average across these feasible depths, our method outperforms LatentTree by 10.39%
in training and 6.24% in testing accuracy, and surpasses DGT by 7.52% in training and 2.66% in
testing accuracy. Improvements in training accuracy imply that our optimization algorithm achieves
better training optimality. Furthermore, an increase in training accuracy correlates with the improved
test accuracy at depths of 2, 4, and 8, suggesting that an optimized tree with higher training accuracy
can potentially yield better test accuracy before encountering serious overfitting issues. Overfitting,
particularly at a depth of 12, is simply addressed by tuning an optimal tree depth. The overfitting
limitation is further analyzed in Section 5.6.

Table 3: Fixed-depth comparison of training, testing accuracy and training time on Group (i) datasets.

D Greedy Methods Gradient-based Trees Local Search Ours
CART RankCART HHCART OC1 GradTree SoftDT DGT LatenTree ORT-LS RADDT

Train
(R2,%)

2 46.95 32.81 46.20 49.59 39.42 50.59 64.48 66.94 66.43 71.78
4 61.16 54.09 62.65 63.21 53.29 56.83 75.83 72.25 79.52 82.18
8 81.45 77.51 82.26 81.43 64.65 66.81 82.01 74.54 90.91 90.93

12 93.45 93.06 94.74 93.02 66.86 73.03 / / 97.46 96.36

Test
(R2,%)

2 46.14 32.47 45.61 47.95 38.53 49.94 63.81 66.42 64.51 70.07
4 58.92 52.69 61.30 60.22 51.45 56.32 75.16 71.03 75.06 78.98
8 69.77 69.93 74.57 69.08 62.40 66.44 79.99 70.77 74.93 77.89

12 68.28 64.13 68.37 65.57 63.81 72.45 / / 68.25 73.11

Time
(s)

2 0.03 0.70 4.43 3,216 31.32 22.24 2,102 1,624 457.21 542.22
4 0.04 1.56 7.45 4,192 54.74 81.88 2,577 2,194 868.08 478.81
8 0.07 5.08 12.52 4,803 298.92 1,209 4,049 2,381 9,336 602.69

12 0.10 12.61 22.01 5,103 10,417 54,829 / / 210,141 2,643

Training optimality comparison against global optimal solutions on Group (iii) datasets: The
above results reveal that our approach achieves superior training optimality. To provide a reference
for global optimality, we then compare it with global optimal trees ORT-MIP. However, ORT-MIP
fails to find optimal trees for any of the above datasets, even with 128 cores and a two-day time
limit. It can only solve a 2-depth tree on 4 small datasets in Group (iii) to a global optimum with 1%
optimality gap. Despite the existence of sparse optimal trees [Zhang et al., 2023], a direct comparison
is infeasible for some reasons discussed in Appendix K.7. We also detail train accuracy comparison
there. Results show that RADDT nearly reaches global optimum (ORT-MIP) with 2.82% discrepancy.

Training optimality comparison against ground truth on Group (iii) datasets: We further evaluate
RADDT on three synthetic datasets with known ground truth, each with 5000 samples. The procedure
for generating synthetic datasets is detailed in Appendix H. The corresponding ground truths for
training and testing accuracy are 100%. In Appendix K.8, Table 20, our RADDT closely approximates
global optimality in training and testing accuracy, with 0.64% difference over ground truth on
average. These results, together with the previous global solution comparisons, further validate the
effectiveness of our tree optimization.

Ablation study on the optimization strategies: The notable training accuracy of our RADDT method
can be attributed to two key strategies designed to enhance approximation accuracy: the multi-run
warm start annealing strategy, which improves training accuracy by an average of 7.1% across various
depths compared to standard softmin function without any scaling; and the strategy of adjusting
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initial solutions for gradient-based optimization, which contributes an additional 1.8% improvement
on average. Detailed results for the ablation study are provided in Appendix K.9.

5.3 Scalability assessment to 12-depth trees on 7 million-scale datasets in Group (iv)

Previous experiments focus on three different groups of datasets with fewer than 41k samples. To
further evaluate our scalability, we test it on seven large-scale datasets, each containing at least
1 million samples, using the same fixed-depth setting as in Table 3. The Group (iv) dataset is
detailed in Appendix H. As shown in Appendix K.10, Table 22, our RADDT successfully scales to a
12-depth tree, outperforming CART by 4.83% in training and 3.15% in testing across all depths. In
contrast, GradTree and SoftDT fail to output good solutions. At the feasible depths for DGT and
LatentTree, RADDT outperforms DGT by 3.9% in training and 3.74% in testing on average, while
it slightly underperforms LatentTree by 0.03% in training and 0.08% in testing. However, RADDT
takes significantly less training time, and LatentTree is only solvable at depths 2 and 4. These
comparisons effectively showcase RADDT’s scalability on million-scale datasets at depth-12 trees.

GPU acceleration and training time analysis: Our training time is primarily affected by sample
size n, feature number p and depth D. For D-depth tree training, each sample must be evaluated at
all 2D − 1 branch nodes via matrix operation Axi, requiring O(p · (2D − 1)) operations per sample
and O(n · p · (2D − 1)) operations for the full dataset. It indicates that training time increases with
larger n and D. Importantly, our implementation is highly parallelizable and facilitates multi-GPU
acceleration. The specific GPU configurations in our experiments and acceleration analysis are given
in Appendix K.11. In the million-scale comparison Appendix K.10, Table 22, our RADDT achieves a
42-fold speedup over DGT at depth 4. These scalability advantages become even more pronounced
with deeper trees and more samples, where larger matrix operations dominate the computation.
However, in this setting within Table 22, most high-accuracy baselines fail to scale to depth 12,
making direct comparisons at that depth infeasible. To further illustrate the advantage, we refer to
Table 3, where the second-best method ORT-LS scales to depth 12. For instance, on the “ailerons”
dataset, RADDT is 432 times faster than ORT-LS, demonstrating the substantial speedup at deeper
depths. Detailed time comparisons for datasets with more than 10,000 samples used in Table 3 are
given in Appendix K.12. Besides, a training time comparison of our method in GPU versus CPU
settings is provided in Appendix K.13, although the advantages of GPU acceleration are expected.

5.4 Analysis of model complexity and inference time

Alongside tree depth, the number of model parameters also offers a clear view of model complexity.
While oblique tree typically requires more parameters than orthogonal tree at a given depth due to
feature combinations, it often yields better accuracy with much smaller depth. Therefore, for a similar
accuracy, our oblique tree may not require more parameters overall than orthogonal tree.

For a D-depth binary tree with TB = 2D − 1 branch nodes and TL = 2D leaf nodes, and a dataset
with p features, orthogonal tree like CART requires 2 · TB + TL parameters. In contrast, our oblique
tree RADDT requires TB ·p+1+TL parameters, while our RADDT-Linear needs TB ·p+1+TL ·p+1
parameters. Based on these, we compare the number of model parameters for CART, RADDT and
RADDT-Linear in Table 4 by averaging across all Group (i) 17 datasets. As shown in Table 4,
CART achieves 74.85% accuracy with average depth 10.24 and 3,140.94 parameters. Our RADDT and
RADDT-Linear reach 82.39% and 84.63% accuracy at depths 7.29 and 4.82, using 10,503.94 and
4,044.71 parameters, respectively. Notably, if the goal is to match or slightly exceed CART’s accuracy,
our models can do so with much smaller trees. Table 4 shows that RADDT achieves 75.23% at depth
2.82 using only 101.71 parameters, and RADDT-Linear reaches 77.21% at depth 1 with just 40.47
parameters, yielding 31 times and 78 times reductions in parameter count compared to CART. These
results indicate that our methods do not necessarily require more parameters for improved accuracy;
the total parameter cost depends on the desired trade-off between accuracy and model complexity.

Additionally, inference time greatly helps assess model complexity. In the setting of Table 1 and
Table 2, our methods achieves superior accuracy improvements but involves more parameters than
CART, resulting in slightly higher inference time. However, if only aiming to achieve an accuracy
comparable to CART (74.85%), Table 4 shows that the inference time of RADDT becomes comparable
to CART, while RADDT-Linear is even faster. It is important to note that our implements use Python
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Table 4: Model complexity and inference time comparison with CART on Group (i) 17 datasets.

Method Testing Accuracy (R2, %) Depth Number of
Branch Nodes

Number of
Leaf Nodes

Total Number of
Model Parameters

Inference Time
(Millisecond)

CART 74.85 (reported in Table 1) 10.24 1,046.65 1,047.65 3,140.94 0.44

RADDT 82.39 (reported in Table 3) 7.29 671.94 672.94 10,503.94 1.88
75.23 (only slightly exceed CART’s accuracy) 2.82 6.88 7.88 101.71 0.54

RADDT-Linear 84.63 (reported in Table 3) 4.82 129 130 4,044.71 1.61
77.21 (only slightly exceed CART’s accuracy) 1 1 2 40.47 0.39

and PyTorch, where inference time may not scale strictly with parameter count due to framework
overhead. A pure C++ implementation would likely align more closely with parameter count.

5.5 Interpretability analysis

We fully acknowledge that orthogonal trees like CART, at the same depth, are generally more inter-
pretable than oblique trees. However, as originally analyzed in OC1 [Murthy et al., 1994], oblique trees
could become more interpretable when their depth is substantially smaller. Interpretability depends
on multiple factors including tree depth, feature number, and the accuracy-simplicity trade-off. There
is no interpretability superiority of one approach over the other, as it depends on specific application
scenarios. We evaluate our RADDT’s interpretability from three aspects: tree-based prediction logic,
unique prediction path and the complexity of decision rules. Detailed analysis can be found in
Appendix K.14 with an illustrative example in Figure 7.

5.6 Limitations analysis and future work

While our approach achieves superior accuracy, several limitations remain. The primary limitation
lies in inadequate regularization. In Table 3, while training accuracy for RADDT improves by 5.43%
from depth 8 to 12, testing accuracy conversely drops by 4.78%, indicating a serious overfitting
issue. This issue is more pronounced in trees with linear predictions, as detailed in Appendix K.15.
In response, we apply preliminary L1 regularization to RADDT-Linear for experiments in Table 2,
leading to a modest 0.57% improvement in testing accuracy. Due to the challenges in identifying
optimal regularization strength and potential increases in training time, we just used a small value
of 1e− 4, without extensive tuning. Despite this, further improvements could be achieved through
more dedicated regularization strategies, such as the post-hoc regularization technique, Hierarchical
Shrinkage, proposed for trees by Agarwal et al. [2022]. Second, the effectiveness of our multi-run
warm start annealing strategy is validated by empirical observations; however, a theoretical analysis is
still lacking. Third, our tailored initialization adjustment strategy fails to consider the corner case of
an ill-defined initialization where both aj = 0 and bj = 0. This is also a limitation, despite its rarity
and minimal impact on empirical performance in practice. Fourth, while our current hyperparameter
tuning for tree ensembles is sufficient to support our main claims, especially given that our goal is not
to claim superiority over ensembles, more tuning on regularization parameters could potentially yield
even better results for tree ensembles. Exploring this gap between a single tree and ensembles presents
a promising area for future research. Next interesting future direction is to apply our optimization
strategies, such as initialization and multi-run warm-start annealing, to other gradient-based trees
like SoftDT. Since these strategies are general, they are not limited to our specific tree formulation
and may benefit other models. Another promising alternative to our scaled softmin approximation is
the Entmax function. However, its application requires further investigation, as selecting its sparsity
parameter presents a similar challenge to choosing the scale factor in our softmin method.

6 Conclusion

Our approach addresses two main limitations of classic decision tree: non-differentiability and
low test accuracy, thereby enhancing its practicality. We tackle these issues by first proposing a
“ReLU+Argmin”-based hard split tree with a novel exact reformulation, then significantly improving
its test accuracy through our gradient-based entire tree optimization. The entire tree training problem
is reformulated as an unconstrained optimization task, with a scaled softmin function approximating
Argmin behaviors for effective gradient backpropagation. Our reformulated tree, unlike existing soft
approximation, eliminates the softness at both branch nodes and leaf nodes, thus preserving hard
splits and deterministic predictions. Extensive experiments demonstrate our tree’s superior accuracy
and scalability on million-scale datasets.
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Appendices for:
Differentiable Decision Tree via “ReLU+Argmin” Reformulation

A Certain Scenarios Requiring Decision Trees with Hard-splits

Hard-split decision trees and soft decision trees represent fundamentally different models, each suited
to different application scenarios. Further, there do exist scenarios where the application of hard-split
decision trees is not only more appropriate but also imperative. Below is an illustrative example from
industrial projects that underscores this preference.

Scenario: Piece-wise affine control law in explicit model predictive control.

In explicit model predictive control, the control law is often represented by piece-wise affine functions,
which can be effectively approximated by a hard-split decision tree. The hard decisions at branch
nodes can be used to determine the control action based on the state of the system, which can be
easily implemented in real-time control systems.

Beyond the utility of making clear hard decisions, the optimal decision tree model that offers superior
predictive performance is also crucial for these scenarios. From the perspective of application scenar-
ios, the motivation and necessity for hard-split optimal decision trees are intuitive and compelling.

B Empirical Analysis of Scale Factor Impacts on Scaled Softmin Operation

The scale factor α significantly influences the approximation degree to Argmin function and the
behavior of its gradient in optimization. A larger α leads to a better approximation than standard
softmin function with α = 1, achieving closer proximity to an Argmin function as α approaches
infinity. An illustration for the gap between scaled softmin function and the Argmin function under
varying α is shown in Figure 6. Nonetheless, a larger α also results in a more unstable gradient, which
may adversely affect the optimization process. Consequently, the α represents a critical balance
between achieving high approximation degree and maintaining stability in optimization processes.

To show how the scale factor α impacts the training optimality of the unconstrained optimization
problem (our RADDT method without using the strategy of multi-run warm start annealing), we conduct
comparison experiments across different α values at different depths. Our differentiable decision
tree optimization framework will be introduced in Section 4. The findings, summarized in Table 5,
reveal the relationship between α and training performance, as measured by the average training
accuracy R2. Notably, we observe that the training accuracy at the extremes of α = 1 (standard
softmin function) and α = 1000 are inferior compared to intermediate α values. This observation
underscores two critical insights: first, relying solely on softmin function (α = 1) yields suboptimal
optimization results; second, the high α value may not necessarily lead to better optimality.

Table 5: The impact of α on training accuracy across different depths.

Various α Value Training Accuracy (%)
D = 2 D = 4 D = 8 D = 12

α = 1 (Standard Softmin Function) 60.78 69.97 81.46 93.45
α = 20 70.28 79.43 87.98 94.49
α = 150 68.00 78.31 88.08 94.42
α = 1000 65.05 74.16 83.79 93.45

However, it remains a challenge to identify the optimal scale factor α that balances the trade-off
between approximation degree and differentiability. To mitigate this issue, we propose a multi-run
warm start annealing strategy, detailed in the following Section 4.1, to narrow the gap between the
Argmin behaviors and its differentiable approximation.

C Deterministic Calculations for Leaf Prediction Parameters

As detailed in Section 3.2, our method deterministically calculates the leaf prediction parameters θ
(i.e., the parameters K and h in regression, and the parameters h in classification), instead of directly
using trained values for θ. Given a tree with tree split parameters A and b, the deterministic tree path
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for each sample can be obtained, which allows determining the total number of samples assigned to a
specific leaf node t ∈ TL.

In classification tasks, the value of h at a leaf node t corresponds to the majority class among the
samples assigned to that leaf node. In this case, the leaf value is represented as a class label or the
one-hot vector specific to the class, ht ∈ {0, 1}c, in contrast to the continuous value ht ∈ Rc used
during the training phase.

In regression tasks, we consider two types of leaf prediction: linear prediction and constant prediction.
For decision trees with linear predictions, the prediction at a leaf node is a linear combination of input
features by fitting a linear correlation between all samples assigned to that leaf node. The leaf values
at a leaf node t, kt and ht, are the linear coefficients determined by linear regression. For decision
trees with constant predictions, the value of K remains zero. The value of h at a leaf node t is an
average of the true output values (yi) of the samples assigned to that leaf node t.

D Implementation Details of Multi-run Warm Start Annealing

As discussed in Section 4.1, the key challenge in enhancing the approximation accuracy to Argmin
behaviors lies in the selection of α. A larger α may destabilize optimization process, whereas a
smaller α tends to be easier to solve for gradient-based optimization. The annealing strategy, which
gradually changes α from small to large values, has been ever used to strike such a balance in existing
literature [Hehn and Hamprecht, 2017, Karthikeyan et al., 2022, Lee and Jaakkola, 2020], though not
specifically for our application to scaled softmin. However, their annealing typically adjusts α within
a single training process, such as changing α every few epochs, which may affect stable gradient
updates. Besides, the implementation details in these works are not well-documented. Considering
these, we introduce a detailed description of our annealing strategy.

Our annealing process operates across multiple optimization runs with different α values. The solution
from an optimization task with a smaller α is used to effectively warm-start the next optimization
run with a larger α. By starting with a smaller scale factor and gradually increasing it, this strategy
enhances the approximation accuracy, while mitigating numerical instability typically associated with
larger scale factors.

Specifically, the procedure begins by sampling a set of scale factors within a predetermined range
from the smallest αmin to the largest αmax, ensuring a broad exploration of possible α values. We
adopt log-space sampling to generate these scale factors, {α1, · · · , αn}, evenly on a logarithmic
scale. In this case, these sampled scale factors can be denser in the smaller range, which is beneficial
for the stable optimization process. We initiate the optimization with the smallest sampled scale
factor to generate the initial optimized tree candidate. This candidate then serves as the starting
point for the next optimization run with a slightly larger α. This iterative process is repeated until all
sampled scale factors have been utilized. Detailed implementation steps are integrated within our
systematic optimization framework, Algorithm 1.

D.1 Comparison between our annealing strategy and binary search for scale factor selections

Binary search provides a structured way to explore different α values for scaling the softmin approxi-
mation. Unlike random trials, it narrows the search range by evaluating performance at the midpoint
and adjusting boundaries accordingly. While this is more principled than random guessing, it still
involves testing isolated α values. As earlier discussed, this approach does not match the performance
of our multi-run warm start annealing strategy.

While we agree that a binary search-like approach can be used to identify an effective α, our
empirical results show that gradually increasing α, rather than directly using a large fixed value,
leads to better training outcomes. This is because starting with a smaller α allows the model to
optimize under a smoother case, improving stability. As α increases, it becomes sharper and closer
to the ideal formulation, and the model benefits from being progressively adapted to this more
accurate approximation. Our annealing strategy takes advantage of this effect by warm-starting
each successive optimization task with the solution from previous task with smaller α. This gradual
refinement enhances the approximation accuracy, while mitigating numerical instability typically
associated with larger α.
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The average training accuracy across Group (i) 17 regression datasets for different tree depths is
summarized below. Our annealing strategy consistently outperforms binary search, with an average
improvement of 2.82% across all depths.

Table 6: Training accuracy (optimization capability) comparison with different α selection strategies.

Tree Depth 2 4 8 12
Using Binary Search for α Selections 69.95 77.33 87.69 94.98

Using Our Multi-run Warm Start Annealing Strategy for α Selections 71.78 82.18 90.93 96.36

These results validate the effectiveness of our annealing in practice. However, we acknowledge that
this finding is based on empirical observation, and a theoretical analysis is still lacking.

E An Illustrative Example of The Influence of Initial Solutions and Their
Adjustments for Gradient-based Optimization

As discussed in Section 4.2, a good initial solution is crucial for achieving a better optimality,
especially in our task with softmin operations. This is because our softmin operates on Ui,t, which is
ReLU-based violations with either zero or non-zero values. However, these non-zero violations may
be close to zero, especially for samples around the decision boundary aT

j xi − bj = 0. While such
small discrepancies between exact-zero and near-zero violation do not impact Argmin behaviors,
which select the unique path only when Ui,t = 0, they can sensitively affect softmin. Specifically,
softmin may fail to produce values close to one as ideally expected, potentially compromising
approximation accuracy. Here, we provide an illustrative example to understand the influence of
initial solutions and their adjustments for gradient-based optimization. As shown in Figure 3, the red
sample x∗ lies near the blue decision boundary, resulting in a small positive ReLU output, close to
zero, that is difficult to distinguish from an exact zero.

Samples assigned to right

Adjusted aj and bj with more margin to nearest samples

Samples assigned to left
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Ui,t = 0

Figure 3: Illustration of the influence of initial solutions and the effective adjustments.

To mitigate this, the initial A and b can be adjusted so that the decision boundary achieves the
maximum margin from the nearest samples, without altering the existing sample assignments as
illustrated by the green line in Appendix E, Figure 3. This adjustment does not change sample
assignments but enhances the distinction between exact-zero and near-zero cases.

The adjustment can be easily implemented either by calculating the median of aT
j xi for the closest

samples on both sides of the boundary, or using support vector machine to treat sample assignments
as a binary classification task. To be more specific, Each branch test aT

t xi ≤ bt acts as a binary
classifier, directing samples left or right. A practical adjustment is to slightly shift the decision
boundary (e.g., by modifying the median of aT

j xi) to enlarge the margin without changing sample
assignments. Beyond only adjusting bj , we also refine both aj and bj using an SVM: we treat
left/right assignments as binary labels and fit a linear SVM to maximize margin. The resulting
weights and bias update the split parameters while preserving the original assignment. This procedure
is visualized in Appendix E, Figure 3.
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F Hyperparameters Analysis of Our Differentiable Decision Tree
Optimization Approach

Despite the introduction of additional hyperparameters in gradient-based optimization, tuning them is
not typically necessary because their effects are straightforward. To be more specific, the hyperpa-
rameters in our differentiable decision tree optimization approach are as follows:

(1) The multi-start number Nstart
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Figure 4: The trend of training optimality under different depth setting with different Nstart.

The multi-start number Nstart directly influences training optimality by increasing the chance of
finding the optimal solution, albeit at a higher computational cost. In practice, Nstart is set to balance
acceptable computational expenses with desired training accuracy.

To explore the correlation between Nstart and the training optimality, our “ReLU+Argmin”-based
Differentiable Decision Tree Optimization (RADDT) for regression trees with constant predictions is
performed under different Nstart values as shown in Figure 4. It indicates that increasing Nstart

generally improves training optimality for all various tree depths, especially at lower tree depths.

(2) The epoch number Nepoch

The epoch number Nepoch is another hyperparameter that directly affects training optimality. A
higher Nepoch value increases training accuracy, but it also increases computational costs. In practice,
Nepoch is also set to balance acceptable computational expenses with desired training accuracy.

Our experiment with different Nepoch = {100, 3000, 5000} in Figure 5, shows that increasing Nepoch

generally improves training optimality for all various tree depths.
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Figure 5: The trend of training optimality under different depth setting with various Nepoch.

(3) The range of sampled scale factors [αmin, αmax] for scaled softmin function
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Figure 6: Comparison of scaled softmin function approximating Argmin behaviors under varying α.

This predetermined range is used to sample a set of scaled factors α for the strategy of multi-run warm
start annealing. The principal aim is to explore a broader range of scale factors, ranging from smaller
to larger values. As discussed in Section 3.2, the scaled softmin function applied to Ui,t is used to
approximate the Argmin function (more concretely, the one-hot encoded Argmin function). A larger
α leads to a closer approximation to the Argmin function. As observed in Figure 6, the gap between
scaled softmin function and the Argmin function narrows as α increases. Noticeably, the standard
softmin function with α = 1 exhibits a significant deviation from the Argmin function as depicted in
the black line. With a larger α, such as α ≥ 50, the scaled softmin function closely approximates
the Argmin function, almost overlapping with the Argmin function as shown in the figure. In the
implementation of our experiments, we simply sample α within the range [αmin, αmax] = [2, 200] to
meet our requirements. This range ensures that smaller values maintain a smooth gradient and exhibit
a better approximation than the standard softmin function, while larger values closely approximate
the Argmin function.

(4) The number of sampled scale factors

Within a predetermined range, a set of scaled factors, denoted as {α1, · · · , αn}, are sampled for
subsequent use in multi-run warm start annealing, as detailed in Section 4.1. Larger scale factors
reduce the approximation disparity, whereas smaller ones yield a smoother and more stable gradient.
Including a greater number of scale factors in the set facilitates a more stable approximation process,
enhancing the approximation degree to Argmin behaviors while minimizing the loss of differentiability
typically associated with larger scale factors. Intuitively, including more scale factors in the set
enhances training optimality. However, this leads to increased iterations in the annealing strategy,
thereby raising computational costs. Practically, the number of scale factors is often determined by
balancing training accuracy against computational demands. In our experiments, to avoid excessive
computational costs, we primarily sample 5 scale factors with a log-space distribution within the
range [αmin, αmax].

(5) The learning rate η

The learning rate is a common parameter in gradient-based optimization, and has garnered significant
attention in the literature. To simplify its usage, we adopt the well-established learning rate scheduler,
termed CosineAnnealingWarmRestarts (with initial linear warm up) in PyTorch, which decreases
the learning rate from an initial value of 0.01, thus minimizing the need for additional tuning.

G Algorithm Details of "ReLU+Argmin"-based Differentiable Decision Tree

Alongside the detailed descriptions in Section 4.3, we present the algorithmic implementation of our
“ReLU+Argmin”-based Differentiable Decision Tree Optimization framework, RADDT, in Algorithm 1.
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Algorithm 1 The entire tree optimization framework for RADDT.
1: Input: {xi, yi}ni=1, tree depth D, learning rate η, epoch number Nepoch, multi-start number Nstart.
2: Output: Optimal trainable variables Abest, bbest, θbest.
3: Define Lmin, empty variables Abest, bbest and θbest.
4: for start = 1 to Nstart do
5: Initialize A, b, θ with initial solution adjustments as detailed in Section 4.2. Generate scale factors

{α1, · · · , αn} with log-spacing.
6: for αiter ∈ {α1, · · · , αn} do
7: If iter ̸= 1, initialize trainable variables with the solution of last optimization run by Line 12.
8: for k = 1 to Nepoch do
9: Calculate loss L at step k by Equation (7) and calculate ∂L

∂A
, ∂L

∂b
, ∂L

∂θ
. Then update trainable

variables via gradient decent, such as Ak+1 = Ak − η ∂L
∂A

.
10: end for
11: Deterministically update θ without any approximation, as described in Appendix C.
12: Generate a tree candidate with optimized variables, termed as Aiter , biter , θiter . Specifically,

Aiter = ANepoch and biter = bNepoch , while θiter is derived through a deterministic recalculation
as mentioned in Line 11.

13: Deterministically compute L by Equation (5). IF L < Lmin, update variables like Abest ← Aiter .
14: end for
15: end for

H Detailed Description and Usage of The Four Groups of Datasets

Dataset split ratio and usage

In our experiments, typically, we allocate 75% of the samples for training purposes and the remaining
25% for testing, following the train-test split ratio as used in [Bertsimas and Dunn, 2017]. If an
experiment requires cross validation for hyperparameter tuning like tree depth, we then subdivide the
training datasets into training and validation subsets in a 2:1 ratio. The dataset setting accordingly
changes to 50% samples as training set, 25% samples as validation set, and 25% samples as testing set.
After determining the best hyperparameters, we then retrain the model using the combined training
and validation set, and use the remaining 25% as the testing set to evaluate the final testing accuracy.

Dataset information across four groups

As discussed in Section 5, our baseline comparison experiments are conducted across four groups
of datasets: (i) 17 medium-sized regression datasets with fewer than 41k samples (primary focus);
(ii) 27 same classification and 9 regression datasets used in certain baselines (for more credible
comparison on their used datasets); (iii) 4 real-world datasets with about 100 samples, and 3 synthetic
datasets with 5000 samples (for comparing global optimality with global tree ORT-MIP [Bertsimas
and Dunn, 2017] and known ground truth, respectively); (iv) 7 large-scale datasets with at least 1
million samples (for scalability).

Unless otherwise specified, these real-world datasets used for our regression experiments are collected
from the UCI repository [Dua and Graff, 2019] and OpenML [Vanschoren et al., 2014]. Regarding
the 17 medium-sized datasets in Group (i), detailed information about these datasets is summarized
in Table 7. The dataset size n and the number of features p are provided in the table.

Regarding the same classification datasets used in the original GradTree study [Karthikeyan et al.,
2022] in Group (ii), we include these shared datasets to support a more credible and convincing
comparison. Although we have already compared against GradTree on the Group (i) 17 regression
datasets in Table 7, and their subpar performance aligns with the results reported in their own
Table 1 and 2, where their method underperforms the foundational baseline CART on 17 out of 36
classification datasets, we still further evaluate on the same classification datasets used in their own
work to provide a more credible comparison. Among their 36 classification datasets, we finally
collect 27 and discard 9 datasets, due to one or more of the following issues: unavailable dataset
sources, unusable datasets with substantial missing values (corrupted dataset), or ambiguous dataset
documentation. For example, the “rice” dataset lacks a clear download source. The “annealing”
dataset contains a significantly large number of missing values and is nearly unusable. The “splice”
dataset lacks clear information, such as the definition of features and predictive target, making this
type of dataset unusable. Therefore, to ensure experimental reproducibility and data integrity, we
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Table 7: Group (i) 17 real-world regression datasets from UCI and OpenML Repository.

Dataset Index Dataset Name Dataset Size (n) Feature Number (p)
1 airfoil-self-noise 1,503 5
2 space-ga 3,107 6
3 abalone 4,177 8
4 gas-turbine-co-emission-2015 7,384 9
5 gas-turbine-nox-emission-2015 7,384 9
6 puma8NH 8,192 8
7 cpu-act 8,192 21
8 cpu-small 8,192 12
9 kin8nm 8,192 8
10 delta-elevators 9,517 6
11 combined-cycle-power-plant 9,568 4
12 electrical-grid-stability 10,000 12
13 condition-based-maintenance_compressor 11,934 16
14 condition-based-maintenance_turbine 11,934 16
15 ailerons 13,750 40
16 elevators 16,599 18
17 friedman-artificial 40,768 10

discard 9 datasets in total and perform the same-dataset comparison on the remaining 27 datasets.
Additionally, since their work adopts a 20% test split, different from our default setting, we adopt
their train-test split ratio for this specific comparison to ensure fairness. The final list of datasets,
along with their sample size n, number of features p, and number of classes c, is presented in Table 8.

Table 8: Group (ii) 27 same classification datasets used in the original GradTree study.

Dataset Index Dataset Name Dataset Size (n) Feature Number (p) Class Number (c)
GradTree-1 balance-scale 625 4 3
GradTree-2 banknote-authentication 1,372 4 2
GradTree-3 blood-transfusion 748 4 2
GradTree-4 car-evaluation 1,728 6 4
GradTree-5 congressional-voting-records 232 16 2
GradTree-6 contraceptive-method-choice 1,473 9 3
GradTree-7 dermatology 358 34 6
GradTree-8 echocardiogram 61 11 2
GradTree-9 iris 150 4 3

GradTree-10 spambase 4,601 57 2
GradTree-11 thyroid-disease-ann-thyroid 7,200 21 3
GradTree-12 wine 178 13 3
GradTree-13 adult 32,561 14 2
GradTree-14 bank-marketing 45,211 14 2
GradTree-15 credit-card 30,000 23 2
GradTree-16 german 1,000 20 2
GradTree-17 glass 214 9 6
GradTree-18 heart-failure 299 12 2
GradTree-19 landsat 6,435 36 6
GradTree-20 loan-house 614 11 2
GradTree-21 lymphography 148 18 4
GradTree-22 mushrooms 8,124 22 2
GradTree-23 raisins 900 7 2
GradTree-24 segment 2,310 19 7
GradTree-25 solar-flare 1,389 10 8
GradTree-26 wisconsin-breast-cancer 569 10 2
GradTree-27 zoo 101 16 7

Regarding the same regression datasets used in the work of soft decision trees, no tabular datasets
were used in [Frosst and Hinton, 2017], but we adopt the four tabular regression datasets from the
original soft decision tree study by [İrsoy et al., 2012]. We include these shared datasets to support a
more credible and convincing comparison as well. The shared 4 datasets are given in Table 9.

Regarding the same regression datasets used in DTSemNet, DGT-Linear and TAO-Linear, we also
include these 5 shared datasets. We follow the same comparison setting and experimental setup
as DTSemNet to include these 5 shared datasets for a more credible comparison against DTSemNet,
DGT-Linear and TAO-Linear. Details of the shared 5 datasets are provided in Table 10.

For comparison of training optimality in Section 5.2, four small regression datasets with around 100
samples are also used. These datasets, collected from UCI and listed in Table 11, allow us to compare
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the training optimality of our method against global optimal solutions. The global optimal method
ORT-MIP is computationally solvable for such a small dataset size as observed in our experiments.

Besides, three two-dimensional synthetic regression datasets with 5000 samples each are also used
to showcase the effectiveness of our tree optimization in approaching global training optimality.
Synthetic datasets are advantageous as they hold a known ground truth. Based on tree-based decision
rules with the form of IF-THEN statements, we design 2D decision rules to create a dataset by the
D-depth tree. These decision rules are used to assign samples to the corresponding leaf nodes along
a sequence of branching tests. For instance, when generating a two-dimensional dataset for a 2-depth
tree, one of the decision rules is described as IF xi,1 + xi,2 > 0 and xi,1 − xi,2 > 0, THEN
yi = 0.5. In this setting, we generate 3 synthetic datasets, termed “Syn-2”, "Syn-3" and “Syn-4” .
These datasets are created with varying tree depth settings of 2, 3, and 4, respectively.

Table 9: Group (ii) 4 regression datasets used in original work of soft trees [İrsoy et al., 2012].

Dataset Index Dataset Name Dataset Size (n) Feature Number (p)
SoftTree-1 abalone 4,177 8
SoftTree-2 puma8NH 8,192 8
SoftTree-3 computer 209 7
SoftTree-4 concrete 103 7

Table 10: Group (ii) five shared regression datasets used in original work of DTSemNet, DGT and TAO.

Dataset Index Dataset Name Dataset Size (n) Feature Number (p)
DTSemNet-1 Abalone 4,177 8
DTSemNet-2 Comp-Active 8,192 21
DTSemNet-3 Ailerons 14,308 40
DTSemNet-4 CTSlice 53,500 384
DTSemNet-5 YearPred 515,345 90

Table 11: Group (iii) four small real-world regression datasets with about 100 samples.

Dataset Index Dataset Name Dataset Size (n) Feature Number (p)
Small-1 concrete-slump-test-compressive 103 7
Small-2 concrete-slump-test-flow 103 7
Small-3 hybrid-price 153 4
Small-4 lpga-2008 157 6

Regarding the 7 large-scale regression datasets each with at least 1,000,000 samples in Group (iv),
they are used to evaluate the scalability of our method. These datasets are listed in Table 12. The
dataset size n and the number of features p are provided in the table.

Table 12: Group (iv) seven large-scale regression datasets each with at least 1 million samples.

Dataset Index Dataset Name Dataset Size (n) Feature Number (p)
Million-1 BNG-Ailerons 1,000,000 40
Million-2 BNG-cpu-act 1,000,000 21
Million-3 BNG-cpu-small 1,000,000 12
Million-4 BNG-puma32H 1,000,000 32
Million-5 BNG-wisconsin 1,000,000 32
Million-6 ACSPublicCoverage2018 1,138,289 19
Million-7 BNG-elevator 1,000,000 18

I The implementation Settings for Comparison Studies

To implement our “ReLU+Argmin”-based Differentiable Decision Tree optimization framework
(RADDT), we utilize PyTorch that embeds auto differentiation tools and gradient-based optimizers.
Our method is configured with Nepoch = 3, 000 and Nstart = 10, unless otherwise specified.

For benchmarking, the Scikit-learn library in Python is used to implement CART and random for-
est (RF) methods. XGBoost is implemented via their official package. The parameter values for these
methods are set to default values, unless otherwise specified, such as the specific hyperparameters
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tuning for RF and XGBoost discussed in Section 5.1 and Appendix J. The implementation of HHCART,
RandCART and OC1 is adapted from publicly sourced GitHub repository and programmed in Python.
We modified their classification-oriented loss functions to adapt for regression tasks.

As for the local search method ORT-LS, we reproduce it in Julia due to the absence of open-source
code for ORT-LS. Aiming to provide a reference for global training optimality, we also implement
the MIP-based optimal oblique decision tree, ORT-MIP, in Julia, solving the MIP problem with
Gurobi due to the absence of open-source code for ORT-MIP.

The GradTree, SoftDT, DGT and LatenTree methods are implemented using their respective open-
source GitHub repositories, with adjustments made only to the epoch numbers to align with our
methods. The TEL is implemented using their open-source code with their own default parameter
settings, except for the number of trees and epoch numbers. We modify the epoch number to align
with our experimental setup. Since it is a tree ensemble method, we set the number of trees to 10.

Since no open-source code is available for TAO-Linear, and the DTSemNet work directly uses the
reported results from TAO-linear for comparison, we adopt the same approach to ensure consistency
and credibility. DTSemNet itself is a decision tree with linear predictions. For consistency, it also
adapts the original DGT tree with constant predictions into a linear variant, termed DGT-Linear. The
datasets used in TAO-Linear are shared with DTSemNet and DGT-Linear, and DTSemNet directly
collects the reported results from each method for comparison. Following their experimental setup,
we apply the same data preprocessing, dataset splits and evaluation metric to implement our method
on these five shared datasets. This allows for a fair and direct comparison between our results and the
summarized benchmarks presented in DTSemNet’ Table 4, covering DGT-Linear, TAO-Linear, and
DTSemNet itself. Detailed implementation settings for these baselines can be found in DTSemNet
Panda et al. [2024]. It is important to note that this, same-dataset comparison against TAO-Linear,
DGT-Linear and DTSemNet, is the only experiment in which we directly adopt the reported results
for DGT (DGT-Linear). In our other experiments involving DGT, including Table 3 in Section 5.2 and
Table 22 in Appendix K.10, we implement the experiments using their open-source code software.

Experiments necessitating CPU computation were executed on the HPC Cluster, specifically utilizing
“Dell EMC R440 CPU” configuration. Each CPU job is allocated 32G memory with a Time Limit of
7 days. Experiments for ORT-MIP requiring larger memory resources were carried out on the Oracle
HPC Cluster, specifically with 2T memory and 128 cores. Concurrently, experiments requiring GPU
resources were conducted on the “Narval” server, with an NVIDIA A100 GPU equipped.

J Hyperparameters Tuning for Tree Ensemble Methods

For a fair comparison, comprehensive hyperparameter tuning is also performed for three tree ensemble
methods. Regarding random forest RF, the number of trees in a forest is a critical parameter. It is
well-recognized that testing performance improves with an increase in the number of trees; however,
the marginal gains become less pronounced as additional trees are added [Oshiro et al., 2012, Probst
et al., 2019]. Accordingly, the number of trees is tuned across a set of {50, 100, 200, 300, 400, 500}.
Moreover, the maximum tree depth is tuned over a broader range, from 1 to 50, to potentially capture
optimal depth settings, given that RF empirically benefits from overly-deeper trees for enhanced
testing accuracy. Other hyperparameters, including the number of features per split and the number
of samples per tree, are maintained at default settings. These have been shown to balance the
bias-variance trade-off, typically yielding robust performance with default values [Probst et al., 2019].

For XGBoost, we follow the same hyperparameter tuning schemes, varying the number of trees across
a set {50, 100, 200, 300, 400, 500}, and the maximum tree depth from 1 to 50.

For the gradient-based tree ensemble TEL, no specific hyperparameter tuning is performed; we directly
fix the number of trees to 10 and retain all other parameters at their default settings.

While our current hyperparameter tuning for tree ensembles, including those in Appendix K.6
with more-combination search for hyperparameters, is sufficient to support our main claims, espe-
cially given that our goal is not to claim superiority over ensembles, more tuning on regularization
parameters could potentially yield even better results for tree ensembles.
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K The Complementary Results of Numerical Experiments

K.1 Detailed testing accuracy comparison results on 17 medium-sized datasets in Group (i).

The testing accuracy (R2) comparison for various decision trees on specific 17 medium-sized datasets
in Group (i) is detailed in Table 13.

Table 13: Testing accuracy comparison for diverse decision trees on Group (i) 17 real-world datasets.

Datasets Greedy methods Gradient-based Heurisitc Local Search Our Optimized Tree
CART OC1 RandCART HHCART GradTree SoftDT ORT-LS RADDT RADDT-Linear

1 85.27 86.38 76.79 85.71 56.46 67.06 85.24 90.34 90.65
2 42.14 40.53 50.70 49.05 30.47 47.46 49.51 59.46 61.20
3 47.29 46.15 46.94 54.75 49.68 55.28 54.20 57.03 58.74
4 66.50 55.39 57.24 60.61 64.07 60.80 55.62 62.19 71.62
5 82.19 83.20 83.30 84.43 67.03 80.81 86.39 89.63 88.59
6 62.36 62.71 41.64 66.95 61.53 60.31 63.68 65.21 68.11
7 96.98 97.23 92.06 97.15 95.30 85.36 97.59 97.47 98.25
8 95.89 96.25 95.78 96.25 93.69 88.66 96.65 96.26 97.31
9 42.56 51.53 51.83 56.32 44.22 71.60 69.57 81.26 86.23
10 60.19 59.03 58.42 60.91 54.76 62.76 58.52 61.86 63.58
11 93.33 93.15 93.11 93.55 84.66 93.16 92.84 94.00 94.22
12 71.17 74.72 58.08 68.80 45.01 86.35 80.66 87.22 91.74
13 98.58 94.37 98.45 98.63 85.17 86.83 98.93 97.76 99.99
14 97.34 71.14 96.11 95.23 76.81 48.37 97.78 96.30 99.97
15 75.96 76.55 75.48 77.92 67.49 81.61 78.44 81.46 82.42
16 69.12 72.30 65.03 75.66 49.73 86.57 82.61 89.61 90.57
17 85.51 85.69 69.52 82.75 67.03 73.33 89.18 93.51 95.49

The testing accuracy (R2) comparison for 3 tree ensembles on specific 17 medium-sized datasets in
Group (i) is detailed in Table 14.

Table 14: Testing accuracy comparison for three tree ensembles on Group (i) 17 real-world datasets.

Dataset Index RF XGBoost TEL
1 92.58 93.39 88.76
2 53.22 53.84 69.79
3 57.64 57.40 61.23
4 68.10 65.55 56.55
5 91.00 90.78 88.11
6 68.38 66.79 67.00
7 98.27 98.54 97.78
8 97.63 97.72 97.35
9 70.48 75.29 90.57
10 63.16 64.15 62.31
11 95.92 96.49 94.01
12 89.59 92.80 95.30
13 99.50 99.51 98.31
14 98.74 98.67 92.37
15 83.24 83.39 81.76
16 83.59 90.01 89.88
17 93.41 95.36 94.70

K.2 Implementation details of same-dataset comparisons for certain baselines

For GradTree, we follow their experimental setup: using 20% of the data for testing, macro F1-
score as evaluation metric, and averaging results over 10 runs with different random splits. Despite
adhering to their dataset settings and hyperparameter configurations, we were unable to reproduce
their reported results from Tables 1 and 2 in their paper. Therefore, we directly compare our RADDT
results with their published results.

Regarding soft decision tree, no tabular datasets were used in [Frosst and Hinton, 2017], but we adopt
the four tabular regression datasets from the original Soft Decision Tree study by [İrsoy et al., 2012].
As no specific dataset settings are provided in that work, we use our default experimental setup for
both Soft Decision Tree and RADDT.

Regarding TAO-Linear, DGT-Linear and DTSemNet, since no open-source code is available for
TAO-Linear, and the DTSemNet work directly uses the reported results from TAO-Linear for
comparison, we adopt the same approach to ensure consistency and credibility. DTSemNet itself is a
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decisoin tree with linear predictions. For consistency, it also adapts the original DGT tree with constant
predictions to a linear variant, referred to as DGT-Linear. Following DTSemNet’s experimental setup,
we apply the same data preprocessing, dataset splits (40% of the data for testing, unless otherwise
specified for certain dataset) and evaluation metric (RMSE) to implement our method on the five
shared datasets. This allows for a fair and direct comparison between our results and the summarized
benchmarks presented in DTSemNet’Table 4, covering DGT-Linear, TAO- Linear, and DTSemNet
itself. Detailed implementation settings for these baselines can be found in DTSemNet.

K.3 Detailed results for same-dataset comparison on Group (ii) 27 datasets used by GradTree

Our same-dataset comparison for GradTree is performed on 27 of their original 36 datasets, with 9
excluded due to unavailability or ambiguity. Detailed dataset information is given in Appendix H. The
result for each dataset is given in Table 15, using macro F1-score as the evaluation metric, following
their original study. Our method outperforms GradTree by 4.99% on average in test performance.

Table 15: Testing comparison on 27 shared classification datasets in Group (ii) with GradTree

Dataset Index Dataset Name Originally Reported Results in GradTree Our RADDT
GradTree-1 balance-scale 59.30 90.10
GradTree-2 banknote-authentication 98.70 99.70
GradTree-3 blood-transfusion 62.80 66.00
GradTree-4 car-evaluation 44.00 86.80
GradTree-5 congressional-voting-records 95.00 96.60
GradTree-6 contraceptive-method-choice 49.60 48.40
GradTree-7 dermatology 93.00 94.40
GradTree-8 echocardiogram 65.80 83.30
GradTree-9 iris 93.80 95.10

GradTree-10 spambase 90.30 92.10
GradTree-11 thyroid-disease-ann-thyroid 90.50 95.80
GradTree-12 wine 93.30 97.80
GradTree-13 adult 74.30 76.40
GradTree-14 bank-marketing 64.00 71.90
GradTree-15 credit-card 67.40 68.20
GradTree-16 german 59.20 66.10
GradTree-17 glass 56.00 58.20
GradTree-18 heart-failure 75.00 75.80
GradTree-19 landsat 80.70 86.30
GradTree-20 loan-house 71.40 73.20
GradTree-21 lymphography 61.00 61.20
GradTree-22 mushrooms 100.00 100.00
GradTree-23 raisins 84.00 85.10
GradTree-24 segment 94.10 88.80
GradTree-25 solar-flare 15.10 15.40
GradTree-26 wisconsin-breast-cancer 90.40 94.80
GradTree-27 zoo 87.40 83.30

K.4 Detailed results for same-dataset comparison on Group (ii) 4 datasets used by soft trees

We provide the comparison results for each dataset in Table 16. The results show that RADDT
outperforms the soft decision tree by 6.88% in testing accuracy (R2), again aligning with prior results.

Table 16: Testing comparison on 4 shared regression datasets in Group (ii) with Soft Decision Tree

Dataset Index Dataset Name Soft Decision Tree Our RADDT
SoftTree-1 abalone 55.28 57.03
SoftTree-2 puma8NH 60.31 65.21
SoftTree-3 computer 57.01 56.69
SoftTree-4 concrete 25.93 47.10

K.5 Detailed results for same-dataset comparison on Group (ii) 5 datasets used by
DGT-Linear, TAO-Linear and DTSemNet

As earlier discussed in Section 5.1, we have compared our method with DGT-Linear, TAO-Linear
and DTSemNet on the five shared datasets as used in the original work of DTSemNet. We extend
DTSemNet’s Table 4 by including our results under the same experimental setup in Table 17.
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Table 17: Comparison on Group (ii) five datasets used by TAO-Linear, DGT-Linear and DTSemNet

Datasets Our RADDT-Linear 1 DTSemNet 2 DGT-Linear 2 TAO-Linear 2

RMSE Rank RMSE Rank RMSE Rank RMSE Rank
Abalone 1.984 1 2.135 3 2.144 4 2.07 2

Comp-Active 2.519 1 2.645 3 2.645 3 2.58 2
Ailerons 1.154 1 1.66 2 1.67 3 1.74 4
CTSlice 1.138 1 1.45 3 1.78 4 1.16 2
YearPred 11.934 4 8.99 1 9.02 2 9.08 3

1 Following DTSemNet work, trees with linear prediction are compared. 2 These results are taken directly from DTSemNet’s Table 4.

K.6 More extensive hyperparameter tuning for tree ensembles on Group (i) datasets

As previously indicated in Table 2, the findings of our methods being comparable to tree ensembles
RF and XGBoost are based on 300-combination specific hyperparameter tuning scheme. In that
setting, our method is tuned only over tree depths from 1 to 12 with 12 combinations, ensuring a
much lighter tuning for fairness.

To further support this finding, we extend the parameter search space to 5,400 combinations. This
involves tuning the “tree depth” within a range of {1-50, 55, 60, 70, 80, 90, 100, 150, 200, 250,
300}, “the number of trees” within {5, 10, 50, 100, 200, 300, 400, 500, 600, 700}, and with the
additional tuning for RF on “the minimum samples per leaf and per split” in {1, 2, 4}, and for
XGBoost on “subsample” and “colsample_bytree” in {0.6, 0.8, 1.0}. Additionally, to provide even
stronger evidence, we further use PyCaret automated machine learning tool to perform an extensive
10,000-combination hyperparameter tuning for XGBoost, exploring its whole hyperparameter space
with PyCaret’s default search settings.

As shown in Table 18, the 5,400-combination tuning yields slight improvements in testing accuracy for
both RF and XGBoost, with 0.11% gain for RF and 0.26% gain for XGBoost over the 300-combination
tuning in Table 2. The extensive 10,000-combination tuning for XGBoost via PyCaret leads to just a
1.04% gain. Despite extensive tuning, our key finding remains consistent: our single tree achieves
accuracy comparable to ensemble methods. Notably, our aim is not to claim superiority over tree
ensembles, as any base learner including decision tree can be improved via ensemble techniques.
Comparing a single tree to tree ensembles is inherently unfair. Instead, our goal is to showcase the
potential of a single, optimized tree like ours in achieving high testing accuracy.

Table 18: Accuracy comparison on Group (i) datasets with extensive tuning for tree ensembles.

The Number of Hyperparameter Tuning Combinations Testing Accuracy (R2, %)
RF (300-combination reported in Table 2) 82.62
RF (5400-combination) 82.73
XGBoost (300-combination reported in Table 2) 83.51
XGBoost (5400-combination) 83.77
XGBoost (10000-combination by PyCaret) 84.55

K.7 Detailed comparison against optimal trees on 4 small datasets in Group (iii)

As earlier discussed, ORT-MIP [Bertsimas and Dunn, 2017] is computationally infeasible for
previously-used datasets, even with 128 cores and a two-day time limit. It can only solve the
2-depth tree training problem on 4 small datasets in Group (iii) to a global optimum with 1% gap.
Due to these limitations, only 50% samples are used for training in this experiment. Detailed training
accuracy comparisons against ORT-MIP on these 4 small datasets are presented in Table 19.

Table 19: Train accuracy comparison results on solvable 4 small datasets in Group (iii).

Dataset Sample Feature ORT-MIP RADDT
concrete-slump-test-compressive 103 7 87.79 87.12

concrete-slump-test-flow 103 7 89.89 84.92
hybrid-price 153 4 78.09 73.50
lpga-2008 157 6 86.79 85.73

Average Training Accuracy (R2, %) 85.64 82.82

Regarding the optimal sparse trees [Zhang et al., 2023], it complements earlier work on optimal
trees (ORT-MIP) that fails to consider sparsity. As for experimental comparisons, optimal sparse trees
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may not be directly comparable to our method. First, optimal sparse trees are limited to axis-aligned
splits, which generally yield lower accuracy than oblique trees. Second, they are designed for binary
features, requiring feature discretization that may degrade performance on our continuous-feature
datasets. We therefore choose not to include this in our experiments, as it could unfairly disadvantage
their method under our evaluation setting.

K.8 Detailed comparisons against known ground truth on 3 synthetic datasets in Group (iii)

We provide the detailed comparison results for each synthetic dataset in Table 20. The known ground
truths for both train and test accuracy are 100%. The results show that our RADDT closely approximate
global optimality in train and test accuracy, with 0.64% difference over ground truth on average.
These results, together with previous global solution comparisons, further validate the effectiveness
of our tree optimization.

Table 20: Training and Testing performance on synthetic datasets in Group (iii).

Dataset Fitted Depth Training Accuracy (R2, %) Testing Accuracy (R2, %)
Ground-truth RADDT Ground-truth RADDT Ground-truth RADDT

Syn-2 2 2 100 99.96 100 99.99
Syn-3 3 3 100 98.78 100 98.71
Syn-4 4 4 100 99.35 100 99.39

K.9 Ablation experiments on the strategies used in our tree optimization

The observed superiority in training accuracy of our RADDT method can be attributed to two key
strategies designed to enhance approximation accuracy, as discussed in Section 4: the multi-run warm
start annealing strategy, and the strategy of adjusting initial solution for gradient-based optimization.
The comparative results, presented in Table 21, clearly illustrate the impact of these strategies on
RADDT. It should be noted that our method, which utilizes the multi-run warm start annealing, is
referred to as RADDT in the table. In contrast, when this strategy is not employed, the method is
denoted by specific values of scale factors, such as α = 1 and α = 150. Additionally, the strategy
of adjusting initial solutions is evaluated in the table, with the method labeled as RADDT without
adjustments to initial solution and RADDT with adjustments to initial solution.

Regarding multi-run warm start annealing, we analyze training accuracy with and without this strategy.
Without this strategy, we utilize fixed scale factors for comparison: a standard softmin function with a
small α = 1, and a larger scale factor α = 150. The findings indicate substantial improvements with
the annealing approach: training accuracy increased by 9.7%, 9.32%, 8.46% and 1.07% at tree depths
of 2, 4, 8, and 12, respectively, when compared to the standard softmin function without any scaling.
Moreover, when compared to fixed scale factors larger than 1, the annealing strategy also yields a
higher training accuracy. These results confirm that our multi-run warm start annealing strategy is
effective in enhancing training accuracy, by striking a greater balance between the approximation
accuracy of scaled softmin function and the stability of gradient-based optimization.

The strategy of adjusting the initial solution for gradient-based optimization also contributes to these
improvements. It boosts training accuracy by 1.3%, 2.89%, 1.01% and 1.84% at tree depths of 2,
4, 8, and 12, respectively. Notably, these gains are achieved solely through improved initialization,
without involving in the optimization process.

Table 21: The effectiveness of strategies used in our tree optimization approach on training accuracy.

Item D = 2 D = 4 D = 8 D = 12
without Multi-run Warm Start Annealing

(A fixed Scale Factor)
α = 1 (Standard Softmin Function) 60.78 69.97 81.46 93.45

α = 150 68.00 78.31 88.08 94.42
with Multi-run Warm Start Annealing

(Our RADDT method)
RADDT without adjustments to initial solution 70.48 79.29 89.92 94.52
RADDT with adjustments to initial solution 71.78 82.18 90.93 96.36

K.10 Scalability comparison on 7 million-scale datasets in Group (iv)

In Section 5.3, we analyze the scalability of various methods on 7 million-scale datasets in Group (iv)
under a fixed-depth setting. The detailed results are presented in Table 22.
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Table 22: Scalability comparison under fixed-depth setting on 7 million-scale datasets in Group (iv).

Methods1 Training Accuracy (R2, %) Testing Accuracy (R2, %) Training Time (s)
D2 D4 D8 D12 D2 D4 D8 D12 D2 D4 D8 D12

CART 24.18 35.19 42.06 47.80 23.91 34.99 41.35 41.57 6 9 17 25
RandCART 17.17 22.71 28.35 33.22 17.11 22.57 27.98 29.78 9 16 38 67
HHCART 22.40 27.20 36.40 42.29 22.29 27.07 36.03 38.79 12 24 46 84

GradTree 19.67 26.92 33.36 / 19.48 26.60 33.16 / 1,387 3,058 14,570 /
SoftDT 18.19 27.36 28.36 / 18.13 27.24 28.21 / 29 136 16,263 /
DGT 30.26 35.27 / / 30.10 34.99 / / 202,537 232,574 / /

LatentTree 33.35 40.04 / / 33.00 39.74 / / 73,965 72,130 / /
RADDT 33.93 39.39 43.56 51.67 33.56 39.01 42.27 39.59 8,136 5,596 21,874 80,731

1 OC1 and ORT-LS fail even at depth 2 within 14 days. GradTree, SoftDT, DGT, and LatentTree face out-of-memory issues when scaling,
with GradTree and SoftDT failing at depth 12, and DGT and LatentTree only solvable at depths 2 and 4.

K.11 GPU-accelerated implementation for our RADDT experiments

Our differentiable tree is trained by solving an unconstrained optimization problem, offering substan-
tial scalability benefits via its reformulated structure. Furthermore, by leveraging mature frameworks
like PyTorch, our implementation facilitates GPU acceleration, including distributed data parallel
with multi-GPU. Under ideal full GPU utilization, training can also be distributed across multiple
GPUs, further reducing time in proportion to the number of GPUs used. Concerning the training
time reported in Table 3, our RADDT method achieves superior accuracy without a substantial in-
crease in training time. While single-GPU acceleration is enabled for both our RADDT and other
compared gradient-based trees, Our RADDT attains more efficient acceleration by fully leveraging
matrix operation in computing our designed loss in Equation (7), which integrates unique tree path
formulation. Specifically, by introducing the parameter Ui,t, we store the deterministic sample route
and assignments in a matrix to avoid loop-based calculation at every iteration, enabling efficient
matrix operations for loss and gradient calculations. Additionally, for training 12-depth trees on
Group (i) datasets with more than 10,000 samples, we use 4 GPUs to further accelerate our RADDT.

Regarding scalability experiments on million-scale datasets reported in Table 22, we utilize 4 GPUs
to train our RADDT at depths 2, 4, and 8, and 8 GPUs for depth 12. This distributed data parallelism
is easily implemented using our extensible framework, which supports multi-GPU training through
simple commands without requiring any specialized parallelization design.

K.12 Training time and speedup analysis on Group (i) datasets with over 10,000 samples

As in Table 3, our RADDT achieves superior accuracy without substantial increase in training time
compared to other trees, such as the second-best ORT-LS. These scalability advantages become more
pronounced when dealing with larger matrix operations, particularly involving in deeper trees or
larger datasets with more samples and feature dimensions. To illustrate this, we provide a detailed
comparison of training time and speedup for 12-depth tree training between RADDT and ORT-LS on
the datasets with more than 10,000 samples in Group (i). The results are summarized in Table 23.

Table 23: The speedup of RADDT over ORT-LS for 12-depth tree training on Group (i) datasets with
more than 10,000 samples.

Dataset Index Dataset Name Dataset Size
(n)

Feature Number
(p)

ORT-LS
(Time, s)

RADDT
(Time, s)

Speedup
(ORT-LS/RADDT)

12 electrical-grid-stability 10,000 12 197,361.31 1,691.10 116.71
13 condition-based-maintenance_compressor 11,934 16 232,929.77 2,036.77 114.36
14 condition-based-maintenance_turbine 11,934 16 251,017.34 2,026.15 123.89
15 ailerons 13,750 40 965,968.22 2,236.61 431.89
16 elevators 16,599 18 485,509.64 2,622.17 185.16
17 friedman-artificial 40,768 10 671,460.77 4,331.58 155.02

K.13 Comparison of our method’s training time in GPU versus CPU settings

In this section, we provide a comparison of our method’s training time in GPU versus CPU settings,
although the advantages of GPU acceleration are expected. We use a fixed dataset, “sgemm-product”,
with subsets varying sizes from {100, 1,000, 5,000, 10,000, 50,000} for training 8-depth and 12-depth
trees. As expected, GPU training is significantly faster. For instance, on 50,000 samples with an
8-depth tree, GPU training is 117 times faster than CPU. For a 12-depth tree on 1,000 samples, we
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observe a 107 times speed-up. On larger datasets and deeper trees, the CPU version often fails to
complete within 5 days. This highlights the practical importance of GPU acceleration for scalability.

Table 24: Training time comparison of our RADDT method in GPU versus CPU settings.

Training Time (Second)
8-depth treee 12-depth tree

Datasize One GPU CPU One GPU CPU
100 337 615 769 10,912

1,000 359 2,938 1,043 111,111
5,000 466 22,082 2,799 OOT >5 days
10,000 614 46,132 5,057 OOT >5 days
50,000 2,949 345,992 41,564 OOT >5 days

Additionally, as discussed in Appendix K.10, Appendix K.11 and Appendix K.12, also observed in
this comparison, the GPU advantages become increasingly pronounced with larger matrix operations,
particularly involving deeper trees, larger datasets with more samples and feature dimensions.

K.14 Interpretability analysis of our optimized tree

We fully agree that orthogonal trees like CART are more interpretable at the same, fixed depth.
However, as originally discussed in OC1 [Murthy et al., 1994], oblique trees can become more
interpretable when they require substantially less depth.

Our RADDT’s interpretability can be assessed from three aspects: tree-based prediction logic, unique
prediction path and the complexity of decision rules. First, RF, in Table 2, using an average of 314.71
trees for higher accuracy, almost losing the interpretability for final predictions compared to a single
tree. Second, our tree with ReLU-based hard splits maintains a unique decision path leading to final
predictions. These hard splits preserve the interpretability of True-False decision-making, which is
often compromised in soft trees with a probabilistic path. Third, regarding the complexity of decision
rules, oblique trees tend to generate smaller trees with clear oblique decision boundaries compared to
orthogonal trees like CART. For example, using synthetic dataset “Syn-4” in Table 20, CART achieves
only 85.27% training accuracy for a 4-depth tree, whereas our RADDT attains 99.35% for the same
depth. To achieve a comparable train accuracy, CART requires a deeper 9-depth tree with accuracy
reaching to 99.88%. Detailed results of CART under various depths are given in Table 25. CART with
9-depth tree results in a complex, staircased boundary, shown in Figure 7. Such complexity can make
decision rules difficult to interpret, whereas oblique trees with simpler and fewer splitting rules. It
makes our RADDT more interpretable despite the use of 2-feature combinations in tree splits. Notably,
this example does not imply oblique tree holds better interpretability, but rather to exhibit exclusive
interpretability in certain datasets where underlying data distribution align with oblique boundaries.
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Figure 7: The decision boundary comparison for dataset “Syn-4”.

Table 25: Train and Test accuracy for CART on synthetic dataset “Syn-4” under various tree depths.

Item Various Tree Depth
1 2 3 4 5 6 7 8 9 10

Training Accuracy (R2, %) 27.65 56.86 73.39 85.27 92.41 96.49 98.20 99.61 99.88 99.96
Testing Accuracy (R2, %) 25.91 54.23 71.67 80.65 84.36 87.04 87.93 87.83 87.75 88.19
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When compared to other oblique trees as reported in Table 1 and Table 2, our methods achieve superior
accuracy but also with a lower depth, such as our RADDT with depth of 7.29 and RADDT-Linear with
depth of 4.82. This reduction in depth significantly enhances interpretability with fewer rules. To
illustrate, a 2-depth tree yields 4 decision rules across 2 layers, whereas a 10-depth tree produces
1024 rules across 10 layers. Understanding hundreds of nested IF-THEN rules can be challenging.

Additionally, as in Table 4, our methods can achieve slightly better accuracy than CART with signifi-
cantly smaller trees: average depths of 2.82 (RADDT) and 1 (RADDT-Linear), compared to 10.24 for
CART, leading to 30-80 times fewer parameters. In this case, for example, 1-depth tree consists of
only 2 leaf nodes with 2 rules, which is highly interpretable because we can explain model predictions
as “IF the feature combination is less than a threshold, THEN the prediction is based on the left leaf
node; otherwise, right leaf node.” These results highlight oblique tree’s advantages in higher accuracy
with smaller depth, typically yielding less prediction rules and fewer model parameters.

Therefore, interpretability depends on multiple factors including tree depth, feature number, and the
accuracy-simplicity trade-off. There is no interpretability superiority of one approach over the other,
as it depends on specific application scenarios.

K.15 Overfitting issue and comparison for trees with linear predictions

As discussed in Section 5.6, overfitting issues have been observed with both our RADDT and
RADDT-Linear method. Upon further comparison of our RADDT-Linear with the existing open-
source library linear-tree, it is evident that the overfitting issues are more pronounced in trees
with linear predictions. The open-source software linear-tree exhibits significantly more severe
overfitting issues at depths such as 8 and 12, as detailed in Table 26.

For our RADDT-Linear, although the training accuracy improves by 6.52% from depth 4 to 8, testing
accuracy conversely drops by 9.67%, indicating a serious overfitting issue. To mitigate the overfitting
issues for RADDT-Linear, we preliminarily attempt to apply L1 regularization to trainable variables
A. This approach involves incorporating a regularization term into the loss function L below, serving
to penalize the complexity of the tree structure. The regularized loss is delineated in Equation (8),
where λ denotes the regularization strength and ∥ · ∥1 represents the L1 norm.

However, identifying the appropriate regularization strength λ proves to be challenging during our
experiments, necessitating extensive hyperparameter tuning. This tuning significantly increases
the computational cost and the implementation complexity of our method. Consequently, in our
experiment reported in Table 2, we did not tune this parameter. We just use a very small value
1e− 4 to implement a minimal regularization, aiming to enhance testing accuracy without greatly
compromising the optimization capabilities. With this slight regularization, the testing accuracy
of RADDT-Linear reported in Table 2 is improved by 0.58% compared to the results without
regularization, as shown in Table 27. Despite the slight improvement, the overfitting issues for
RADDT-Linear still exist, and our preliminary regularization is not sufficient to address this issue.
Significant improvements in testing accuracy are achievable through appropriate regularization
strategies; however, this requires further exploration and is limited in this paper.

Table 26: Comparison of training and testing accuracy for RADDT-Linear and linear-tree.

Depth Training Accuracy (R2, %) Testing Accuracy (R2, %)
linear-tree RADDT-Linear linear-tree RADDT-Linear

2 79.85 82.92 79.46 81.74
4 85.47 86.73 73.58 83.10
8 93.33 93.25 -376648.84 (overfitting) 73.43

12 98.31 98.00 -11288345.94 (overfitting) 38.98

Lreg =

n∑

i=1

∑

t∈TL

S (Ui,t)
(
yi − (kT

t xi + ht)
)2

+ λ
∑

t∈Tb

∥at∥1 (8)

Table 27: The comparison for RADDT-Linear with and without regularization across 17 datasets.

Item RADDT-Linear without regularization RADDT-Linear with regularization
Testing Accuracy (R2, %) 84.05 84.63
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The main claims in the abstract and introduction accurately reflect the paper’s
contributions, including the proposal of a novel decision tree formulation with demonstrated
accuracy and scalability benefits, as supported by our experimental results.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations of our work are explicitly discussed in Section 5.6, with
experimental discussions in Appendix K.15.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: This work does not include theoretical proofs and results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provide full details of our model architecture with a novel decision tree
reformulation in Section 3, training procedures in Algorithm 1, hyperparameters analysis
in Appendix F, and evaluation metrics. The datasets used are publicly available detailed in
Appendix H, and reproduction scripts are provided in a GitHub repository. Together, these
materials ensure that experimental results can be reproduced.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: The datasets used are publicly available from UCI and OpenML, as detailed in
Appendix H. We provide open access to the source code of our method via a GitHub reposi-
tory, along with detailed instructions to run the code and reproduce the main experimental
results.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: All experimental settings are clearly specified in the paper. Dataset usage, data
splits and hyperparameter selections are described in in Appendix H and Appendix F. De-
tailed experimental procedures and algorithm configurations are also provided in Appendix I,
ensuring the results can be fully understood and interpreted.

Guidelines:
• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: In addition to reporting performance metrics in comparison tables, we conduct
paired T-tests to assess the statistical significance of our results. This analysis provides
further support for the validity of our comparisons, as given in Section 5.1.
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of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We provide detailed information about the compute resources used for our
experiments, as detailed in Appendix I.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
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NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We have reviewed the NeurIPS Code of Ethics and confirm that our research
fully complies with its principles.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
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Answer: [NA]
Justification: This work focuses on foundational advances in differentiable decision tree
learning and is not tied to any specific application with immediate societal impact.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: This work does not involve models or datasets with high risk of misuse, and
thus no specific safeguards are necessary.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: The datasets used are clearly cited as originating from UCI and OpenML. All
baseline code sources are properly credited and detailed in the paper.
Guidelines:

• The answer NA means that the paper does not use existing assets.
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• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: We release our reproduction code as a new asset under an open-source license
via a GitHub repository. The code is well documented, with clear instructions and usage
details provided.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The work does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
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Justification: The work does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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