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Abstract001

Text segmentation based on the semantic mean-002
ing of sentences is a fundamental task with003
broad utility in many downstream applications.004
In this paper, we propose a graphical model-005
based unsupervised learning approach, named006
BP-Seg for efficient text segmentation. Our007
method not only considers local coherence, cap-008
turing the intuition that adjacent sentences are009
often more related, but also effectively groups010
sentences that are distant in the text yet seman-011
tically similar. This is achieved through belief012
propagation on the carefully constructed graph-013
ical models. Experimental results on both an014
illustrative example and a dataset with long-015
form documents demonstrate that our method016
performs favorably compared to competing ap-017
proaches.018

1 Introduction019

Segmenting text into semantically coherent seg-020

ments has been a long-studied problem in the field021

of natural language processing (Pak and Teh, 2018;022

Badjatiya et al., 2018). The applications of text023

segmentation range from information retrieval (Yu024

et al., 2023; Huang et al., 2003), document sum-025

marization (Cho et al., 2022; Miculicich and Han,026

2023), disclosure analysis (Wang et al., 2018; Song,027

2021), and optimizing prompts for large language028

models (LLMs) by extracting the most relevant029

parts (Lewis and Brown, 2023).030

Traditional methods, whether super-031

vised (Koshorek et al., 2018; Badjatiya et al.,032

2018; Glavas and Somasundaran, 2020) or033

unsupervised (Hearst, 1997; Glavaš et al., 2016;034

Barakat et al., 2020), mainly focus on contiguous035

or sequential text segmentation. The goal is to036

cluster consecutive sentences in a way that ensures037

those within the same group are semantically038

more similar to each other than to sentences in039

different groups. For example, if a text consists040

of five sentences labeled {1, 2, 3, 4, 5}, traditional041

methods might segment them into groups such 042

as {1, 2} and {3, 4, 5}. However, in practice, 043

it is sometimes the case that {1, 5} are more 044

semantically similar and should form one group, 045

while {2, 4, 5} form another. On the other hand, 046

some frameworks for text segmentation disregard 047

the adjacency relationships between sentences 048

and the overall structure of the text. For example, 049

methods such as k-means (Lloyd, 1982) treat each 050

sentence (or its embedding) as an isolated data 051

instance, without considering that a sentence is 052

often more likely to be semantically connected to 053

its adjacent sentences than to those that are farther 054

apart. To the best of our knowledge, however, there 055

is a lack of literature on semantic classification 056

methods that take into account both adjacent and 057

distant (non-adjacent) sentences. One example 058

of such an application is prompt pruning for 059

LLMs. When users write prompts, the sentences 060

typically follow a logical flow, but some may 061

be redundant. Splitting a prompt into groups, 062

potentially non-sequential, while still accounting 063

for the semantic coherence of contiguous sentences 064

can facilitate downstream tasks such as prompt 065

pruning, ultimately improving both efficiency and 066

relevance in LLM interactions (Gao et al., 2024). 067

In this work, we propose a new framework for 068

text segmentation that accounts for the fact that ad- 069

jacent sentences are typically more related, while 070

also enabling the grouping of non-contiguous sen- 071

tences that are semantically similar. To achieve 072

this, we first embed sentences into vector represen- 073

tations using sentence embeddings (Reimers and 074

Gurevych, 2019), so that semantically similar sen- 075

tences are mapped closer together in the embedding 076

space. This allows us to form a graph from the text, 077

where the nodes represent the embedded sentences 078

and edges encode the strength of their semantic 079

relationships. We then apply Belief Propagation 080

(BP, Pearl (1982)), an inference algorithm used in 081

graphical models, to generate clusters. To the best 082
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of our knowledge, this work presents the first suc-083

cessful application of BP to text segmentation that084

accounts for semantic meaning of sentences in both085

continuous and non-continuous settings.086

2 Method087

Our algorithm, named BP-Seg, consists of three088

main steps: sentence embedding, constructing the089

graphical model, and running BP. We discuss each090

of these steps in detail below.091

2.1 Sentence embeddings092

Given a text, represented as an ordered collection of093

sentences {Si}ni=1, we can obtain their numerical094

vector representations using sentence embeddings.095

This can be efficiently achieved with libraries such096

as transformers, sentence-transformers, or097

tensorflow_hub. Once encoded, semantically098

similar sentences are expected to have higher co-099

sine similarity scores, indicating their closeness in100

the embedding space. We use Ri to denote the101

sentence embedding of Si.102

2.2 Constructing the graphical model103

The text segmentation process begins with the ini-104

tialization of a set of cluster representatives, de-105

noted as Cj , which serve as the reference repre-106

sentatives for segment assignments. In practice,107

these representatives are randomly selected from108

the set of input sentence embeddings. Given a109

text with n sentences, we define k clusters and110

randomly choose k sentence embeddings as the111

initial representatives, C = {C1, C2, . . . , Ck},112

Cj ∈ {R1, R2, . . . , Rn}, with Ci ̸= Cj . Let113

x = {x1, x2, . . . , xn} be the segment assignments,114

where each xi represents the segment label as-115

signed to sentence Si. Therefore, each xi takes116

a discrete value from the set {1, 2, . . . , k}, where117

k is the total number of segments.118

Let pi(xi) be the probability that the ith seg-119

ment is assigned with a label xi. If we assume120

the joint distribution factorizes, we can write121

p(x1, . . . , xn) =
1
Z

∏
f ψf (xf )

∏
g ψg(xg), where122

ψf represents unary factors and ψg represents123

pairwise factors, and Z is the normalizing con-124

stant. To be precise, ψf (xf ) can be written in125

the form of ψi(xi), encoding how strongly the ith126

segment prefers the cluster Cxi ∈ C. Similarly,127

the pairwise factors, ψg(Xg) written in the form128

of ψi,j(xi, xj), encode how compatible the i-th129

segment is assigned with the label xi and the j-130

th segment is assigned with the label xj , where131

xi, xj ∈ {1, 2, · · · , k}. If ψi,j(xi, xj) is large, it 132

means that assigning the i-th segment with label 133

xi and the j-th segment with label xj fits together 134

well. In practice, one has the freedom to choose 135

ψf and ψg. In this work, we set the node and edge 136

factors as follows: 137

ψi(xi) = exp(sim(Ri, Cxi)), (1) 138

and 139

ψi,j(xi, xj) =

{
1, xi = xj

exp(−ϕi,j) otherwise,
(2) 140

where 141

ϕi,j =
λ

2
(−sim(Ri, Rj) + 1) exp(−|i− j|2/σ).

(3)

142

Here, sim(·, ·) denotes the cosine similarity be- 143

tween two embeddings. A higher value of ψi(xi) 144

indicates a greater likelihood that sentence Si be- 145

longs to segment xi. Note also that ψi,j(xi, xj) ≤ 146

1, with equality holding if and only if xi = xj , i.e., 147

when the two sentences are assigned the same label. 148

A larger ϕi,j leads to a smaller ψi,j , indicating that 149

semantically dissimilar sentences possess weaker 150

connections. 151

Although in this work, we adopt specific forms 152

of ψi and ψi,j to encode the semantic relationships 153

between sentences and their assignments. However, 154

in practice, one may choose alternative or domain- 155

specific formulations, provided they are compatible 156

with the desired inference algorithm. 157

2.3 BP (Sum-Product) for text segmentation 158

After assigning the node and edges with proper 159

weights, we can start implementing the BP algo- 160

rithm. The goal of BP is to maximize the marginal 161

probability of segment assignments by iteratively 162

exchanging messages between sentences and up- 163

dating their segment beliefs. A message from i to 164

j represents node i’s belief about the possible val- 165

ues of that node j takes, considering all evidence 166

except what comes from node j itself. At each iter- 167

ation, every node (sentence embedding) Ri sends 168

a message to its neighboring node Rj , conveying 169

how stronglyRj is associated with a given segment. 170

These messages incorporate both the unary factor, 171

which measures the semantic similarity of a sen- 172

tence to its assigned segment representative, and 173

the pairwise factor, which enforces consistency be- 174

tween related sentences. Before process begins, the 175
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messages mi→j(xj) must be initialized. The sim-176

plest approach is to set all messages to be uniform,177

i.e., mi→j(xj) = 1/k for all i, j. This assumes no178

prior preference for any segment, allowing BP to179

refine the segmentation purely based on updates.180

The message fromRi toRj at iteration t is updated181

as:182

m
(t)
i→j(xj) =

∑
xi

(
ψi(xi) ψi,j(xi, xj)183

∏
k∈{1,...,n})\j

m
(t−1)
k→i (xi)

)
, (4)184

where ψi is the unary potential, and ψi,j is the pair-185

wise potential. Each node updates its belief about186

its segment assignment by accumulating incoming187

messages from all neighboring sentences:188

bi(xi) ∝ ψi(xi)
∏

j∈{1,...,n}\i

mj→i(xi). (5)189

This iterative process continues until convergence,190

where the segment labels stabilize. The final seg-191

mentation is determined by selecting the segment192

with the highest belief for each node,193

x∗i = argmax
xi∈{1,··· ,k}

bi(xi). (6)194

We summarize our proposed algorithm in Algo-195

rithm 1. More analysis of BP can be read in Mur-196

phy et al. (2013); Yedidia et al. (2003).197

3 Related work198

A prior work has explored a variation of us-199

ing graph-based models for text segmentation.200

GraphSeg, proposed by Glavaš et al. (2016), for201

example, also employs unsupervised learning for202

text segmentation within a graph-based framework.203

However, their primary objective is to produce con-204

tiguous segmentations, whereas our method allows205

for a non-contiguous segmentation that accounts206

for both neighboring and distant sentences. More-207

over, their algorithm requires additional informa-208

tion, such as each word’s information content based209

on its relative frequency, whereas BP-seg relies210

solely on embeddings and no external data. More-211

over, after encoding sentences into embeddings and212

computing cosine similarities, their approach dis-213

covers segmentations by finding maximal cliques214

— fundamentally different from our probabilistic215

strategy, in which we seek an assignment that max-216

imizes the marginal distribution. One could in prin-217

ciple apply k-means to group sentence embeddings;218

Algorithm 1 BP-Seg

1: Input: Sentence embeddings {R1, . . . , Rn}
2: Output: Segment assignment {x∗1, . . . , x∗n}
3: Initialization: Initialize k segment represen-

tatives {C1, . . . , Ck}. Initialize node and edge
factors following (1) and (2), and initialize all
messages m(0)

i→j(xj) = 1/k.
4: for t = 1 to T do
5: for each embedding Ri do
6: for each Rj ∈ {1, . . . , n} \ i do
7: Update messages using (4).
8: end for
9: end for

10: end for
11: for each embedding Ri do
12: Update belief using (5).
13: end for
14: Final Segmentation:
15: for each embedding Ri do
16: Assign segment with highest belief us-

ing (6).
17: end for
18: return Segment assignments {x∗1, . . . , x∗n}

however, such a method is entirely context-agnostic 219

and considers only pairwise embedding similari- 220

ties. 221

4 Experiments 222

4.1 Illustrative Example 223

To demonstrate the effectiveness of our proposed 224

segmentation method, we compare its performance 225

against GraphSeg (implemented using the code 226

available here1), k-means, and a large language 227

model (LLM). The input text used for segmenta- 228

tion, generated by GPT-4o with additional human- 229

written content, is as follows: 230

The sun was shining brightly. It was 231

a beautiful morning. I decided to go for 232

a walk. Suddenly, dark clouds appeared. 233

I’ll play tennis tomorrow. What are you 234

doing? Thunder rumbled in the distance. 235

The rain poured down heavily. People 236

ran for shelter. US Open is a tennis 237

tournament. I am here working on my 238

project. The sun came out again. Who 239

is going to win the US Open? 240

Each sentence is treated as an individual text 241

unit for segmentation. We analyze the segmenta- 242

1https://github.com/Dobatymo/graphseg-python
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3–5 6–8 9–11 3–11 3–15 12–15
ARI NMI ARI NMI ARI NMI ARI NMI ARI NMI ARI NMI

BP-Seg 0.57 0.83 0.75 0.89 0.73 0.87 0.72 0.87 0.64 0.84 0.62 0.83
GraphSeg 0.65 0.87 0.58 0.83 0.52 0.81 0.55 0.83 0.46 0.79 0.40 0.77
k-means 0.53 0.84 0.52 0.79 0.52 0.76 0.50 0.79 0.45 0.74 0.45 0.70

Table 1: Average performance on the Choi dataset measured using ARI and NMI across different subsets. Higher
values indicate better performance. Note that a random segmentation method achieves a 0 in ARI.

tion results obtained using our proposed approach243

BP-Seg, GraphSeg, k-means, and an LLM (GPT-244

4o). To evaluate the results, we verify (1) whether245

the algorithm produces more than one cluster, and246

(2) whether the three tennis-related sentences col-247

ored in red appear together in the same cluster. The248

detailed experimental details and results with vari-249

ous parameters are presented in Appendix A.1.250

For BP-Seg and k-means, we set the number of251

segments to k = 2, 3, · · · , 7. For the LLM, we252

explicitly prompt it to generate k = 2, 3, · · · , 7253

segments. The prompt can be read in A.1.4. As254

observed, all methods generate more than one clus-255

ters. Furthermore, k-means successfully group256

sentences based on thematic coherence across all257

values of k. Both BP-Seg and the LLM success-258

fully group the tennis-related sentences in the same259

cluster in 5 out of the 6 tested values of k. For260

GraphSeg, we set the minimum number of sen-261

tences per segment to 1 to allow maximum flexibil-262

ity. However, despite trying various thresholds τ ,263

GraphSeg fails to cluster thematically related sen-264

tences effectively, as it is designed for contiguous265

segmentation.266

4.2 Choi dataset267

In this example, we implement our approach,268

BP-Seg, along with GraphSeg and k-means on the269

Choi dataset (Choi, 2000). The performance of270

the LLM is not included in this case, as its out-271

put does not include every sentence from the orig-272

inal text. Traditionally, for contiguous text seg-273

mentation, two evaluation metrics are commonly274

reported: Pk (Beeferman et al., 1999) and Win-275

dowDiff (WD) (Pevzner and Hearst, 2002). The276

Pk metric checks whether the boundary status (i.e.,277

whether two sentences within a fixed-size window278

belong to the same segment) matches between the279

ground truth and the prediction. WD, on the other280

hand, measures whether the number of boundaries281

within the window is consistent with the ground282

truth. However, both metrics assume contiguity283

and are not suitable for evaluating non-contiguous284

text segmentation.285

Therefore, we report Adjusted Rand Index 286

(ARI) (Hubert and Arabie, 1985; Wagner and Wag- 287

ner, 2007) and Normalized Mutual Information 288

(NMI) (Kvålseth, 2017), which are appropriate for 289

clustering-based evaluations. This adjustment ac- 290

counts for the fact that the outputs of BP-Seg and 291

k-means may result in non-contiguous segmenta- 292

tions, even though the ground truth segmentation 293

is contiguous. Additionally, for efficiency, we use 294

a variant of BP-Seg that is also based on message 295

passing but offers faster computation. Please refer 296

to Algorithm 2 for more details. 297

The Adjusted Rand Index (ARI) ranges from −1 298

to 1, where 1 indicates a perfect match between pre- 299

dicted and true clusters, 0 corresponds to random 300

labeling, and negative values indicate performance 301

worse than random. The Normalized Mutual Infor- 302

mation (NMI) ranges from 0 to 1, with 1 represent- 303

ing perfect alignment and 0 indicating statistical 304

independence. Table 2 presents the average seg- 305

mentation performance of the three methods on 306

the Choi dataset. As shown, BP-Seg outperforms 307

the other two methods across all subsets, except in 308

cases where each segment contains very few sen- 309

tences (e.g., 3–5). The standard deviation of the 310

performance can be read in Table 2. 311

5 Conclusion 312

We presented BP-Seg, an efficient unsupervised ap- 313

proach for text segmentation using belief propaga- 314

tion. Our method effectively balances local contex- 315

tual coherence with global semantic similarity, en- 316

abling more meaningful and flexible segmentation 317

of text. Although designed for non-contiguous seg- 318

mentation, experimental results show that BP-Seg 319

outperforms several competitive methods on the 320

standard contiguous segmentation task, achieving 321

strong performance on metrics such as ARI and 322

NMI. In future work, we aim to evaluate the effec- 323

tiveness of our approach in real-world downstream 324

applications, including LLM prompt pruning, in- 325

formation retrieval, and question answering. 326
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Limitations327

In this study, all examples are in English. The328

example in Section 4.1 was generated by GPT-329

4o with additional human-written content, and the330

Choi dataset in Section 4.2 is also synthetic. As a331

result, these examples may not accurately reflect332

real-world scenarios, and our evaluations are lim-333

ited to these two cases. Nevertheless, we believe334

the insights from our findings will inspire further335

research in text segementation and benefit a wide336

range of related applications.337

Ethics Statement338

In this paper, we utilize data from two sources:339

one generated by ChatGPT with additional human-340

written sentences, and another from a publicly341

available dataset. We anticipate that our method342

can offer benefits such as enhanced information343

retrieval and reduced token usage in LLM prompts,344

thereby reaching a broader audience.345
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A Appendix440

A.1 Illustrave example441

A.1.1 Results using BP-Seg442

Set λ = 0.3 σ = 10 in (3)443

k = 2 segments: [Segment 1]: The sun was444

shining brightly. It was a beautiful445

morning. I decided to go for a walk.446

Suddenly, dark clouds appeared. I’ll447

play tennis tomorrow. What are you doing?448

People ran for shelter. US Open is a449

tennis tournament. I am here working on450

my project. The sun came out again. Who451

is going to win the US Open? [Segment452

2]: Thunder rumbled in the distance. The453

rain poured down heavily.454

455

k = 3 segments: [Segment 1]: The456

sun was shining brightly. It was a457

beautiful morning. I decided to go for458

a walk. Suddenly, dark clouds appeared.459

Thunder rumbled in the distance. The460

rain poured down heavily. The sun came461

out again. [Segment 2]: I’ll play tennis462

tomorrow. What are you doing? US Open is463

a tennis tournament. I am here working464

on my project. Who is going to win the465

US Open? [Segment 3]: People ran for466

shelter.467

468

k = 4 segments: [Segment 1]: The469

sun was shining brightly. It was a470

beautiful morning. What are you doing?471

People ran for shelter. I am here working472

on my project. The sun came out again.473

[Segment 2]: I decided to go for a474

walk. Suddenly, dark clouds appeared.475

The rain poured down heavily. [Segment476

3]: Thunder rumbled in the distance. 477

[Segment 4]: I’ll play tennis tomorrow. 478

US Open is a tennis tournament. Who is 479

going to win the US Open? 480

481

k = 5 segments: [Segment 1]: The 482

sun was shining brightly. It was a 483

beautiful morning. Suddenly, dark clouds 484

appeared. People ran for shelter. US 485

Open is a tennis tournament. The sun 486

came out again. [Segment 2]: I decided 487

to go for a walk. [Segment 3]: I’ll play 488

tennis tomorrow. What are you doing? Who 489

is going to win the US Open? [Segment 490

4]: Thunder rumbled in the distance. The 491

rain poured down heavily. [Segment 5]: I 492

am here working on my project. 493

494

k = 6 segments: [Segment 1]: The 495

sun was shining brightly. It was a 496

beautiful morning. The sun came out 497

again. [Segment 2]: I decided to go for 498

a walk. [Segment 3]: I’ll play tennis 499

tomorrow. US Open is a tennis tournament. 500

Who is going to win the US Open? [Segment 501

4]: Suddenly, dark clouds appeared. 502

Thunder rumbled in the distance. The 503

rain poured down heavily. [Segment 5]: 504

People ran for shelter. [Segment 6]: 505

What are you doing? I am here working on 506

my project. 507

508

k = 7 segments: [Segment 1]: The 509

sun was shining brightly. People ran 510

for shelter. [Segment 2]: It was a 511

beautiful morning. I decided to go for 512

a walk. [Segment 3]: Suddenly, dark 513

clouds appeared. Thunder rumbled in the 514

distance. [Segment 4]: What are you 515

doing? I am here working on my project. 516

[Segment 5]: The rain poured down heavily. 517

[Segment 6]: I’ll play tennis tomorrow. 518

US Open is a tennis tournament. Who is 519

going to win the US Open? [Segment 7]: 520

The sun came out again. 521

A.1.2 Results using GraphSeg 522

treshold τ = 0.1, 0.3, 0.5, 0.7, 0.9 and minimal 523

segment size n = 1: [Segment 1]: The sun 524

was shining brightly. It was a beautiful 525

morning. [Segment 2]: I decided to go for 526

a walk. Suddenly, dark clouds appeared. 527
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What are you doing? [Segment 3]: Thunder528

rumbled in the distance. The rain poured529

down heavily. [Segment 4]: People ran for530

shelter. US Open is a tennis tournament.531

[Segment 5]: I am here working on my532

project. The sun came out again. Who533

is going to win the US Open?534

A.1.3 Results using k-means535

k = 2 segments: [Segment 1]: I’ll play536

tennis tomorrow. What are you doing? US537

Open is a tennis tournament. I am here538

working on my project. Who is going to539

win the US Open? [Segment 2]: The sun540

was shining brightly. It was a beautiful541

morning. I decided to go for a walk.542

Suddenly, dark clouds appeared. Thunder543

rumbled in the distance. The rain poured544

down heavily. People ran for shelter.545

The sun came out again.546

547

k = 3 segments: [Segment 1]: The sun548

was shining brightly. It was a beautiful549

morning. Suddenly, dark clouds appeared.550

Thunder rumbled in the distance. The551

rain poured down heavily. People ran552

for shelter. The sun came out again.553

[Segment 2]: I’ll play tennis tomorrow.554

US Open is a tennis tournament. Who is555

going to win the US Open? [Segment 3]: I556

decided to go for a walk. What are you557

doing? I am here working on my project.558

559

k = 4 segments: [Segment 1]: The sun560

was shining brightly. It was a beautiful561

morning. Suddenly, dark clouds appeared.562

Thunder rumbled in the distance. The563

rain poured down heavily. The sun came564

out again. [Segment 2]: I’ll play tennis565

tomorrow. US Open is a tennis tournament.566

Who is going to win the US Open? [Segment567

3]: I decided to go for a walk. What568

are you doing? I am here working on my569

project. [Segment 4]: People ran for570

shelter.571

572

k = 5 segments: [Segment 1]: I decided to573

go for a walk. People ran for shelter.574

[Segment 2]: The sun was shining brightly.575

Suddenly, dark clouds appeared. Thunder576

rumbled in the distance. The sun came577

out again. [Segment 3]: What are you578

doing? I am here working on my project. 579

[Segment 4]: I’ll play tennis tomorrow. 580

US Open is a tennis tournament. Who is 581

going to win the US Open? [Segment 5]: 582

It was a beautiful morning. The rain 583

poured down heavily. 584

585

k = 6 segments: [Segment 1]: Suddenly, 586

dark clouds appeared. Thunder rumbled 587

in the distance. The rain poured down 588

heavily. [Segment 2]: What are you doing? 589

I am here working on my project. [Segment 590

3]: I’ll play tennis tomorrow. US Open 591

is a tennis tournament. Who is going 592

to win the US Open? [Segment 4]: The 593

sun was shining brightly. The sun came 594

out again. [Segment 5]: People ran for 595

shelter. [Segment 6]: It was a beautiful 596

morning. I decided to go for a walk. 597

598

k = 7 segments: [Segment 1]: I am 599

here working on my project. [Segment 2]: 600

The sun was shining brightly. It was 601

a beautiful morning. The sun came out 602

again. [Segment 3]: I’ll play tennis 603

tomorrow. US Open is a tennis tournament. 604

Who is going to win the US Open? [Segment 605

4]: I decided to go for a walk. What 606

are you doing? [Segment 5]: People ran 607

for shelter. [Segment 6]: Suddenly, dark 608

clouds appeared. Thunder rumbled in the 609

distance. [Segment 7]: The rain poured 610

down heavily. 611

A.1.4 Results using LLM (GPT-4o) 612

Prompt: Please generate {number_seg} 613

segmentation for the following text 614

according to their sematic meaning. 615

Adjacent sentences do not have to be in 616

the same segment. The sun was shining 617

brightly. It was a beautiful morning. 618

I decided to go for a walk. Suddenly, 619

dark clouds appeared. I’ll play tennis 620

tomorrow. What are you doing? Thunder 621

rumbled in the distance. The rain poured 622

down heavily. People ran for shelter. 623

US Open is a tennis tournament. I am 624

here working on my project. The sun came 625

out again. Who is going to win the US 626

Open? Return the output in the following 627

format: [Segment 1]: The sun was shining 628

brightly. It was a beautiful morning. 629
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[Segment 2]: I decided to go for a walk.630

Suddenly, dark clouds appeared. ...631

632

k = 2 segments: [Segment 1]: The sun633

was shining brightly. It was a beautiful634

morning. Suddenly, dark clouds appeared.635

Thunder rumbled in the distance. The636

rain poured down heavily. People ran637

for shelter. The sun came out again.638

[Segment 2]: I decided to go for a walk.639

I’ll play tennis tomorrow. What are you640

doing? US Open is a tennis tournament. I641

am here working on my project. Who is642

going to win the US Open?643

644

k = 3 segments: [Segment 1]: The sun645

was shining brightly. It was a beautiful646

morning. The sun came out again. [Segment647

2]: I decided to go for a walk. Suddenly,648

dark clouds appeared. Thunder rumbled649

in the distance. The rain poured down650

heavily. People ran for shelter. [Segment651

3]: I’ll play tennis tomorrow. US Open652

is a tennis tournament. Who is going to653

win the US Open?654

655

k = 4 segments: [Segment 1]: The sun656

was shining brightly. It was a beautiful657

morning. The sun came out again. [Segment658

2]: I decided to go for a walk. Suddenly,659

dark clouds appeared. Thunder rumbled660

in the distance. The rain poured down661

heavily. People ran for shelter. [Segment662

3]: I’ll play tennis tomorrow. US Open663

is a tennis tournament. Who is going664

to win the US Open? [Segment 4]: What665

are you doing? I am here working on my666

project.667

668

k = 5 segments: [Segment 1]: The sun669

was shining brightly. It was a beautiful670

morning. The sun came out again. [Segment671

2]: I decided to go for a walk. Suddenly,672

dark clouds appeared. Thunder rumbled673

in the distance. The rain poured down674

heavily. People ran for shelter. [Segment675

3]: I’ll play tennis tomorrow. US Open676

is a tennis tournament. Who is going677

to win the US Open? [Segment 4]: What678

are you doing? [Segment 5]: I am here679

working on my project.680

681

k = 6 segments: [Segment 1]: The sun 682

was shining brightly. It was a beautiful 683

morning. [Segment 2]: I decided to go for 684

a walk. Suddenly, dark clouds appeared. 685

Thunder rumbled in the distance. The 686

rain poured down heavily. People ran for 687

shelter. The sun came out again. [Segment 688

3]: I’ll play tennis tomorrow. [Segment 689

4]: What are you doing? [Segment 5]: 690

US Open is a tennis tournament. Who is 691

going to win the US Open? [Segment 6]: I 692

am here working on my project. 693

694

k = 7 segments: [Segment 1]: The sun 695

was shining brightly. It was a beautiful 696

morning.[Segment 2]: I decided to go for 697

a walk. Suddenly, dark clouds appeared. 698

[Segment 3]: Thunder rumbled in the 699

distance. The rain poured down heavily. 700

People ran for shelter. [Segment 4]: The 701

sun came out again. [Segment 5]: I’ll 702

play tennis tomorrow. US Open is a tennis 703

tournament. Who is going to win the US 704

Open? [Segment 6]: What are you doing? 705

[Segment 7]: I am here working on my 706

project. 707
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A.2 Choi dataset708

Here mi(xi) can be viewed as a running pref-709

erence or partial belief for node i in label xi.710

We also set ψi(xi) = sim(Ri, Cxi) and ψi,j =711
λ
2 (−sim(Ri, Rj) + 1) exp(−|i−j|2/σ). For com-712

parison, we set the number of initial clusters in713

BP-Seg to be equal to the number of sentences,714

although many clusters may become empty after715

the algorithm terminates. We fix the number of716

iterations to T = 5, and choose σ = 10 and717

λ = 300 to account for the length of the text.718

For GraphSeg, we set the threshold parameter to719

τ = 0.2 and the minimum segment size to n = 1720

to allow maximum flexibility. For the k-means721

baseline, we cap the number of clusters k at 20722

and rely on the default number of iterations in723

sklearn.cluster.KMeans.724
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Algorithm 2 Fast BP-Seg

1: Input: Sentence embeddings {R1, . . . , Rn}
2: Output: Segment assignment {x∗1, . . . , x∗n}
3: Initialization: Initialize k segment representatives {C1, . . . , Ck}. Initialize node and edge factors

following (1) and (2), and initialize all messages m(0)
i (xi) = 1/k.

4: for t = 1 to T do
5: for each embedding Ri do
6: for xi = {1, 2, · · · , k} do
7: m

(t)
i (xi) = ψi(xi) +

∑n
j=1 ψi,jm

(t−1)
j (xi)

8: end for
9: end for

10: end for
11: for each embedding Ri do
12: Update belief using bi(xi) = ψi(xi) +m

(T )
i (xi)

13: end for
14: Final Segmentation:
15: for each embedding Ri do
16: Assign segment using x∗i = argmaxxi∈{1,··· ,k} bi(xi).
17: end for
18: return Segment assignments {x∗1, . . . , x∗n}

3–5 6–8 9–11 3–11 3–15 12–15
ARI NMI ARI NMI ARI NMI ARI NMI ARI NMI ARI NMI

BP-Seg 0.10 0.04 0.08 0.04 0.08 0.04 0.09 0.04 0.08 0.03 0.08 0.03
GraphSeg 0.11 0.04 0.07 0.03 0.06 0.02 0.08 0.03 0.06 0.02 0.07 0.02
k-means 0.09 0.03 0.08 0.04 0.08 0.05 0.08 0.04 0.07 0.04 0.07 0.05

Table 2: Standard deviation on the Choi dataset measured using ARI and NMI across different subsets.
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