
Benchmark of automatic metrics on Automatic Story Generation :
do results depend on correlation coefficients ?

MENDRAS Pauline *
Ensae

pauline.mendras@ensae.fr

NIETGE Clotilde *
Ensae

clotilde.nietge@ensae.fr

Abstract

Accurately estimating the correlation between
metrics and human judgment for ASG mod-
els is crucial to evaluate the effectiveness of
these metrics and enhance the models. To this
end, Kendall, Pearson, and Spearman correla-
tion coefficients offer various correlation mea-
sures and rankings of metrics. Our research
paper proposes to assess the discrepancies in
metric rankings among these correlation coef-
ficients, emphasizing the significance of con-
sidering the peculiarities of each correlation
coefficient before potential aggregation. By
analyzing these differences, we can gain a bet-
ter understanding of the strengths and limita-
tions of each correlation coefficient and de-
velop more reliable evaluation strategies for
ASG models. Additionally, our findings high-
light the need for further research on the ef-
fectiveness of different correlation measures in
evaluating ASG models. Code for our research
is available on Github 1.

1 Introduction

The increasing popularity of natural language gen-
eration (NLG) systems (Jalalzai* et al., 2020;
Colombo et al., 2021a), such as ChatGPT, has led
to a growing interest in automatic evaluation meth-
ods. These systems have a wide range of poten-
tial applications, including customer service, vir-
tual assistants, and content creation. As such, it
is essential to have reliable and efficient methods
to evaluate the performance of NLG systems. Au-
tomated evaluation metrics provide a way to mea-
sure the quality of generated text by comparing it
to a reference text or to human judgments.

Automatic evaluation is particularly important
in NLG because the quality of the generated
text is often subjective and difficult to quan-

1https://github.com/PaulineMendras/
NLP-ENSAE-3A-MENDRAS-NIETGE-Topic4.git

tify. Additionally, manual evaluation is time-
consuming and expensive, and it may not always
be feasible to obtain human judgments for large
datasets (Colombo, 2021; Colombo et al., 2021c).
Thus, automatic evaluation metrics can be used to
quickly and efficiently assess the quality of gen-
erated text, which can help developers and re-
searchers to improve NLG systems.

In this paper, we examine the metrics under
the lens of Automatic Story Generation a spe-
cific subfield of NLG. Automatic story genera-
tion is a growing area of interest in natural lan-
guage processing, which utilizes machine learning
techniques to generate fictional narratives (Chhun
et al., 2022). These systems have the potential
to produce engaging and original stories that are
tailored to specific audiences or contexts. The
applications of this technology are diverse, rang-
ing from entertainment and education to market-
ing and advertising.

Automatic story generation (ASG) takes as in-
put a short sentence (a prompt) and aims at
generating a narrative from it. In addition to
GPT, the family of languages models from which
ChatGPT is originated, other ASG systems ex-
ist such as BERTGeneration (Faidon Mitza-
lis, 2021), Fusion (Fan et al., 2018) or TD-VAE
(David Wilmot, 2021). In order to assess the rel-
evance of the generated stories and to improve
ASG models, evaluation metrics (like BLEU (Pa-
pineni et al., 2002), BertScore (Tianyi Zhang
and Artzi, 2020) or ROUGE (Lin, 2004)) have been
developed. These metrics evaluate the text gener-
ated by ASG models.

But is the evaluation of these metrics satisfac-
tory? In other words, do they come close to what
a human judgement might produce? To answer
these questions, work has been done to evaluate
these metrics by measuring their correlation with
human judgements (Chhun et al., 2022). To do
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this, they have used correlation coefficients, such
as Kendall (Kendall, 1938), Pearson or Spear-
man coefficients. Depending on the criteria se-
lected, correlation coefficients can result in dif-
ferent scores and rankings for the different met-
rics. Tools to aggregate these different correlation
scores have been proposed using, for instance, the
Kemeny consensus and the Borda count (Colombo
et al., 2022b). However, the choice of corre-
lation coefficient (Kendall, Pearson, Spearman)
might alter the choice of metrics too, in which case
the three correlation coefficients should be aggre-
gated.

Contribution: In this paper, we propose to
study the stage before the aggregation of the dif-
ferent correlation scores. We believe that the study
of the correlation between the different correlation
coefficients is a missing piece in the ASG litera-
ture. For this purpose, we have used the HANNA
dataset (Chhun et al., 2022) and reproduced the
work previously done by the authors by using two
other correlation coefficients. We have then stud-
ied in details the scores and compared the rank-
ings of the metrics provided by three correlation
measures: the Kendall, Pearson and Spearman co-
efficients. The results show that there could be
important differences in metrics ranking between
correlation coefficients. In particular, our work
highlights the importance of the choice of correla-
tion coefficients and the usefulness of aggregating
them to produce a final ranking.

2 Related work

The development of ASG models has been
massive in recent years. BERTGeneration
(Faidon Mitzalis, 2021), Fusion (Fan et al.,
2018) and GPT (Nema and Khapra, 2018) are
among the best known. A recent advance is
the consideration of human emotions. The
EMOTICONS system (Colombo et al., 2019) for
instance is an affect-driven dialog system, which
generates emotional responses in a controlled
manner using a continuous representation of emo-
tions. However, the quantitative (BLEU score) and
qualitative performance of this system is not en-
tirely satisfactory, as EMOTICONS does not gen-
erate different emotions equally well.

The evaluation of ASG systems is indeed essen-
tial to measure and improve the accuracy of human
text generators. Several metrics have therefore
been developed, such as GRUEN (Zhu and Bhat,

2020), BLEU (Papineni et al., 2002), BertScore
(Tianyi Zhang and Artzi, 2020) or ROUGE (Lin,
2004) scores. They are based on different criteria
to assess a text generated by ASG models, such
as quality content, emotion faithfulness, grammar,
logicality or creativity. As an example, more re-
cently, InfoML (Colombo et al., 2022a) is a met-
ric using the criteria of data coverage, relevance,
correctness, structure and fluency to evaluate a text
generation. It is an automatic pre-trained model
which is robust to synonyms. Another example
is the BaryScore (Colombo et al., 2021b) met-
ric which is based on optimal transport tools: the
Wasserstein distance and barycentres, and on a
probabilistic distribution rather than on embed-
ding vectors. The BaryScore metric performs
better than BERT metrics and is more consistent
for text summaries.

The emergence of several metrics has there-
fore made it necessary to compare them and in
particular to detect correlation with human judge-
ment. It has been proved for instance that InfoML
(Colombo et al., 2022a) has a better system-level
and text-level correlations with human judgement
than other metrics. However, there is a key dif-
ference between automatic metrics (AEM) and
human metrics (Colombo et al., 2022c). AEM
rank systems similarly but differently than hu-
mans. More surprisingly, human metrics predict
each other much better than the combination of all
automatic metrics. This casts serious doubt about
the ability of AEM to replace human judgements.

Measuring the correlation between AEM and
human judgement is the goal of the HANNA project
(Chhun et al., 2022) on which our work is based.
HANNA contains annotations for 1,056 stories gen-
erated from 96 ASG models. Each story is anno-
tated by three raters on six criteria (relevance, co-
herence, empathy, surprise, engagement and com-
plexity). Additionally, those 1,056 stories are eval-
uated by 72 automatic metrics. The use of coef-
ficient correlations enables them to compare hu-
man scores and AEM scores and to detect system-
level or text-level correlations. The aggregation
of the different correlation scores on criteria is
done using the Kemeny consensus method and
the Borda count. These methods are proved to
be more reliable and more robust than the mean
aggregation (Colombo et al., 2022b). The re-
sults of the HANNA projet reveal that most AEM
have moderate story-level correlations with hu-



man metrics, while system-level correlations are
a bite better. GPT-2 (Radford et al., 2019)
has the better scores for all the six criteria and
ROUGE (Lin, 2004), Bary-Score (Colombo
et al., 2021b), DepthScore (Guillaume Staer-
man, 2022), BARTScore (Weizhe Yuan, 2021)
have the higher system-level aggregated correla-
tion score.

However, the aggregation process can be
viewed as a ”black box” process, and it seems im-
portant to highlight the original rankings that have
led to the final scores. In this way, we propose
to study in details the scores and rankings of the
metrics based on three correlation coefficients: the
Kendall, Pearson and Spearman coefficients . This
will allow us to analyse whether there are any con-
sequential differences in rankings between metrics
that could influence the final ranking.

3 Methods

To best evaluate automatic metrics, they are com-
pared to human judgments by calculating the cor-
relations between the two. For this, there are
three correlation coefficients: Pearson, Spearman
and Kendall that can be calculated on two lev-
els of granularity: text-correlation and system-
correlation.

Let yji be the story generated by system j ∈
{1, ..., S} for prompt i ∈ {1, ..., N}, m(yji ) is the
score associated by the metric m and h(yji ) the hu-
man judgement of the generated story yji .

Text-level Correlation. For each prompt, we
compute the correlation between the automatic
metric and the human judgment. Then we aver-
age these correlations over all the prompts.

K = 1
N

∑N
i=1Corr(M text, Htext)

with • M text = [m(y1i ), ...,m(ySi )]
• Htext = [h(y1i ), ..., h(y

S
i )]

System-level Correlation. We compute the
mean of the metric scores for each model and the
average of the human judgments. Then we calcu-
late the correlation between these averages. This
correlation allows us to compare the ASG systems
between them. Formally:
K = Corr(M sys, Hsys) with

• M sys = [ 1N
∑N

i=1m(y1i ), ...,
1
N

∑N
i=1m(ySi )]

• Hsys = [ 1N
∑N

i=1 h(y
1
i , ...,

1
N

∑N
i=1 h(y

S
i )]

The common method is to remove outliers
(Mathur et al., 2020) because Pearson absolute

value correlations are sensitive to outliers.
Human judgments, which may contain noise,

are also normalized (Banerjee and Lavie, 2005).
However, the Pearson, Spearman and Kendall co-
efficients are calculated in different ways. Pearson
considers linear dependencies, while the other co-
efficients are based on rank dependencies. There-
fore, the ranking of the best metrics may depend
on the correlation coefficient considered.

To see if it is the case, we implemented
Wilcoxon test. Let the metric i ∈ {1, ..., N},
Xi its associated Pearson coefficient, Yi its Spear-
man coefficient and Ri = |Xi − Yi| its associated
rank of the coefficients difference. The statistic
of the test is Ti =

∑n
i=1Ri1Xi−Yi>0 where the

differences (Xi − Yi)i are supposed independent.
Higher the T-statistic, more different are the corre-
lation coefficient.

4 Experimental setting

Our experiment setting will be based on Au-
tomated Story Generation via a prompt. As
we need human judgments on the systems, we
used an existing database: HANNA (Human-
ANnotated NArratives for ASG evaluation)
(Chhun et al., 2022). This database, coming
from WritingPrompts dataset, is com-
posed of 1,056 stories generated by 10 systems.
WritingPrompts (Fan et al., 2018) dataset
is composed of short sentences called prompt
and has been largely used for Automatic Story
Generation. On one hand, the advantages of
the database HANNA are the quality and quantity
of human evaluations on six criteria relevant
to the evaluation of text generation: relevance,
coherence, empathy, surprise, engagement and
complexity. Having several human criteria will
make more precise the evaluation of the metrics.
Moreover, for each prompt/story combination,
we have three different evaluations which we
have averaged. On the other hand, this database
provides the scores of 72 automatic metrics
associated to each generated story.

We removed the outliers to improve the effi-
ciency of the correlation coefficients. This was
equivalent to remove the texts generated by hu-
mans. It is on this database that we applied the
correlations detailed in section 3 both at the text-
level and system-level.

Finally, for each criteria, we ranked the different
metrics. The rankings might be different for each



correlation coefficient. Therefore, the Wilcoxon
test allow us to assess if two correlation coeffi-
cients rank the metrics in the same order.

5 Results

For each of the six criteria (relevance, coherence,
surprise, empathy, engagement and complexity),
the correlation between the scores given by each
of the 72 metrics and human judgement is calcu-
lated using three correlation coefficients: Kendall,
Pearson and Spearson (5.1). Three different rank-
ings of the top five metrics can then be made (5.2).
The challenge is then to study the similarity and
correlation of these different rankings using the
Wilcoxon test (5.3). This will allow us to conclude
whether the results differ or not by using different
correlation coefficients.

5.1 Correlation between automatic metrics
and human judgements

The figure 1 gathers on a same heatmap the
system-level correlation measures between human
judgement and the different metrics (on the or-
dinate) for each of the six criteria (on the ab-
scissa), for respectively the Kendall coefficient.
The heatmaps for the Pearson and Spearman co-
efficients as well as for text-level correlations are
in the appendix (figures 2, 3, 4, 5 and 6).

Figure 1: Story-level Kendall correlations (%) between
human criteria

We can rank the automatic metrics with their co-
efficient correlation. Higher the coefficient, better
the metric is. For instance, Kendall correlations
range from 2 % (for the metric BLANC (Vasilyev
et al., 2020) in empathy) to 73 % (for the metric
MoverScore (Zhao et al., 2019)). By looking

at these heatmaps, we can quickly see differences
in correlation measures between the three coeffi-
cients. As an example, considering the complex-
ity criterion, the SUPERT-PS (Gao et al., 2020)
metric is better ranked than the BLANC metric by
the Kendall coefficient (20 % vs. 7 %), while it
is the BLANC metric which is better ranked by the
Pearson coefficient (33 % vs. 68 %).

5.2 What is the Top-5 metrics based on
criteria ?

These difference become more apparent when
considering the ranking of the top-5 metrics. The
table 1 shows the ranking of the top 5 metrics by
the three correlation coefficients, concerning the
relevance criterion and at the system-level. The
rankings for the coherence and surprise criteria at
the system-level are in the appendix (tables 3 and
4).

Rank Pearson Spearman Kendall
1 BLEU MoverScore S3-Pyramid
2 ROUGE-1 Recall S3-Pyramid chrF
3 S3-Pyramid chrF MoverScore
4 METEOR METEOR BLEU
5 BARTScore-SH BLEU BERTScore Recall

Table 1: Top-5 best metrics at system-level for rele-
vance criterion

By looking at the table, the differences between
the rankings are quite obvious. For instance, if
the BLEU metrics appear in the three rankings,
it is ranked first in Pearson ranking while it is
fourth and fifth in Kendall and Spearman respec-
tively. The MoverScoremetric is ranked second
in the Spearman ranking while it does not appear
in the Pearson’one. Similarly, the ROUGE metric
is ranked second by the Pearson correlation co-
efficient and is not present in the Spearman and
Kendall top-5 best metrics rankings.

5.3 Is the automatic metrics ranking the
same through the different correlation
coefficients ?

Measuring the correlation between correlation co-
efficients seems then necessary. The Wilcoxon test
enables us to analyse the differences between the
rankings of metrics by the three correlation coef-
ficients. The higher the Wilcoxon test score be-
tween two correlation coefficients, the greater the
differences in rankings of metrics between these
two coefficients. The table 2 shows the Wilcoxon



scores between the Kendall, Pearson and Spear-
man coefficients for the six criteria.

Coefficient correlation Relevance Coherence Surprise Empathy Engagement Complexity
Pearson - Spearman 845.0 335.0 256.0 319.0 248.0 254.0
Kendall - Spearman 6.0 41.0 9.0 48.0 41.0 1.0
Kendall - Pearson 86.0 90.0 43.0 103.0 60.0 49.0

Table 2: Wilcoxon statistic for relevance criterion for
each pair of correlation coefficient

The Wilcoxon test confirms the above intu-
itions. Differences in rankings exist between the
correlation coefficients. In particular, for all crite-
ria, there are large differences between the Pear-
son and Spearman rankings, whereas these differ-
ences are smaller between the Kendall and Pear-
son rankings. The Wilcoxon test seems to sug-
gest that the differences are very small between
the Kendall and Spearman rankings, especially for
the complexity and surprise criteria.

These results highlight the differences in mea-
surement and ranking that can exist between the
different correlation coefficients. This emphasises
the need to study in detail the correlation coeffi-
cients used and their specificity. Using different
correlation coefficients and aggregating their re-
sults with the Kemeny consenus and Borda count
as done in Colombo et al. (2022b) is a consistent
solution to overcome these differences and pro-
duce a global ranking.

6 Discussion and conclusion

Assessing the performance of ASG metrics re-
quires measuring their correlation with human
judgment, but different correlation coefficients
have varying specificities. Our study investi-
gates the correlation between these coefficients
and, specifically, the differences in metric rank-
ings they produce. Through the Wilcoxon test,
we find that significant differences in rankings can
exist between coefficients. Notably, we observe
larger discrepancies between Pearson and Spear-
man coefficients than between Kendall and Spear-
man. These findings emphasize the importance of
selecting appropriate correlation coefficients and
aggregating them for more accurate metric rank-
ings.

Futur Works: There is still room for improve-
ment, as we have not analyzed what could ex-
plain these differences. This may be related to
the structure of the dataset itself and the choice
of the criteria studied. Some criteria, such as sur-
prise, are highly subjective and can be assessed

very differently by different humans and therefore
show a high degree of variance. This can be dif-
ficult to measure by metrics. Indeed, according
to Deutsch et al. (2021), for summarization, confi-
dence intervals are rather wide, which state a high
uncertainty in the reliability of automatic metrics.
Therefore the correlation measure can be biased,
which can explain differences in scores between
different correlation coefficients.

In addition, we did not take into account the un-
labeled part of the testset of WritingPrompt.
As human judgements are expensive, only a sub-
set of the overall dataset is evalualed. An idea
from Deutsch et al. (2022) would be to use the
unlabelled stories to improve the computation of
correlation at system-level.
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Appendix

Figure 2: Story-level Pearson correlations (%) between
human criteria

Figure 3: Story-level Spearman correlations (%) be-
tween human criteria

Figure 4: Text-level Kendall correlations (%) between
human criteria

Figure 5: Text-level Pearson correlations (%) between
human criteria

Figure 6: Text-level Spearman correlations (%) be-
tween human criteria

Rank Spearman Pearson Kendall
1 MoverScore BaryScore-W BARTScore-SH
2 BaryScore-W DepthScore MoverScore
3 BARTScore-SH MoverScore BaryScore-W
4 chrF § BARTScore-SH chrF §
5 DepthScore BERTScore Recall DepthScore

Table 3: Top-5 best metrics at system-level for coher-
ence criterion

Rank Spearman Pearson Kendall
1 chrF § BARTScore-SH chrF §
2 DepthScore BERTScore Recall BARTScore-SH
3 BERTScore Recall DepthScore DepthScore
4 BaryScore-W MoverScore BaryScore-W
5 BARTScore-SH chrF § METEOR §

Table 4: Top-5 best metrics at system-level for surprise
criterion


