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Abstract

In this work, we significantly enhance masked particle modeling (MPM), a self-
supervised learning scheme for constructing highly expressive representations of
unordered sets relevant to developing foundation models for high-energy physics.
In MPM, a model is trained to recover the missing elements of a set, a learning
objective that requires no labels and can be applied directly to experimental data.
We achieve significant performance improvements over previous work on MPM by
addressing inefficiencies in the implementation and incorporating a more powerful
decoder. We compare several pre-training tasks and introduce new reconstruction
methods that utilize conditional generative models without data tokenization or
discretization. We show that these new methods outperform the tokenized learning
objective from the original MPM on a new test bed for foundation models for jets,
which includes using a wide variety of downstream tasks relevant to jet physics,
such as classification, secondary vertex finding, and track identification.

1 Introduction

The field of high-energy physics (HEP) has increasingly integrated machine learning (ML) methods
to tackle diverse challenges, including event reconstruction, anomaly detection, and data generation.
These developments have largely mirrored the trends of the wider ML community. Model sizes
across all fields have grown exponentially, and transformer-based neural networks have become the
dominant architecture for many tasks. However, despite some initial studies [1–8], HEP has yet to
truly adopt foundation models (FMs) [9], large pre-trained models that can be fine-tuned on many
downstream tasks, which are prevalent in the fields of natural language processing (NLP) [10–14]
and computer vision (CV) [15–20].

At CERN’s Large Hadron Collider (LHC), protons are accelerated close to the speed of light and made
to collide 40 million times per second. The products of these collisions are captured and recorded
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by detector systems like ATLAS [21] and CMS [22], each of which houses hundreds of millions of
readout channels. This data is meticulously reconstructed to better constrain known physical theorems
and identify novel physics processes, such as the 2012 Higgs boson discovery [23, 24]. A crucial
feature in this process is the reconstruction of particle jets - collimated sprays of around 10-100
particles produced by the decay and hadronization of quarks or gluons. Jet tagging is a classification
task in which a jet is labeled based on the highly energetic particle that initiated it. It is challenging
due to the highly stochastic nature of jet formation. Traditional methods, which rely on hand-crafted
features from quantum chromodynamics, have primarily been replaced by supervised deep-learning
models trained on simulated datasets [25, 26]. In addition to tagging, there are many other aspects of
jet reconstruction of value for these experiments, such as identifying specific types of particles within
the jet and locating points of secondary decay [27]. While these methods have shown great potential,
the overreliance on simulated datasets has led to large systematic uncertainties [28].

An FM is exposed to a large corpus of domain-related data with the goal of learning expressive
representations of the subject matter. This is referred to as pre-training, and it is usually self-
supervised; the model is given input samples but no associated truth labels. Once pre-trained, FMs
are fine-tuned on specific tasks in a supervised manner. In NLP, typical pre-training tasks consist of
predicting the next token in the input sequence (GPT [11]) or predicting randomly masked tokens
(BERT [10]), and typical downstream tasks include sentiment analysis and machine translation. In
downstream tasks, the FM is frequently called the backbone because, although additional learnable
layers may be necessary, it holds the bulk of the parameters.

The self-supervised learning (SSL) paradigm is particularly advantageous for HEP because experi-
mental data is unlabelled. For many tasks in HEP, supervised training is only possible using simulated
datasets, where the truth labels are derived from the simulator itself. Running high-quality physics
simulations [29] is a time-consuming process. Furthermore, these simulations do not perfectly model
real data, causing a domain shift between the synthetic samples the model was trained on and the real
data to which it is then applied. Therefore, we are highly motivated to develop SSL techniques for
producing FMs that can be trained directly on real data.

In this work, we iterate upon Golling et al. [1], which introduced a SSL strategy designed to run on
unordered sets of objects and targeted applications to particles. The particles are reconstructed objects
derived from detector signals captured during a high-energy collision. The attributes associated with
each particle include its kinematics (energy and momentum), particle type, charge, and additional
features pertaining to its reconstruction. In MPM, we are given a set of attributed particles, a random
subset is masked, and the model is tasked to reconstruct it. MPM is analogous to masked language
modeling, as in BERT [10], or masked image modeling, as in BEiT [20]. But unlike images and text,
the particle sets have no natural ordering.

It is possible to frame masked modeling in the context of denoising autoencoders (DAE) [30]. In a
DAE, a lossy augmentation is first applied to the inputs, which are then projected via an encoder to
a latent space. A decoder is used to map back to the original uncorrupted signal. Once the DAE is
trained, only the encoder is saved for further applications, while the decoder is typically discarded.
Masking or removing elements from the input sample is a simple, fast, and effective corruption
method that underpins many notable models in NLP and CV [10, 11, 13, 19, 20, 31–35]. Masked
pre-training requires little prior knowledge of the data and can be applied to a wide variety of fields.
This is the approach taken by MPM.

Many stable particles are produced in any given collision event, which are subsequently captured by
the detector. However, in this work, we focus on particle jets. Multiple jets can be created in an event,
and we treat each as a complete set. The structure and composition of these sets depend highly on the
type of particle that produced it. As an experimental signature of particles with the colored charge,
they are key ingredients in studying quantum chromodynamics, the Standard Model, and searches for
new physics. MPM is a method for training an FM, which can either be fine-tuned or used simply as
a fixed encoder for various supervised downstream tasks related to the study of jets.

As most of the particles’ features are continuous, we could not naively apply the same successful
training strategy as language models like BERT or GPT. These models predict the full probability
distribution function (PDF) for the masked or next token, an embedding that contains rich semantic
information [19]. Naive regression methods on continuous variables do not produce the same
informative output. Inspired by the approach used for images in BEiT, the original MPM model,
hereto referred to as MPMv1, was trained to recover tokenized representations of each particle derived
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from a separately trained Vector-Quantized Variational Autoencoder (VQVAE) [36]. The VQVAE
maps the input jet to a set of discreet codebook elements and back again. Borrowing the language
used in BEiT, the VQVAE-encoder is our particle tokenizer1. This changes the MPM reconstruction
task from regression to classification, as the FM is tasked to predict the codebook ID of the tokenized
particle 2

Golling et al. [1] found that using the VQVAE-derived targets during pre-training leads to a more
performant FM than direct regression and argued that this was primarily due to two reasons: (1)
The VQVAE latent space is semantically rich, containing high-level abstractions, giving the MPMv1
encoder a more informative target to learn from (this is also the justification used in BEiT). (2) By
changing from a regression to a classification task, the backbone is taught the full conditional posterior
distribution rather than just seeking the mean, which is much more expressive. However, producing
the VQVAE requires an additional training step in the pipeline. VQVAEs are notoriously unstable
and hard to train. Furthermore, the aforementioned quantization leads to a loss of information.

In this paper, we make the following contributions. (1) We propose an improved MPM training
paradigm, named MPMv2, by enhancing model architecture and addressing existing inefficiencies.
We also expand the particle attributes to provide a more detailed representation. (2) We provide a
detailed study of alternative reconstruction tasks for MPMv2 pre-training, ones that replace the costly
VQVAE-derived targets. (3) We provide a new test bed for pre-trained models that include a wider
set of downstream tasks commonly encountered in jet physics3.

2 Related Work

In addition to MPM, there have been several other works in developing foundation models for
physics. One of the first notable attempts is JetCLR [8], which uses the SimCLR [38] framework to
pre-train a fixed encoder. JetCLR uses approximate but physically inspired augmentations, such as
rotations of the constituents about the jet axis and the smearing of soft constituents to estimate soft
gluon radiation. The SimCLR framework was used again for Re-Simulation-based Self-Supervised
Learning (R3SL) [2]. This framework explicitly requires simulated data as each positive pair is the
same underlying event, duplicated at some point in the simulation pipeline, and then completed with
different seeds or settings. OmniJet-α is another recent work that uses a similar approach to MPM
but swaps the masked reconstruction pre-training for GPT style next token prediction. Similar to
MPM, Kishimoto et al. [3] devised a pre-training strategy where only the particle type is masked and
reconstructed. The kinematics and other continuous features are always available to the model. The
work by Vigl et al. [4] proposes to describe various elements of the reconstruction pipeline as viable
pre-training tasks. Finally, the Omnilearn [6] model is pre-trained jointly as a supervised classifier
for jets and as a diffusion generative model.

3 Data

3.1 Datasets

A key aspect of MPM is that it does not require labels and can thus be applied directly to experimental
data. However, because large open datasets of real jets are not available, we use MC simulations
to refine the framework. Crucially, we still ignore the truth labels during pre-training, and the only
conclusions we draw in this paper are between models trained on the same datasets. Access to the
truth labels also gives us a means to evaluate the performance of the FMs.

We focus on two publicly available datasets, both of which utilize the Delphes [39] simulation
package. The first is JetClass [40], which contains 120 million large radius jets equally distributed
amongst 10 classes. Each class represents a different physical process and decay chain, such as
H → 4q and t → bℓν. The second dataset we label BTag [41], which contains 3 million jets from
three classes differentiated by the flavor of quark which initiated the jet, light, charm, or bottom.

1We define token similarly to computer vision where it is more than a patching of the inputs, but also implies
an encoded representation, typically using a dictionary [20, 37].

2MPM pre-training could be seen as a knowledge distillation step, where the model has to predict the same
latent as the VQVAE, albeit with missing information.

3All code used for this project is available at https://github.com/mattcleigh/jetssl
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Events in both JetClass and BTag are generated using Pythia8 [42], but jets in JetClass arising from
top, W, Z, or Higgs decays are additionally modeled with MadGraph5 [43]. Both datasets reconstruct
their jets using calorimeter energy deposits with the anti-kt algorithm [44]; the radius parameter is
set to R = 0.8 for JetClass and R = 0.4 for BTag. JetClass jets have significantly higher transverse
momentum of 500-1000 GeV, whereas BTag only requires pT ≥ 20 GeV. Additionally, JetClass uses
a Delphes configuration that matches the CMS experiment [22] while BTag is configured to match
the ATLAS experiment [21]. The final significant difference is that JetClass contains both charged
and neutral constituents, while BTag only contains charged particles. As such, JetClass jets have a
higher cardinality, averaging around 50 constituents per jet, whereas BTag jets are capped at 15.

We only use JetClass to pre-train our models, but we fine-tune and evaluate using both datasets. The
differences between these datasets represent the realistic variations in how particle physics jets are
defined in different experimental settings. Targeted kinematic ranges, reconstruction parameters (like
the anti-kt radius), and object selection vary significantly depending on the physics analyses and are
finely tuned by experts. These differences offer a chance to view the backbone’s generalizability to
new downstream tasks and a new out-of-distribution (OOD) dataset.

In Golling et al. [1], each massless constituent is represented using only its kinematics relative
to the jet axis, (pT,∆η,∆ϕ). We expand this to include common reconstructed attributes used in
experimental settings. For charged constituents, which leave tracks in the detector, we include the
lifetime signed longitudinal and transverse impact parameters (d0, z0) as well as their reconstruction
uncertainties (σ(d0), σ(z0)) [45]. Neutral particles have no defined impact parameters, so these are
zero-padded. These 7 variables form the continuous features of the particle, xc. Also included is the
particle identity (ID) xid, a one-hot encoded vector that categorizes both the particle type and charge
into 8 independent classes. To summarize, a jet is an unordered set of N particles, each represented
by a vector of 8 features, 7 continuous and one categorical, X = {xi = (xc

i, x
id
i )}Ni=1.

4 Method

In MPMv1, M particles out of the N that constitute the jet are selected, and all of their features are
replaced with a special masked token. The goal is then to recover those features, or at least tokenized
representations of them.

Framing MPMv1 as a DAE, the input sample X = {xi}Ni=1, its latent projection Z , and the
decoder output D are all sets, so all mappings between them must be permutation equivariant.
Therefore, the encoder is not provided with positional encoding (PE). Given X , we define the
corrupted sample as the union of the surviving subset and a set of identical masked tokens S =
{xi}Mi=1 ∪ {m}N−M

1 . A transformer acts as the encoder, and a multi-layer perceptron (MLP) acts
as the decoder, applied separately per set element4. A consequence of having no PE is that the
encoder’s outputs corresponding to masked inputs are duplicates. Golling et al. [1] is forced to inject
PE based on pT in the latent space to break this degeneracy for reconstruction while keeping the
encoder equivariant. Each element in D is then used in the tokenized reconstruction task, where it is
compared to the corresponding element of the same jet passed through the encoder of a VQVAE.

We propose a number of alterations to this model for MPMv2. The repeated use of the same
masked token in the encoder means that the transformer layers perform identical operations, wasting
computation. We found that it was significantly more efficient to remove all masked tokens from the
input set and reintroduce them only during decoding. This means that Z has a lower cardinality than
both X and D. This change reflects a departure of a model similar to BERT [10] to a model more
akin to MAE [19]. As such, we also experimented with expanding the decoder to a full transformer
and saw greatly improved results. The decoder is designed similarly to the encoder, albeit much
smaller. It has one-quarter of the embedding dimension, fewer layers, and fewer attention heads.
With the new decoder, full PE in the latent space provides too much information, trivializing the
reconstruction task, which hurts the FM performance. We find it sufficient to provide PE between the
masked elements, not the full jet. This is achieved by using a unique mask token depending on the
pT order of the dropped constituents with respect to each other only. The loss function is then derived
by comparing X and D in a variety of reconstruction tasks. The main differences between MPMv2
and direct re-implementation of MAE are the use of multiple reconstruction tasks for the different

4Referred to in Golling et al. [1] as the "Masked-Prediction-Head."
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Figure 1: (left) The original MPMv1 encoder-decoder setup compared to the new MPMv2 model
(middle). The new model includes multiple reconstruction tasks, swaps the MLP decoder for a
transformer, and only encodes the reduced set. (right) The Set-to-set Flow-Matching which jointly
generates the dropped elements of the set using the surviving elements.

groups of particle features, as well as the provision of positional encoding only with respect to the
dropped set to ensure permutation equivariance.

4.1 Reconstruction Tasks

Where MPMv1 only utilized a VQVAE-derived reconstruction task, we now experiment by combining
multiple tasks to recover the continuous and categorical features separately. Each task requires extra
learnable layers (task head) and contributes a loss term, which is summed for the combined pre-
training. We investigate 5 different reconstruction tasks for the continuous features xc and an extra
task for the categorical features xid.

Particle Identification

The first task is simply to recover the particle type xid of the dropped constituents. This is a standard
classification problem, so we use a linear layer and the cross-entropy loss function for the task head.

VQVAE-Tokenized Classification

We include the method used in the original MPM work. A VQVAE is first trained to embed the jet,
using only the continuous features, to a set of indices representing the elements in a learned codebook.
We used a codebook size of 1024 and a codebook vector dimension of 32 following Yu et al. [46].
We use a linear layer and the cross-entropy loss function for the task head.

Direct Regression

While Golling et al. [1] found direct regression to be insufficient for pre-training, we believe it is
worth revisiting owing to the much more powerful decoder. We use a linear layer and find the best
results by using the L1-loss to recover the particles’ continuous features.

K-Means Tokenized Classification

If the VQVAE does not provide a sufficiently semantically rich latent space, its benefit may be simply
that it creates a classification task. Regression is mean-seeking, while the tokenized classification
allows us to learn the full conditional posterior of the dropped features, albeit in a discretized form.
To test this, we trial a more trivial token reconstruction task using K-Means centroids. We fit the
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K-Means using xc and the first 1 million jets in JetClass. Based on preliminary tests, we found that
K = 16384 is the optimal number of centroids. Fitting the K-Means using the torchpq library [47]
took significantly less time than training the VQVAE. Like the other tasks, we used a single linear
layer to map to this space and cross-entropy loss function.

Conditional Normalizing Flow

If the strength of the tokenized form of reconstruction over regression is in learning the full posterior
distribution p(xc

i|di), it is possible that we can reproduce this using a generative model. This also
means we do not suffer from the information loss that comes with discretization. One choice of model
is a conditional normalizing flow (CNF) [48], which we implement using the normflows library [49].
The CNF contains 6 rational-quadratic-spline coupling blocks and a Gaussian base distribution. Each
block contains a two-layer MLP, which outputs the spline parameters for half the features of xc

i given
the other half and the context information di. It is trained to maximize the log-likelihood of the
transformation.

Conditional Flow-Matching

In recent years, diffusion-based generative models have emerged as the go-to methods for generating
high-quality data. Various frameworks exist that try to generalize and describe this family of
models [50–53]. We follow the conditional flow-matching (CFM) framework from Lipman et al. [52].
Here, a model learns the probability vector field between the data distribution and a noise distribution
parameterized by time t ∈ [0, 1]. We consider a time-dependent pdf p(x, t) which connects samples
drawn from a data distribution x0 ∼ p0(x) = p(x, 0) to samples drawn from a noise distribution
ϵ ∼ p1(x) = p(x, 1). Instead of constructing p(x, t) directly, we could equivalently construct the
vector field u(x, t), which relates to the pdf via the continuity equation,

∂

∂t
p(x, t) = −∇ · (p(x, t)u(x, t)). (1)

We use a neural network to approximate the velocity vector uθ ≈ u, where θ represents the trainable
weights. Directly learning the velocity via the flow-matching objective

LFM = E
t,xt∼pt(x)

||uθ(xt, t)− u(xt, t)||2, (2)

is intractable. Instead, we can learn the conditional probability paths via the CFM loss,

LCFM = E
t,ϵ∼p1,xt∼pt(x|ϵ)

||uθ(xt, t)− u(xt, t|ϵ)||2, (3)

These two objectives are equivalent for network training ∇θLFM = ∇θLCFM (under all expec-
tations). Moreover, u(xt, t|ϵ) and pt(x|ϵ) do have specific tractable forms. One such form is
u(xt, t|ϵ) = ϵ−xt

1−t which leads to Gaussian probability paths.

In practice, we derive the training objective given the continuous features of a particle xc
i and the

corresponding decoder output di. We first sample a diffusion time t using the logit-norm distribution
from Sauer et al. [54] and sample from the noise distribution ϵ ∼ N (0, I). We mix the noise and the
original features using a basic linear interpolant to get xc

it = (1− t)xc
i + tϵ. The target for the model

is the velocity vector ui = xc
i − ϵ, which we approximate using a three-layer MLP with a hidden

dimension of 256, which takes as inputs xc
it, di, and a cosine-embedded form of t following Leigh

et al. [55]. The resulting loss function is written as

LCFM = ||uθ(x
c
it, di, t)− (xc

i − ϵ)||2. (4)

4.2 Set-to-set Flow-Matching

We also investigate a set-to-set flow-matching model (SSFM) which is shown in Figure 1. The SSFM
uses a time-dependent transformer decoder to generate the entire set of constituents given the set
of latent nodes. This setup is similar to the diffusion-masked autoencoder from CV [56]. As with
MPM, the input set X is split into a reduced set S and its complement T . The reduced set is passed
through the encoder to get the latent set Z , which is used in the decoder’s cross-attention layers. The
decoder is trained as a set-CFM model to generate the remaining set T . Since the loss is based purely
on denoising T , degeneracy is not an issue, and no positional encoding or mask tokens are required.
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Table 1: The effects of the model redesign on the accuracy of a classifier head trained using the
encoder outputs. All models except the final iteration were trained using 200k training steps, a mask
rate of 30%, and a 2-layer decoder.

regression k-means

MPMv1 using (pT, η, ϕ) [1] 48.9 56.2
+ updated transformer layers 55.5 ↑ 6.6 62.2 ↑ 6.0
+ impact parameter features 62.2 ↑ 6.7 70.2 ↑ 8.0
+ constituent ID feature and ID reconstruction task 63.5 ↑ 1.3 74.0 ↑ 3.8
+ transformer as decoder (MAE) 79.2 ↑ 15.7 81.4 ↑ 7.4
+ registers 80.4 ↑ 1.2 83.0 ↑ 1.6
+ longer train (1M steps) + deeper decoder + 40% mask rate 83.3 ↑ 2.0 84.0 ↑ 1.0

By varying the masking rate Df = M
N , we can control the amount of jet generated by the diffusion

model. The decoder acts as a full generative model when the Df = 0. Thus, our pre-training setup
produces a backbone for embedding and a purely generative model for the jets akin to Omnilearn [6]
and Omnijet-α [5]. During training, we sample Df ∼ U(0, 0.8) to balance these two objectives.

A number of different architectures were trialed for the SSFM. To highlight the difference in the
training framework, we kept the depth and dimensions of the encoder and decoder the same between
MPMv2 and SSFM, though the SSFM decoder had more learnable parameters due to the extra cross-
attention layers. We found that the DiT method of time-injection yielded the best performance [57].

5 Results

5.1 Ablation Studies

To evaluate our proposed alterations to MPMv1, we use the new backbone as a fixed encoder to
classify the JetClass dataset. After pre-training for 200k steps, we freeze the encoder and append
a classifier-head, made from 2 class-attention layers [58] followed by a linear layer. We then train
the head as a classifier with cross-entropy loss for another 200k steps. We elected to use only
the regression, K-Means, and particle ID tasks for the ablation study as they were the quickest to
prototype. The full results using all reconstruction tasks are shown in Section 5.2.

We present the results of the ablation study in Table 1. Initially, we recreated the training setup
from Golling et al. [1], with the same masking rate of Df = 0.3. Next, we test the setup with more
up-to-date transformer layers, described in Appendix A. Then, we add the impact parameters to the
features of the particles, followed by including the particle ID inputs and ID reconstruction task.
Each of these steps improves the classification accuracy of both models. The largest improvement
comes from changing the decoder to a transformer. This step significantly increased the accuracy of
the regression task, bringing the gap between the two methods from 10.5% to 2.2%. To verify the
impact of the decoder change, we reran the regression task without the impact parameters or particle
ID task. We found that it achieved an accuracy of 65.0%, an increase of 9.5%. Another major benefit
of switching to the MAE setup was a 40% reduction in GPU memory due to the reduced point cloud
size being passed to the encoder and by using non-padded representations of the batch [59]. The total
inference time was improved by around 15%. Finally, we also experimented with adding registers
into the encoder [60], which prevents the transformer from overwriting elements in the set with global
information. We added 8 registers to the training and found that the classifier’s performance increased
with little computational cost. Additionally, we optimized the mask rate and the decoder depth for
the final training sessions.

5.2 Downstream Tasks

Here, we evaluate the performance of our backbones on a variety of downstream tasks typically
encountered in jet physics. Each backbone is pre-trained using one of the continuous feature
reconstruction tasks (which it is named after) together with the particle ID task. Pre-training is run
for 1M steps after which specific downstream task layers are appended to the encoder, and the model
is fine-tuned. Finetuning is run for 200k steps, allowing for early stopping using a validation set. We
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use a randomly initialized network as a baseline to highlight the performance provided by pre-training
and repeat each experiment 5 times to estimate the run-to-run variance.

5.2.1 In-Distribution Classification

We perform classification on the JetClass dataset using the same classifier head described in Sec-
tion 5.1. The backbone’s data efficiency is measured by varying the number of jets used to train the
classifier from 1k to 100M, and these results are shown in Figure 2a. For the 100M training sample,
we use all the jets in the jet class dataset but limit ourselves to 1 epoch (100k batches). At each
training set size, the performance of all pre-trained backbones is superior to the randomly initialized
network. However, this boost diminishes as the number of jets increases. At the maximum 100M jets,
all backbones achieve an accuracy between 85.0% (regression) and 85.3% (K-Means), whereas the
random initialization achieves 84.3%. Interestingly, the K-Means backbone performs best with more
data, while the CNF and Regression backbones are more data-efficient. The Flow-backbone achieves
the same performance with 10k jets as the randomly initialized network with 1M. The state-of-the-art
model for this dataset is ParT [61], which follows a similar transformer-based architecture. It receives
extra edge features for the attention matrix and trains with labels for 1M batches (520M jets), which
matches our self-supervised pertaining time. It achieves an 86.1% classification accuracy.

5.2.2 Weakly Supervised Classification

In many experimental settings, we are unable to produce perfectly labeled data, so we are interested
in model performance in a setting where the labels are noisy or incomplete. The principle of
classification without labels (CWoLa) [62] is that the ideal classifier between two mixed datasets with
different signal and background proportions is the same as the ideal classifier between the two pure
datasets. This is utilized in template-based anomaly detection [63–68] and in muon isolation [69].

We emulate the CWoLa setting using two datasets of 500k QCD jets. Into one of the datasets, we
inject top-initiated jets as a signal. We use the same classifier head as in the previous experiments.
In Figure 2b, we show the significance improvement (SIC) [70] from applying the classifiers on
a test set containing pure samples of QCD background and top signal. The SIC is defined as the
signal efficiency (true-positive rate) divided by the square root of the background efficiency (false-
positive rate) at a 99% background rejection. The pre-trained backbones considerably outperform the
benchmark, with the Regression backbone performing the best when only 500 top jets are present in
the training set, resulting in a (SIC) of 8.18.
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Figure 2: The in-distribution performance of the fine-tuned models on the JetClass dataset. (a) shows
the accuracy using standard supervised classification as a function of the dataset size. (b) shows the
significance-improvement of the models trained in a CWoLa setting as a function of the number of
signal samples in the dataset.

5.2.3 Out-of-Distribution Classification

Here, we test the backbones’ performance in classifying the BTag dataset, which contains lower-
energy, narrower jets with only a few charged particles. In Figure 3a, we show the accuracy of the
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3-class classifier as a function of the number of jets used for training. All pre-trained backbones
outperform the benchmark initialization, indicating that the learned mappings are generalizable
beyond JetClass. In this task, the CNF backbone performs the best, but all pre-trained backbones
converge at around 70% accuracy with the maximum number of jets.

5.2.4 Secondary Vertex Finding

A track vertex refers to a common point where reconstructed particle tracks originate, indicating the
location of an interaction or decay. Bottom and charm hadrons produced in the collision will survive
long enough to travel several millimeters beyond the interaction point before decaying. This leads to
multiple vertices existing within the same jet, and discovering them is a key intermediate step used in
the identification of heavy-flavor jets [71, 27], such as those initiated by bottom and charm hadrons.
The decay of kaons also causes additional vertices. Secondary vertex finding is a task that partitions
the jet’s tracks into groups that all originate from the same vertex. It is typically recast as an edge
classification task, where given any two tracks, the pair is classified as either being part of the same
vertex or not. This means that for a jet with N tracks, there are N(N − 1)/2 unique pairs to test.

The additional layers for this task followed a twin-network approach [72]. Whereby the probability
that two tracks xi and xj came from the same vertex was defined by σ (G [|F (zi)− F (zj) |]), where
G,F are MLPs, zi, zj are the outputs of encoder, and σ is the sigmoid function. Following Shlomi
et al. [27], we use the adjusted Rand index (ARI) [73] as the performance metric. We plot the ARI as
a function of the number of secondary vertices in Figure 3b. Here, we find that the best-performing
model is the backbone trained using the CNF task, though all backbones perform better than the
benchmark.

5.2.5 Heavy Track Identification

Where the vertex finding task grouped tracks that shared a vertex, we can also attempt to identify the
type of vertex associated with each track. Each of the tracks in the BTag dataset can be associated with
having come from a b-quark decay, c-quark decay, or from the primary vertex (i.e., from heavy quark
fragmentation or from light flavor jets). The head for this task is a simple three-layer MLP attached to
the end of the backbone that acts on each of the constituents separately. Since the class distributions
are so heavily imbalanced, we found that the metric that best highlighted the difference between
the pre-training methods was the balanced accuracy. In Figure 3c, we show the balanced accuracy
as a function of the number of tracks present in each jet and find that the pre-trained backbones all
outperform the baselines.
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Figure 3: The performance of the fine-tuned models on the BTag dataset. (a) shows the supervised jet
classifier accuracy versus the number of samples used in fine-tuning. (b) shows the ARI score for the
segmentation task versus the number of secondary vertices within each jet. (c) shows the balanced
accuracy for the track identification task as a function of the number of tracks in each jet.
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6 Conclusion

In this work, we sought to improve upon the work of Golling et al. [1] and answer whether the costly
tokenization step is necessary for pre-training. We achieved this by investigating other methods of
reconstruction, including more trivial tokenization via the K-Means algorithm and using conditional
generative models. We have successfully demonstrated that the new models perform considerably
better than an untrained backbone and the original MPMv1 in various tasks, including those performed
on an OOD dataset. We found that the most significant improvement was the adoption of a much
more powerful decoder and that the performance between the different continuous reconstruction pre-
training tasks was minor. We also introduced a new method of pre-training via set-to-set generation,
which was highly competitive with MPMv2. We believe that these insights demonstrate that we
do not require a tokenization step, conclusions which may also affect other SSL models using the
VQVAE, such as Birk et al. [5].

Our self-supervised training strategies for particle physics jets have several limitations. While the
methods should scale well, all studies to date have been performed on data generated using the
parametric Delphes fast simulation package [39], which doesn’t fully capture the complexity of real-
world data. Moving to actual data and full simulation would be the next major step. Currently, the
strategy is limited to jets and a few relevant downstream tasks. We aim to expand this to encompass
full events. However, this would also increase the expected set size from O(100) to O(1000), which
would require significantly more computation due to the transformer architecture. Addressing these
considerations is essential for advancing our analysis and achieving more robust and comprehensive
results.
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A Model Architecture

We propose a number of alterations to the model introduced by Golling et al. [1], hereto referred
to as MPMv1, which was based on the NormFormer architecture [74]. We opt for a more standard
pre-norm [75] configuration with a transformer encoder comprising 8 layers, each with an embedding
dimension of 512. We use 8 heads for the multi-headed self-attention layers, feedforward network
with dimension multipliers of ×2, and SwiGLU activations [76]. For both the attention and dense
residual updates, we use LayerScale [58]. The decoder is comprised of the same layer types but
is considerably smaller. The hyperparameters used are shown in Table 2. All models are trained
using the AdamW optimizer with a maximum learning rate of 1 × 10−3 and a weight decay of
1× 10−5. The learning rate schedule was increased linearly from zero over the first 50k steps before
exponentially decaying with a half-life of 100k. All pre-training is performed on the full JetClass
training set with a batch size 1000.

Table 2: Network and training hyperparameters for pre-training the final models.
Hyperparameter Value

Encoder

embedding dimension 512
layers 8
attention heads 8
registers 8
activation SwiGLU

Decoder

embedding dimension 128
layers 4
attention heads 4
registers None
activation SwiGLU

Training

optimizer AdamW
max learning rate 1× 10−3

weight decay 1× 10−5

batch size 1000
warm-up steps 50 000
training steps 1 000 000
scheduler exponential

B Data Distributions

Table 3 shows each of the features used to describe the jet constituents and their distributions for both
the Jetclass and BTag datasets are shown in Figure 4.
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Table 3: The features used to describe each jet constituent.
Continuous features xc

transverse momentum pT
pseudorapidity to jet axis ∆η
azimuthal angle to jet axis ∆ϕ
transverse impact parameter d0
longitudinal impact parameter z0
uncertainty on d0 σ(d0)
uncertainty on z0 σ(Z0)

Particle type xid

photon 0
negative hadron 1
neutral hadron 2
positive hadron 3
electron 4
positron 5
muon 6
antimuon 7
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Figure 4: The distributions of the particle features for the two datasets. The final plot shows the
distributions of the particle types xid for the two datasets.
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C Decoder and Mask Rate

Using the K-Means + ID setup, we investigated the effect of the mask rate and the decoder depth.
These results are shown in Figure 5. We found that the model was relatively robust to the mask rate
but that a rate of 40% was optimal. Surprisingly at high levels of masking, 90%, the model was
still able to achieve an accuracy of over 80%. We found that increasing the decoder depth improved
performance, but due to computational constraints, we explored only up to 4 layers. We used these
optimal settings for the final results.
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Figure 5: The effect of the decoder depth (top) and the mask rate (bottom) on the classification
accuracy using the outputs produced by an MPM backbone trained with the K-Means and ID tasks.

D Fixed Backbone Results

In addition to fine-tuning, we also investigate the performance of using the frozen pre-trained encoders
in the same downstream tasks. The results are shown in Figure 6 and Figure 7 This indicates that
these backbones indeed provide a feature-rich latent space.
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Figure 6: The in-distribution performance of the fixed-backbone models on the JetClass dataset. (a)
shows the accuracy using standard supervised classification as a function of the dataset size. (b)
shows the significance-improvement of the models trained in a CWoLa setting as a function of the
number of signal samples in the dataset.
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Figure 7: The performance of the fixed backbone models on the BTag dataset. (a) shows the
supervised jet classifier accuracy versus the number of samples used in fine-tuning. (b) shows the
ARI score for the segmentation task versus the number of secondary vertices within each jet. (c)
shows the balanced accuracy for the track identification task as a function of the number of tracks in
each jet.

E Reconstruction Plots

Here, we show some qualitative results of some of the continuous reconstruction tasks. We select
3 jets randomly from the JetClass dataset, perform 40% masking, and then ask each backbone
to reconstruct the dropped constituents. For the Regression backbone, we simply take the direct
feature predictions. For the K-Means backbone, we sample under discrete distribution of centroid
probabilities, then take the features of the chosen centroid. For the CNF backbone, we sample under
the normalizing flow. Finally, for the CFM, we first sample from a Gaussian and then numerically
integrate along the predicted trajectories. In Figure 8, we see that the Regression backbone often
collapses towards the center of the distribution. This is most visible for the ∆η distribution of
Jet-1, which clearly shows a bi-modal distribution indicative of a dual-prong jet. All other methods
reconstruct this bi-modality, but the Regression backbone simply predicts the mean.
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Figure 8: Reconstruction plots for the different backbones. We show 3 randomly selected jets (rows)
from the JetClass dataset and plot their (pT,∆η,∆ϕ) distributions (columns). The grey shading
shows the original jet distribution, while the blue shading shows the surviving jet distribution after
40% of the constituents were masked. The colored lines show the reconstructed jets from the different
methods. The ideal reconstruction would match the original grey shape.

19


	Introduction
	Related Work
	Data
	Datasets

	Method
	Reconstruction Tasks
	Set-to-set Flow-Matching

	Results
	Ablation Studies
	Downstream Tasks
	In-Distribution Classification
	Weakly Supervised Classification
	Out-of-Distribution Classification
	Secondary Vertex Finding
	Heavy Track Identification


	Conclusion
	Model Architecture
	Data Distributions
	Decoder and Mask Rate
	Fixed Backbone Results
	Reconstruction Plots

