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Abstract001

The Dunning-Kruger effect (DKE) is the cog-002
nitive bias in which participants with limited003
competence in a domain tend to over estimate004
their perceived performance or expertise in that005
domain. AI models today can outperform hu-006
mans in many cognitive tasks and humans rely007
on these models for decision making. It be-008
comes important to understand the inherent bi-009
ases carried by these models to make sure they010
are used in a controlled and responsible man-011
ner. In this paper, we examine the Dunning-012
Kruger effect on AI models for programming013
tasks. By comparing the model on question-014
answering over increasingly rare programming015
languages, it is found that the models show016
a similar competence-capability curve as hu-017
mans. Upon closer examination of the con-018
fidence curves we also find that the strength019
of the bias is proportionate to the competence020
of the models, for example, a less competent021
model has a stronger bias. This aligns with hu-022
man experiments for the bias. We open source023
all benchmarks and predictions to encourage024
research in biases for AI models.025

1 Introduction026

Large language models have shown great per-027

formance on code tasks, outperforming humans028

in code generation, repair, refactor and question-029

answering (Huynh and Lin, 2025; Cordeiro et al.,030

2024; Jelodar et al., 2025). With advancements in031

model development with reasoning models (Cai032

et al., 2024) and diffusion models (Chen et al.,033

2024b), AI models are only going to get better034

with the models potentially surpassing human per-035

formance. With these developments, AI models036

are being used more frequently to automate a broad037

range of programming related tasks including code038

authoring, reviewing, and debugging (Odeh et al.,039

2024; Anand et al., 2024; Chen et al., 2021).040

As AI systems are increasingly being integrated041

into critical processes both within and outside042

the programming domain, it becomes essential 043

to recognize and address the biases these mod- 044

els may inherit (Vakali and Tantalaki, 2024) from 045

human-generated training data. Numerous stud- 046

ies and policy discussions have highlighted the 047

risks associated with biased AI outputs, particu- 048

larly in domains such as healthcare, and employ- 049

ment (Abrams, 2024; Vicente and Matute, 2023; 050

Landers and Behrend, 2023). In this work, we 051

focus on a specific cognitive bias: the Dunning- 052

Kruger Effect (DKE)—a phenomenon in which in- 053

dividuals with lower competence in a domain tend 054

to overestimate their abilities (Mazor and Fleming, 055

2021; Magnus and Peresetsky, 2022). While DKE 056

has been extensively studied in human psychology, 057

its presence in AI systems remains underexplored. 058

We argue that studying DKE in AI models is valu- 059

able for two reasons. First, it offers a lens through 060

which to examine model mis-calibration, particu- 061

larly in low-competence regimes. Second, it allows 062

us to test whether models exhibit human-like pat- 063

terns of overconfidence, which could have impli- 064

cations for trust, interpretability, and downstream 065

decision-making. 066

Our results reveal that the models’ perceived 067

performance shows statistically significant infla- 068

tion compared to actual performance, similar to 069

the effect previously studied in humans. The mod- 070

els’ overestimation of their performance becomes 071

more pronounced with lower actual performance 072

of the model and with increasing hardness of the 073

tasks (measured by rarity of the programming do- 074

main), aligning strongly with the patterns observed 075

in human cognition. These findings underscore 076

the importance of understanding cognitive biases 077

in AI systems and lay the groundwork for deeper 078

interdisciplinary research at the intersection of cog- 079

nitive science and machine learning. 080

In this paper, we make the following contribu- 081

tions: 082
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1. We provide statistically significant evidence083

of the Dunning-Kruger effect in AI models084

for programming tasks.085

2. We analyze how the strength of this bias varies086

with (a) the model’s base performance and (b)087

the rarity of the programming domain.088

2 Related Work089

Cognitive biases in AI models. Studies have090

shown that LLMs can reflect human-like biases,091

including overconfidence and self-enhancement,092

despite lacking self-awareness (Gu et al., 2024;093

Salecha et al., 2024; Sun et al., 2025; Ye et al.,094

2024). These biases often stem from training data095

patterns or architectural choices (Geng et al., 2023;096

Tjuatja et al., 2024). Among these, overconfidence097

is particularly concerning, as it can lead to mis-098

leading outputs that appear authoritative but are in-099

correct—an issue that parallels the DKE (Dunning100

et al., 2003; Kruger and Dunning, 1999; Ehrlinger101

et al., 2008) observed in human cognition.102

Generalization and confidence estimation In103

the context of code models, prior work has high-104

lighted challenges in generalizing to rare program-105

ming languages (Chen et al., 2024a; Cassano et al.,106

2024; Giagnorio et al., 2025; Mora et al., 2024).107

While model accuracy drops on out-of-distribution108

tasks, confidence scores often remain high (Chen109

et al., 2021), revealing a disconnect between com-110

petence and self-assessment. Traditional confi-111

dence estimation methods, based on logits or self-112

reported probabilities, are frequently miscalibrated113

in unfamiliar domains (Shorinwa et al., 2024; Shen114

et al., 2024; Yang et al., 2024; Li et al., 2024b).115

Recent work introduces relative confidence estima-116

tion as a more robust alternative (Shrivastava et al.,117

2025). These methods help uncover behavioral118

patterns like overconfidence, and our work builds119

on these techniques to investigate whether code120

models exhibit the DKE.121

3 Methods122

For our study, we use multiple-choice questions123

(q, A, a) as tasks where q is the programming-124

related question, A is the set of answer choices,125

and a is the expected answer. Each question q also126

belongs to a domain q ∈ D that is the broad topic127

which this question pertains to. In our setting, the128

tasks are specific questions about programming129

and domains are the individual programming lan- 130

guages. For example, the question “Variables of 131

which data types are preceded by a dollar sign in 132

Perl?” will have the domain “Perl”. 133

For each such task and model M , we prompt 134

the model M to answer the question q given the 135

choices A—we say the model M is correct on the 136

task if the answer aM produced by M matches 137

a. We define the actual performance AP(M,D) 138

of the model M on a domain D to the fraction of 139

domain D tasks it is correct on. 140

3.1 Measuring Perceived Performance 141

We use two different techniques to measure per- 142

ceived performance of AI models, absolute confi- 143

dence and relative confidence. For absolute con- 144

fidence, the model is asked to produce a confi- 145

dence score in the range [0, 1] along with its answer. 146

Model M ’s absolute confidence PPAbs(M,D) on 147

a domain D is the mean of its absolute confidence 148

scores on individual tasks that belong to D. 149

Previously, relative confidence estimation meth- 150

ods have been shown to produce more reliable 151

confidence scores than absolute confidence estima- 152

tion (Shrivastava et al., 2025). For every pair of 153

questions qi and qj , we prompt the model to indi- 154

cate which it is more confident in answering. These 155

pairwise preferences are aggregated into scalar con- 156

fidence scores using two different rank aggrega- 157

tion algorithms, ELO (Elo and Sloan, 1978) and 158

TrueSkill (Herbrich et al., 2006). These algorithms 159

treat each question as a “player” with qi “winning” 160

against qj if the model is more confident in an- 161

swering qi over qj . They produce a scalar strength 162

value for each qi with higher strengths indicating 163

the model’s higher confidence (see Appendix A). 164

We normalize the ELO and TrueSkill scores to 165

the range [0, 1] linearly, and set the relative con- 166

fidences PPELO(M,D) and PPTrueSkill(M,D) to 167

be the mean strengths of the questions in D. 168

3.2 Measuring the Dunning-Kruger Effect 169

There have been several closely related effects that 170

have all been referred to under the umbrella term 171

of DKE (Kruger and Dunning, 1999). Here, we 172

consider two specific variants from the literature— 173

the intra-participant (Muthukrishna et al., 2018; 174

Moore et al., 2018) and inter-participant versions 175

(Dunning et al., 2003; Hodges et al., 2001; Ed- 176

wards et al., 2003; Haun et al., 2000). In the 177

intra-participant version, the question is “Does a 178

single participant over-estimate their performance 179

2



Cey
lon

Hask
ell Lua Dart

OCam
l

Cloj
ure

Elix
ir
Erla

ng Rust
Swift

Fort
ran Rub

y
Dash

Obje
cti

ve
-C
Rack

et
Scal

a

Visu
al 

Basi
c

Lisp

Typ
eS

cri
pt

Prol
og

COBOL D
Jul

ia
Bash PHP

Perl F#
Pasc

al
Kotl

in
GoG

o
Ada Jav

a

Jav
aS

cri
pt

C++
Pyth

on C C#
0

10

20

30

40

50

60

70

80
Sc

or
e 

(%
)

Actual Performance vs. Perceived Performance

Absolute Confidence
Relative Confidence
Actual Performance

Figure 1: Actual vs. perceived performance for GPT-4o across different languages sorted by actual performance
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Figure 2: Inter-model DKE

more in domains where they have low actual perfor-180

mance?” and for the inter-participant version, it is181

“Do participants who show low actual performance182

over-estimate their performance more?”183

For the intra-participant version, we fix M and184

measure the over-confidence per domain D:185

∆overconf(M,D) = PP(M,D)− AP(M,D)186

where PP is one of PPAbs, PPELO, or PPTrueSkill.187

For the inter-participant version, we have:188

∆overconf(M) = ED[PP(M,D)]−ED[AP(M,D)].189

Higher ∆overconf in regimes with low actual perfor-190

mance is indicative of the corresponding DKE.191

4 Results192

We evaluate the presence of the Dunning-Kruger193

Effect (DKE) in six large language models (LLMs)194

across 37 programming languages using multiple-195

choice question answering (MCQA) tasks. The196

multiple-choice QA data is derived from publicly-197

available data called CodeNet (Puri et al., 2021).198

More details on the implementation and experi-199

mental setup is in Appendix A.4200

4.1 Do code models exhibit the DKE? 201

Inter-model interpretation of DKE In the inter- 202

model analysis, we observe the DKE pattern: 203

lower-performing models consistently overesti- 204

mate their capabilities, while higher-performing 205

models exhibit more calibrated or even underconfi- 206

dent behavior. As shown by Fig. 2, models such as 207

Mistral and Phi-3 display a gap between perceived 208

and actual performance. In contrast, models like 209

GPT-4O demonstrate more alignment between per- 210

ceived and actual performance, especially in rela- 211

tive confidence estimates. Interestingly, the relative 212

confidence curve intersects with the actual perfor- 213

mance curve, suggesting that higher-performing 214

models may become under-confident—-an effect 215

not captured by absolute confidence alone. 216

Inter-domain interpretation of DKE The intra- 217

model analysis further supports the presence of 218

DKE. Figure 1 presents model performance across 219

different domains (programming languages), or- 220

dered by actual performance. In domains where 221

models perform poorly—typically rare or low- 222

resource languages such as COBOL, Prolog, and 223

Ceylon—we observe higher overconfidence. Con- 224

versely, in high-performing domains like Python 225

and JavaScript, models tend to be better calibrated 226

or even underconfident. This domain-level over- 227

estimation is consistent across both absolute and 228

relative confidence measures, reinforcing the hy- 229

pothesis that models are less aware of their limita- 230

tions in unfamiliar domains. 231

4.2 Analysis of Perceived Performance 232

Absolute Confidence vs. Relative Confidence 233

To quantify these trends, we compute the corre- 234

lation between overestimation (perceived minus 235
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actual performance) and true performance across236

both models and domains. Table 1 includes the237

correlation between (a) actual performance across238

domains vs. overestimation of performance (AC239

- RC) and (b) actual performance across models240

vs. overestimation of perceived performance (AC241

- RC). The results suggest that the overestimation242

of perceived performance is higher for models and243

domains that are more high performing. This in-244

dicates that AC becomes an unreliable measure of245

perceived performance, especially as we encounter246

increasingly better performing models or domains247

where LLMs achieve higher performance.248

Table 1: Correlation Between Overestimation (AC -
RC) and True Performance for Domains and Models

Category Method Corr ρ / Tau τ p value

Domains
Spearman 0.775 1.797× 10−8

Pearson 0.640 2.019× 10−5

Kendall 0.592 3.058× 10−7

Models
Spearman 0.775 1.797× 10−8

Pearson 0.640 2.019× 10−5

Kendall 0.592 3.058× 10−7

Impact of Rarity of Programming Language249

We also investigate the relationship between do-250

main rarity and overconfidence. Table 2 shows251

the correlation of perceived performance with (a)252

GitHub ranking (most used languages on GitHub)253

(Ranking, 2025a), (b) IEEE popularity ranking254

(Ranking, 2024), and (c) TIOBE index (Ranking,255

2025b). Across all three sources, we observe a con-256

sistent trend: models exhibit higher overconfidence257

in rarer languages. For instance, GitHub ranking258

shows a correlation of 0.797 with perceived con-259

fidence, highlighting that rarity is a predictor of260

overconfidence.261

Table 2: Percieved performance vs. Rarity Ranking

Ranking Method Corr ρ / Tau τ p (10−3)

GitHub Spearman 0.797 1.318
Kendall 0.690 3.935

IEEE Spearman 0.683 5.863
Kendall 0.529 8.970

TIOBE Spearman 0.741 0.234
Kendall 0.662 0.354

5 Discussion and Conclusion262

Reviewer agents. Reviewer agents are a com-263

mon and successful design-pattern in multi-agent264

systems (Li et al., 2024a; Zhou et al., 2025; Gu 265

et al., 2024; Jin et al., 2024). A model is given a 266

prompt containing specific instructions about the 267

output (e.g., “do not use hateful speech”, “do not 268

hardcode passwords”, etc). The model’s output 269

is passed to a “reviewer agent“, often a different 270

instance of the same model, to verify that these 271

rules are not violated. Not all reviewer agents di- 272

rectly correspond to the self-evaluation setting as 273

in our study—the model is often provided auxiliary 274

information during the review (e.g., code execu- 275

tion results, elaborations on output expectations, 276

etc). However, our results suggest that a closer ex- 277

amination of reviewer agents is needed, especially 278

with respect to what kinds of auxiliary information 279

helps AI models make better reviewing decisions. 280

Cognitive Effect or Statistical Effect? There 281

has been significant debate in the psychology and 282

cognitive science community on whether DKE is a 283

“real” effect with an underlying cognitive cause, or 284

if it is “merely” a statistical effect akin to regres- 285

sion to the mean (Magnus and Peresetsky, 2022). 286

Our results suggest that AI models show DKE- 287

like behaviour and we have an interesting choice 288

between at least 3 possibilities: (a) DKE is a cogni- 289

tive effect and the underlying cognitive mechanism 290

causing this effect is the same across humans and 291

AI models; (b) DKE is a cognitive effect and the un- 292

derlying mechanisms are different; or (c) DKE is a 293

purely statistical effect. Our results raise questions 294

questions about options (a) and (b). If the DKE 295

is cognitive in origin, either the cause is so funda- 296

mental that it applies to vastly different cognitive 297

systems like humans and AI models, or we have 298

the distasteful option of two very similar effects 299

having different underlying causes. Significant fur- 300

ther research of the scope and strength of the DKE 301

in AI models and on the cognitive similarities be- 302

tween humans and AI models is required before an 303

answer to these questions can even be attempted. 304

Conclusion. Our study is an initial foray into 305

studying whether AI models display cognitive bi- 306

ases that have been previously observed in humans. 307

Our results show that AI models, specifically in the 308

context of answering programming related ques- 309

tions, display DKE-like behaviour. This points to a 310

rich set of future research directions related to the 311

strength and scope of the DKE in models, as well 312

as other self-assessment related cognitive biases in- 313

cluding the hard-easy effect or IOED (Juslin, 1993; 314

Levin et al., 2000; Chromik et al., 2021). 315
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6 Limitations316

Domain and task choices. A major limitation317

of this paper is that our study is restricted to one318

specific domain, i.e., programming. Hence, our319

results are not immediately generalizable to the320

wide array of domains that AI language models321

have been applied to. Similarly, we choose simple322

multiple-choice question answering as the tasks.323

Our choice allows us to make the estimation of324

actual performance simple, without having to con-325

sider issues of partial correctness or near match326

answers, different models being tuned for differ-327

ent response styles, etc. However, for conclusive328

results on the presence of DKE in AI models in329

general, both the choice of the domain and choice330

of tasks needs to be expanded considerably.331

Measurements. One crucial measurement in our332

study is that of perceived performance, i.e., the333

model’s confidence in its answers. Limitations re-334

lated to models’ ability to assign confidence scores335

have been pointed out previously (Shorinwa et al.,336

2024; Shen et al., 2024; Yang et al., 2024; Li337

et al., 2024b), with approaches like relative confi-338

dence (Shrivastava et al., 2025) being suggested as339

alternatives. The conclusion here is that measure-340

ment of perceived performance is not as straight-341

forward in AI models as it is in humans. This342

creates an added layer of complexity in studying343

self-assessment based cognitive biases in AI mod-344

els, and adds a threat to the validity of our results.345

Explanations for the effect. Many explanations346

have been hypothesized to be the underlying cause347

of the DKE in humans (Ehrlinger et al., 2008).348

Our study intentionally does not attempt to com-349

pare or contrast the underlying explanation of the350

DKE in humans and AI models. Many explana-351

tions attributed to the DKE in humans are not di-352

rectly applicable to AI models. Human DKE ex-353

planations rely on causes such as overly positive354

prior beliefs (Ehrlinger et al., 2008), the distribu-355

tion of over- and under-performers in the human356

population, or lack of incentive for accurate self-357

assessments—none of these apply directly to AI358

models. One potential explanation that may be359

common to both humans and AI models is the360

meta-cognitive explanation, which states that as-361

sessing the quality of a performance of a skill is362

a crucial part of acquiring a skill. This explana-363

tion can potentially be tested experimentally in AI364

models with a controlled study of different training365

strategies and whether they all lead to simultaneous 366

improvements in performance and in the ability to 367

assess quality of performance. However, this study 368

is significantly beyond the scope of this paper, and 369

we leave it for future work. 370
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A Measuring Relative Confidence586

Here, we elaborate on the algorithms we use to587

convert pairwise confidence preferences into scalar588

relative confidence scores for each question. For589

every pair of questions qi and qj , we prompt the590

model to indicate which it is more confident in an-591

swering to produce a set P of pairwise preferences592

qi < qj . Below, we present the details of the ELO593

and TrueSkill methods to convert these preferences594

to scalar confidence scores.595

A.1 Confidence Estimation Using Elo Rating596

We treat each question as a “player” in a tour-597

nament, where each pairwise preference is inter-598

preted as a match outcome. All questions are ini-599

tialized with the same Elo score (Elo and Sloan,600

1978) (in our case, 1000). For each preference601

pair qi < qj ∈ P , where qi is the preferred (win-602

ning) question and qj is the less preferred (losing)603

question, we compute the expected win probability604

using the logistic function:605

P (i wins) =
1

1 + 10(Sj−Si)/K
606

where Si and Sj are the Elo scores of questions607

qi and qj , and K is a sensitivity factor. The scores608

are then updated as follows:609

Si ← Si +K · (1− P (i wins))610
611

Sj ← Sj −K · P (i wins)612

This update process is repeated for all preference613

pairs over multiple iterations to allow scores to con-614

verge. The final Elo scores are normalized using615

min-max scaling to the range [0, 100] to produce616

interpretable confidence scores:617

Confidence(qi) =
Si −min(S)

max(S)−min(S)
618

A.2 Confidence Estimation Using TrueSkill619

As an alternative to Elo, we also implement confi-620

dence estimation using the TrueSkill rating system621

(Herbrich et al., 2006), which models each ques-622

tion’s confidence as a Gaussian distribution over623

skill: N (µ, σ2), where µ represents the estimated624

confidence and σ the uncertainty.625

For each preference pair qi < qj ∈ P , where626

qi is preferred over qj , we update the distribu-627

tions of both questions using Bayesian inference.628

The update is performed using the TrueSkill factor629

graph model, which adjusts both µ and σ based on 630

the observed outcome and the prior distributions. 631

After processing all preference pairs, we extract 632

the mean µi of each question’s distribution as its 633

raw confidence score. These scores are then min- 634

max normalized to the range [0, 100] as in the Elo 635

method. 636

This methodology enables robust and inter- 637

pretable confidence estimation by leveraging the 638

model’s relative preferences, rather than relying on 639

coarse, absolute confidence scores. 640

A.3 Dataset 641

We create the MCQA problems for the codenet 642

tasks (Puri et al., 2021) covering (1) code gener- 643

ation; (2) code understanding; (3) code syntax; 644

and (4) code repair. For doing this scalably we 645

Table 3 summarizes the number of tasks used for 646

each domain. 647

Table 3: Data Statistics

Domain Number of Samples

Ada 118
Bash 1000
C 897
C# 1000
C++ 1000
COBOL 1000
Ceylon 90
Clojure 430
D 1000
Dart 195
Dash 155
Elixir 205
Erland 141
F# 1000
Fortran 1000
Go 1000
Haskell 1000
Java 1000
JavaScript 1000
Julia 1000
Lisp 1000
Kotlin 1000
Lua 1000
OCaml 1000
Objective-C 727
PHP 1000
Pascal 1000
Perl 1000
Prolog 231
Python 1000
Racket 145
Ruby 1000
Rust 1000
Scala 1000
Swift 1000
TypeScript 1000
Visual Basic 987
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Figure 3: Dunning-Kruger plots for various models.

A.4 Implementation Details648

The programming languages include in the study649

are - Ada, Bash, C, C#, C++, COBOL, Ceylon, Clo-650

jure, D, Dart, Dash, Elixir, Erland, F#, Fortran, Go,651

Haskell, Java, JavaScript, Julia, Lisp, Kotlin, Lua,652

OCaml, Objective-C, PHP, Pascal, Perl, Prolog,653

Python, Racket, Ruby, Rust, Scala, Swift, Type-654

Script and Visual Basic. To generate the pairwise655

question preference data, we randomly sample 5656

questions to generate multiple comparisons per657

question. The model’s preferences are parsed to658

construct a directed graph of confidence judge-659

ments wherein each comparison yields a winner-660

loser pair, forming the basis for confidence ranking.661

For Elo rating ranking estimation, ratings are ini-662

tialized randomly at 1000 for each question and663

updated iteratively based on outcome of each com-664

parison. The final scores are normalized to a 0–100665

scale. The win probability is scaled using a sen-666

sitivity factor, K which is set at 400 following667

hyperparameters selected in previous work (Shri-668

vastava et al., 2025). The win probabilities are also669

estimated over 10 repetitions to allow scores to con-670

verge. In the TrueSkill ranking system, the ques-671

tions are initialized with default values µ = 25.0672

and σ = 8.333, following standard TrueSkill set- 673

tings implemented using the Python package. Sim- 674

ilar to the Elo rating method, the rankings in the 675

TrueSkill method are normalized to 0-100 scale. 676

Models and Sizes We use GPT-4O (size un- 677

known), GPT-O1 (size unknown), Deepseek- 678

Distill (70B), Mistral (7B), Phi-3 (8B) and Phi-4 679

(20B) for this paper. 680

A.5 Inter-domain results for different models 681

Figure 3 shows the individual plots for inter-model 682

DKE for different domains. We see that the effect 683

can be seen for all models across varying domains. 684

For very small models like Mistral and Phi-3 (less 685

than 8B) we see that the effect is less apparent as 686

the models overall performance is very low and 687

they generally overestimate their performance. 688

A.6 Inter-model results for different domains 689

Figure 4 shows the individual plots for inter-model 690

DKE for different domains. We see that the effect 691

can be seen for all domains across varying models. 692
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Figure 4: Dunning-Kruger plots for various programming languages.
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