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Figure 1: We propose Unsupervised Reset-free Skill Acquisition (URSA), a framework for dis-
covering diverse unsupervised skills in reset-free environments. The visualization shows UMAP
embeddings (Sainburg et al., 2021)) of state trajectories from different skills discovered by our ap-
proach, demonstrating the diversity of learned behaviors.

ABSTRACT

Autonomous skill discovery in robotics seeks to enable robots to acquire diverse
behaviors without explicit human guidance. However, learning such behaviors
directly in the real world remains challenging due to the high number of interac-
tions required. Existing approaches typically rely either on learning in simulated
environments before real-world deployment, or on carefully designed heuristics.
While the former face challenges when transferring to real robots due to the reality
gap, the latter may require domain expertise to design effective heuristics. The
recent algorithm Quality-Diversity Actor-Critic (QDAC) has shown promise in
discovering diverse high-performing behaviors, yet its application to reset-free
robotics remains limited due to safety concerns and the requirement for skills to
be manually defined beforehand. Here, we propose Unsupervised Reset-free Skill
Acquisition (URSA), an extension of QDAC that enables robots to autonomously
discover and master diverse skills directly in reset-free environments, without prior
knowledge of the skill space. URSA manages to discover diverse velocity and
unsupervised skills on a Unitree Al quadruped robot in simulation. These results
establish a new framework for reset-free robot learning that enables continuous skill
discovery with a small amount of human intervention, representing a significant
step toward more autonomous and adaptable robotic systems.

1 INTRODUCTION

Autonomous skill discovery in robotics represents a promising direction that could transform how
robots learn and adapt, paving the way for versatile and general-purpose robotic systems. While
specialized robots have demonstrated remarkable proficiency in specific tasks like PCB insertion (Luo
et al.l|2024)) and legged locomotion (Kostrikov et al., 2023), they are mostly limited to learning a single
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skill or behavior. This narrow specialization makes them vulnerable - if the robot sustains unexpected
damage, it may be unable to adapt and find alternative ways to complete its task. Therefore, developing
systems that can autonomously learn a repertoire of diverse behaviors is crucial for creating more
robust and adaptable robots (Cully et al., 2015])), similar to how humans naturally develop multiple
walking gaits and can adapt by switching to alternative movement patterns when injured. This
capability would allow robots to adapt to unexpected situations and discover alternative strategies
when their primary approach fails — a key characteristic of human intelligence and adaptability.

Traditional approaches to skill discovery have primarily relied on carefully engineered heuristics
to guide the learning process (Sharma et al., 2020; [Smith et al., 2023)). While these hand-crafted
approaches provide structure, they often overly restrict the robot’s exploration, preventing it from
discovering creative behaviors. Moreover, simulation-based approaches (Margolis & Agrawal, 2023}
Lim et al.,2022a; Hoeller et al.,2024) require accurate robot models, which can be challenging to
obtain and maintain, especially for complex systems.

In this work, we present Unsupervised Reset-free Skill Acquisition (URSA), a novel Reinforce-
ment Learning (RL) framework for unsupervised robot skill discovery in reset-free environments,
addressing the challenges of sample efficiency and reset-free learning. Our approach builds upon
the Quality-Diversity Actor-Critic (Grillotti et al., [2024)) (QDAC) algorithm and extends the Day-
Dreamer (Wu et al.,[2022) paradigm of alternating between reset-free data collection and model-based
training. While DayDreamer focuses on learning a single policy for a specific task, we adapt it to
enable open-ended skill discovery in an unsupervised manner. Furthermore, we incorporate safety
constraints to ensure that the robot explores and learns diverse skills without risking damage.

Our key contributions are as follows:

* We introduce a novel formulation of the unsupervised skill discovery problem, which includes
the discovery of the reachable skill space and the learning of a policy that can achieve a diverse
set of skills from this space.

* We propose URSA, an unsupervised extension of QDAC that addresses this problem by utilizing a
diversity-aware repertoire and a variational autoencoder to learn meaningful skill representations
directly from state observations.

* We introduce a novel sampling method for target skills, using a gaussian kernel density estimator
to focus on the reachable skill space and promote the discovery of distinct and diverse behaviors.

* We adapt the DayDreamer paradigm to unsupervised skill discovery, enabling efficient reset-free
learning through alternating phases of data collection and model-based training.

* We demonstrate the effectiveness of our approach through extensive experiments on a Unitree
A1 quadruped robot in simulation, showcasing autonomous skill discovery and robustness to
actuators failures.

Our work contributes to enabling robots to autonomously discover and master a range of skills
in reset-free settings, helping advance the development of more versatile robotic systems. By
combining unsupervised learning and safety considerations, we provide a comprehensive framework
for reset-free robot skill discovery that addresses key challenges in the field of autonomous robotics.

2 PROBLEM STATEMENT: A NEW PERSPECTIVE ON SKILL DISCOVERY

We consider a Markov Decision Process (MDP) (S; A;r;p) (Sutton & Bartol 2018). At each
timestep t, the agent is in a state St € S and chooses an action a; € A leading to a new state
St+1 ~ P(:|St; at), and providing the agent with a reward r¢ = r(St; a¢). Consider we have access
to a feature function :S;.4 — Z, which can be either learned from data or provided by the user.
These features capture instantaneous properties of the agent’s behavior at each timestep, such as the
robot’s velocity or its foot contact configuration with the ground. To characterize the agent’s behavior
over an extended period of time, we introduce the concept of skill, which we formally define as
follows.

Definition 2.1 (Skill). The skill z € Z of a policy is defined as the expected feature vector
E [ (s;@)] under the policy’s stationary distribution.

This expectation captures the characteristic behavior that emerges when executing the policy. For
example, consider a quadrupedal robot where the features  characterize which feet are in contact
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with the ground at each timestep t, with [i] = 1 if the i-th foot is touching the ground and 0
otherwise. In this case, the i-th component of the skill z represents the proportion of time during
which the i-th foot is in contact with the ground (i.e., the foot contact rate). The skill space thus
characterizes the diverse ways the robot can locomote by capturing how frequently each leg is used.
For instance, achieving a skill z = [0:8 0:3 0:8 0:3]' requires the robot to maintain the left feet
in contact with the ground 80% of the time while using the right feet only 30% of the time over a
trajectory of multiple timesteps, potentially corresponding to a limping gait.

Within the skill space Z, we can distinguish two subspaces that characterize the capabilities of our
system: the reachable skill space, which encompasses all theoretically attainable skills, and the
achieved skill space, which represents the skills actually mastered by our policy.

Definition 2.2 (Reachable Skill Space). The reachable skill space Z, C Z is the set of all skills
z € Z for which some policy can achieve them:

Z,={z€ 2|3 E [ (s;a)] =z}

Definition 2.3 (Achieved Skill Space of a Policy). Consider a skill-conditioned policy , and for all
skill z € Z, we write  the skill-conditioned policy (:|-;Z). A skill z € Z is said to be achieved
by ifandonlyif E [ (S;a)] = z. The achieved skill space Z C Z is the set of all achieved
skills:

Z ={zez|E,[ (sa)=2}

By construction, it follows that Z C Z, C Z. In this work, we assume that both Z, and Z are
bounded, though their exact boundaries are unknown. We aim at discovering and characterizing these
spaces through learning, with the ultimate goal of maximizing both the diversity and quality of skills
mastered by the robot.

Specifically, our work has two key objectives: maximizing the volume of the achieved skill space
vol (£ ) to enable diverse behaviors, while simultaneously maximizing the expected return for each
mastered skill to ensure high performance. More formally, we intend to solve the following problem,
where vol (-) denotes the Lebesgue measure, i.e. the n-dimensional Volu'r'ne function:
x #
maximize Vol (£ ) and Vt;Vz € Z ; maximize E | "rewi
i=0

To address the tractability of this optimization problem, we learn a surrogate probability distribution
q(-) defined over the skill space Z, which approximates a uniform distribution over the reachable
skill space Z,. The above problem can be separated into two tractable subproblems to be solved
simultaneously:

* maximizing the entropy of the skill distribution ¢ over the reachable skill space Z,.
* learning a skill-conditioned policy that maximizes the expected return while achieving each
sampled skill z ~ : . "
X
maximize E , 're+i subjectto E [ (s;a)]=2 (P1)
i=0

In summary, our approach aims to discover and master a diverse set of skills directly in a reset-free
manner, without requiring any predefined skill space or manual feature engineering. By learning a
surrogate uniform distribution q over the reachable skill space and maximizing the performance for
each sampled skill z ~ g, we enable physical robots to autonomously build a repertoire of diverse
and useful behaviors through reset-free interactions.

3 BACKGROUND

3.1 QUALITY-DIVERSITY ACTOR-CRITIC (QDAC)

This work builds upon the QDAC algorithm (Grillotti et al.l [2024)), and extends it to (1) a reset-
free setting and (2) unsupervised skill discovery. QDAC aims at finding a skill-conditioned policy
2z = (+]-; 2) that maximizes the reward while following a given skill z.
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Figure 2: Overview of the Unsupervised Reset-free Skill Acquisition (URSA) framework. The system
rst checks if the current stats; is safe, and if so, encodes it into low-dimensional features
These features are collected to build a repertRiref diverse skills. Using this repertoire as input to

a Kernel Density Estimator (KDE), the system periodically samples new gkillsformly from the

safe and reachable skill space. Finally, the skill-conditioned polinyaximizes its expected return
while performing behaviors that match the sampled kil

QDAC assumes a feature functiof ) is provided: for every stats; and actiora;, the agent's
featureis ; = (st;at). We consider thealue functiorv (Sutton & Barto, 2018) anduccessor
features (Barreto etal., 2017), respectively de ned as the dlscounteﬁ sum of rewaadsl features

. departing frqgns and followingz with policy ,: V(s;z) = E, io 'Tt+i St=s and

(sz)— , i=o t+i St = S .

In addition, QDAC aims at solving problem P1 by making two approximations: (1) the expected state
is approximated by the discounted averdie ) (s;z), and (2) the strict equality constraint from
problem P1 is replaced by an inequality constraint forcing the policy to stay close to the target skill
The problem then becomes:

8z U (Zp); maximizeV(s;z) subjecttok(l ) (s;z) zk, (P2)

where is a hyperparameter that determines the maximal acceptable distance between the expected
state and the skill.

Our approach addresses two key limitations of the original QDAC algorithm. Rather than requiring a
prede ned reachable skill spa&g, and xed constraint threshold, our approach learns both the
structure of the skill space and how to ef ciently sample from it during training, while adaptively
tuning . Additionally, instead of relying on pre-de ned features, our approach learns them directly
from unsupervised state encodings.

3.2 REAL-WORLD ROBOT LEARNING WITH DAY DREAMER

DayDreamer (Wu et al., 2022) is a world model-based reinforcement learning algorithm that enables
ef cient robot learning directly in the real world without simulators. At its core is a world model

that learns to predict environment dynamics through an encoder-decoder architecture and a recurrent
state-space model (RSSM). This model enables planning through imagined rollouts in a learned latent
space, making the learning process more sample ef cient.

The algorithm employs an actor-critic architecture that maximizes performance by planning within
the learned world model's latent space. The algorithm uses a parallel training structure where
data collection and model learning happen simultaneously: a learner thread continuously trains
the world model and policy while an actor thread computes actions for reset-free interaction. This
asynchronous architecture makes DayDreamer particularly suitable for physical robot learning
where data collection is costly and time-consuming, as it can ef ciently learn from limited reset-
free interaction by leveraging imagination. Our approach extends DayDreamer's asynchronous
architecture by incorporating unsupervised skill discovery into both the learner and actor threads.
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Figure 3: Imagination rollout performed within the world model. Each individual imagination rollout
generates transitions following a target skillstarting from an initial state for a xed number of
stepsH . The world model predicts the rewardfeature vector ; and uses them to train the networks
parameterizing the value functidh, the successor features the cost functiorC, and the policy .

4 RESETFFREEUNSUPERVISEDSKILL DISCOVERY

In this work, we propose Unsupervised Reset-free Skill Acquisition (URSA), an RL-based ap-
proach that enables robots to autonomously discover and master diverse skills directly in reset-free
environments, without prior knowledge of the skill space. To achieve this goal, URSA extends
QDAC (Girillotti et al., 2024) with three key components. First, it incorporates safety constraints
that prevent the robot from executing potentially dangerous skills. Second, it maintains a skill
repertoireR that stores discovered and validated skills. Third, it includes an optional learnable
feature function () that automatically constructs a compact representation of the skill space from
raw state observations.

4.1 BNSURING SAFE SKILL DISCOVERY

In the context of reset-free robotics, some skills can be potentially dangerous for the robot, such as
falling over. We are primarily interested in avoiding these skills since they are neither useful for the
robot's operation nor worth learning, as they could potentially damage the robot. To address this
concern, we introduce a safety mechanism following the same formalism as constrained reinforcement
learning (Altman, 1999).

We de ne a safety seébsae S , Which represents the subset of states that are considered safe for the
robot. Our goal is to ensure that the agent avoids states outside of this safety set. To achieve this, we
consider a cost function: S! R thatps 2 Saare ifand only if ¢ = ¢(s¢) 0. We then ensure

that the associated critie(s;z) = E , ilzo 'ci+ijSt = S remains non-positive. This constraint
helps the agent learn to avoid unsafe states during optimization. The incorporation of these safety
constraints leads to a modi ed optimization problem:

maximizeV (s;z) subject tok(1 ) (s;z)  zk, andC(s;z) O (P3)

To solve this problem, we consider the min-max optimization of the Lagrangian:
max minOV(s;z) k@ ) (s;z) zk, ) 2C(s;2)
1, 2

where ; and , are the Lagrange multipliers associated with the distance to skill and safety
constraints, respectively.

In practice, we found that optimizing the following actor objective with ;; , 1lleadsto
more stable training:

J =1 )@ 2V(siz) 1@ k@ ) (siz) zk, ) 2C(siz)

When , increases, the agent places greater emphasis on safety, even at the expense of reward
maximization and skill execution. When is low, increasing ; causes the agent to focus more on
executing the target skill rather than maximizing rewards. With this objective, the agent will rst
learn to satisfy safety constraints, then learn how to reach targetzskaisd nally learn how to
maximize the reward.
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