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Abstract

Role-playing is an emerging application of001
large language models (LLMs), allowing002
users to be immersed in conversations with003
virtual characters by mimicking their tones004
and background knowledge. It can be applied005
in various scenarios such as gaming and006
virtual reality systems. However, existing007
methods ignore two challenges: (1) ignoring008
the relationship with the role played by the009
user will diminish the immersive experience of010
the user; (2) insufficient understanding of the011
character’s background knowledge may lead012
to inconsistent dialogue. In this paper, we013
introduce the Duplex Relationship Modeling014
based Role-play framework (DRMR), a novel015
role-playing framework designed to enhance016
the immersion of user when interacting with017
the role-play model. We first propose a018
graph-based relationship modeling method,019
utilizing graph structures to model the duplex020
relationship between the user and the model’s021
played characters. In order to better extract022
useful personalized information about roles023
from historical dialogues, we construct a role024
memory consisting of the description of the025
duplex relationship. To avoid generating an026
inconsistent response, we iteratively verify027
the generated response by updating the role028
memory according to the current dialogue029
context. Extensive experiments on benchmark030
dataset demonstrate the effectiveness of DRMR031
in enhancing user immersion in role-playing032
interactions1.033

1 Introduction034

035

In recent years, large-scale language models036

(LLMs) have made significant advancements in037

numerous classical natural language processing038

tasks (Zhang et al., 2020; Wei et al., 2022a; Lei039

et al., 2023; Zhang et al., 2023). This has also040

1Code is available at https://anonymous.4open.
science/r/DRMR.
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Figure 1: Comparison between existing role-play
methods and our proposed DRMR. Most previous
methods usually annotate large amounts of data and
then fine-tune the LLM, and they typically consider
only the information of the role played by the model,
neglecting the duplex relationship information between
the roles played by the user.

brought several new paradigms in natural language 041

processing, transitioning gradually from better 042

accomplishing traditional natural language tasks 043

to some new applications such as tool usage (Qin 044

et al., 2023a; Zhuang et al., 2023; Qin et al., 045

2023b), LLM-based multi-agent systems (Park 046

et al., 2023; Li et al., 2023b; Chen et al., 2023a), 047

embodied intelligence methods for manipulating 048

robots (Huang et al., 2023; Jang et al., 2021; 049

Mahadevan et al., 2024) and role-playing (Li et al., 050

2023a; Wang et al., 2023b; Chen et al., 2023b). 051

Role-playing aims to enable LLMs to portray 052

specific characters/roles2 (e.g., characters in 053

movies and TV dramas, historical figures, etc.) to 054

meet user needs. These methods have been widely 055

used in interactive games (Light et al., 2023; Xu 056

et al., 2023b), virtual reality systems (Sapkaroski 057

et al., 2022), and psychological counseling (Zheng 058

et al., 2023; Hsu et al., 2023). 059

On one hand, some of the existing role-playing 060

2These two terms are interchangeably used.
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methods (Li et al., 2023a; Chen et al., 2023b;061

Zhou et al., 2023; Wang et al., 2023b) focus on062

fine-tuning LLMs by either constructing more063

role-playing datasets or data augmentation. This064

enables large models to understand the background065

knowledge and language style characteristics of066

roles, thus achieving better role imitation. However,067

this not only relies on acquiring a large amount of068

data but also considerable training time and GPU069

resources for fine-tuning LLM. On the other hand,070

some methods (Zhang et al., 2018; Zhong et al.,071

2020; Xu et al., 2023a) attempt to achieve this by072

allowing users to define role profiles as in-context073

instructions, but this requires lengthy input from074

users to define roles, which adversely affects user075

experience.076

In real-world applications, users will provide077

only a brief role profile and several previous078

dialogues for the role-play model. Intuitively,079

since not all the details of the role can be080

comprehensively defined in the profile, models081

often struggle to generate consistent responses,082

such as an ancient figure writing code. This083

deviation from the background of the character084

in responses also diminishes the user immersion.085

Therefore, the first challenge lies in deeply086

understanding the brief profile and making full use087

of the given data to generate dialogues that are088

consistent with the background of the character.089

Furthermore, the majority of existing methods090

only incorporate personalized information about091

the role played by the model (a.k.a., simplex092

relationship), ignoring the role profile and093

relationship played by the user (a.k.a., duplex094

relationship). However, an immersive role-playing095

experience requires not only mimicking the tone096

and knowledge background of the character being097

played but also involving the user in the scenario098

where the character is situated. It is crucial099

for role-playing models to understand the duplex100

relationship between the character played by the101

user and the character played by the model, as this102

greatly contributes to the immersive experience103

of role-playing. Thus, the second challenge lies104

in how to model the interpersonal relationships105

between the roles played by the user and the model106

when role-playing.107

In this paper, we propose the Duplex108

Relationship Modeling based Role-play109

framework (DRMR) method, a role-playing110

framework aimed at enhancing immersion of user111

experience. Given a brief role profile provided112

by the user and several historical dialogues, our 113

approach employs two novel methods to enhance 114

understanding of the character’s background and 115

achieve duplex relationship modeling for both 116

the model and the user-played roles. To achieve 117

duplex relationship modeling, we propose a 118

maximal-cliques-based role relationship modeling 119

method based on a role relation graph. By using 120

the maximal cliques representing both the model 121

and the user’s played characters along with their 122

shared background information, we construct a 123

role memory to summarize the useful relationship 124

information, thereby enhancing user immersion. 125

Then we introduce an iterative response revision 126

method, which iteratively revises the model 127

responses by retrieving more related dialogues 128

and updating the role memory, thus generating 129

responses that align with the background of the 130

character. Extensive experiments conducted on a 131

benchmark dataset demonstrate the effectiveness 132

of our proposed DRMR, and we can find that our 133

proposed model can enhance the immersion of the 134

user when chatting with the role-playing system. 135

Our contributions of this work are as follows: 136

• We propose DRMR, which is a role-playing 137

framework to enhance the immersion of user 138

experience. 139

• We introduce maximal-cliques-based role 140

relationship modeling to incorporate the duplex 141

relationship of both characters played by the user 142

and the model. 143

• We propose the iterative response revision 144

method which iteratively verifies the consistency 145

of the response and revises the response by using 146

updated role memory. 147

• Experimental results on benchmark dataset 148

illustrate the superiority of DRMR. 149

2 Related Work 150

Role-playing is an important application of LLMs, 151

aimed at simulating a character comprehensively 152

by using events from movies, TV shows, or 153

historical figures to achieve immersive interaction 154

with users. ChatHaruhi (Li et al., 2023a) 155

is an earlier method that utilizes LLMs to 156

implement role-playing which establishes a 157

character dialogue database and introduces 158

a retrieval-enhanced role-playing framework. 159

Character-LLM (Shao et al., 2023) focuses on 160

modeling character memories, reconstructing 161

scene-based memories using WikiData, and 162
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Figure 2: Overview of Duplex Relationship Modeling based Role-play framework (DRMR) which has three main
steps: (1) We first construct a relation graph using the historical dialogue of the roles and extract the maximal
cliques from the graph to build the role memory; (2) We generate the response to the user by incorporating the role
memory; (3) We employ the iterative response revision framework to verify the revise the response which ensures
the response is consistent with the background of the role.

adopting protective experiences to mitigate the163

hallucination of response. CharacterGLM (Zhou164

et al., 2023) further develops a multi-turn role-165

playing dialogue system based on fine-tuning166

LLMs, using character profiles, dialogues, and a167

large amount of crowd-sourcing data as training168

dataset. HPD (Chen et al., 2023b) is a dataset169

for playing the role of Harry Potter integrating170

extensive and detailed background information171

to better match LLMs with the characteristics of172

Harry Potter. RoleLLM (Wang et al., 2023b)173

proposes a role-playing model based on instruction174

tuning by maintaining specific knowledge and175

speaking tones of characters by combining in-176

context instructions.177

However, the majority of existing role-178

playing methods require fine-tuning LLMs179

through annotating large datasets, which demands180

significant computational resources and data181

labeling efforts. Moreover, most existing works182

do not consider the interpersonal relationships183

between the characters portrayed by the user184

and the model, leading to model-generated185

responses that may not align with the current186

conversational context, thereby diminishing the187

immersive experience of the user.188

3 DRMR Methodology 189

In this section, we detail the Duplex Relationship 190

Modeling based Role-play framework (DRMR). 191

An overview of DRMR is shown in Figure 2. 192

3.1 Problem Formulation 193

Given the brief profiles Pm and Pu of the role Em 194

to be played by the model and the role Eu played 195

by the user, along with several historical dialogues 196

D = {(E1, U1), (E2, U2), . . . , (EL, UL)} as the 197

input to our DRMR, where Ei denotes the speaker 198

of utterance Ui. 199

The user plays the role Eu and engages in a 200

dialogue of T turn with the role Em played by 201

the model, denoted as the current dialogue context 202

C = {(cu1 , cm1 ), (cu2 , c
m
2 ), . . . , (cuT , c

m
T ), (cuT+1)}, 203

where cui represents the i-th utterance of the user, 204

and cmi represents the i-th response of the model. 205

Based on this input, our model aims to generate 206

responses cmT+1 of role Em to the user query cuT+1. 207

3.2 Role Memory Construction 208

When we engage in conversation with others, our 209

minds not only contain information about ourselves 210

but also the profile of the other person. And we 211

also recall past experiences with this person (e.g., 212

travels together previously) and information about 213
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people associated with them (e.g., their parents).214

Intuitively, it is crucial for humans to recall this215

information from memory during conversations216

which makes human-to-human dialogue natural;217

otherwise, conversations would become disjointed.218

Therefore, to enhance immersion in role-playing219

systems, we propose a role memory M to store220

relation information about the user role Eu, model221

role Em, and other related roles. To construct222

the role memory M , we propose using the graph223

to explicitly model the relationship of the roles,224

and summarize the structures of the graph into225

natural language descriptions of the relationship226

between roles. The role memory M contains227

several paragraphs describing the detailed profile228

of role Eu and the relationship between role Eu229

and Em to mimic the mind of people when chatting230

with others. Initially, we use the role profile Pm as231

the initialization for the role memory M .232

To recall the most related role information, we233

firstly utilize the dialogue context C as query to234

retrieve N dialogues from historical dialogues D235

which are relevant to the roles Eu and Em, denoted236

as Dc = {(Ec
1, U

c
1), (E

c
2, U

c
2), . . . , (E

c
N , U c

N )}.237

Specifically, we leverage the dense retrieval method238

as the semantic similarity measurement to retrieve239

the most relevant dialogues Dc from the historical240

dialogue D:241

ϕ = cos (Emb(U),Emb(C)) , U ∈ D, (1)242

where ϕ is the similarity score. We employ the243

pre-trained LLM as the text embedding function244

Emb and use the cosine to measure the similarity245

between dialogue representations. Finally, we take246

the top-N dialogues according to the score ϕ as the247

relevant dialogues Dc.248

Then, we construct a user relationship graph G249

containing the roles Eu and Em as well as other250

related roles retrieved {Ec
1, E

c
2, . . . , E

c
N}. When251

the two roles have conversations, an edge between252

these roles is added to the graph G. As the253

degree of association between roles varies, it is254

necessary to quantitatively measure the degree of255

association between roles when constructing the256

role relationship graph G. In this paper, we propose257

using LLM to evaluate the relationship weights258

between nodes:259

si,j = EdgeScore(IES{U c
i , U

c
j }) ∈ {1, 2, 3, 4, 5},

(2)260

where si,j indicates the relation score between the261

role Ei and Ej , {U c
i , U

c
j } represents the historical262

dialogue between the role Ei and Ej , and IES 263

denotes the instruction we used to prompt the LLM 264

to score the relationship between two roles: 265

You are a Character Event Assessment Assistant. Please
carefully evaluate and score, reflecting the importance of
the characters {Ei and Ej} in the following dialogue. Your
scoring range is from 1 to 5...
[history dialogue]
Refer to the following standards for scoring:
1 point: The character barely participates in the event, having
no impact on its development.... Please provide a brief
explanation for your score, assessing the importance of {Ei

and Ej} based on the above standards.
266

Due to the limited context length of the LLM, 267

it is not feasible to consider all the information of 268

nodes and edges in a single dialogue turn. In the 269

graph, since maximal cliques can represent a subset 270

of vertices in a graph where every two distinct 271

vertices are adjacent, providing a dense connection 272

indicative of a strong relationship or relevance 273

among the included vertices. Thus, we employ 274

a relation maximal clique algorithm on graph G to 275

obtain a subgraph G′ containing a maximal clique 276

comprising several roles most relevant to the roles 277

Eu and Em: 278

G′ = argmax
G′∈G⋆

∑
i,j∈G′

si,j , where u,m ∈ G′ (3) 279

where G⋆ is the set of the maximal cliques. Since 280

the maximal cliques are not always unique in graph 281

G, we utilize the sum of relationship weights within 282

the maximal clique as a selection criterion. 283

Subsequently, we utilize the role relation 284

contained in the subgraph G′ to expand the role 285

memory M . Each edge in the maximal clique 286

subgraph G′ represents a dialogue between two 287

roles. We retrieve the top K dialogues C ′ 288

most relevant to the current dialogue C from 289

these edges in G′ to update the role memory 290

M . And we use the same retrieval method as in 291

Equation 1. In order to enable the role-playing 292

model to better understand the relationships 293

between these relevant roles and incorporate 294

these relationships into dialogue generation, we 295

utilize LLM to extract descriptions of relationships 296

between characters from these relevant dialogue 297

data C ′ and summarize the events described in the 298

dialogue: 299

m = MemBuild(C ′, Pm, Pu), (4) 300

where m is a new role memory record (a.k.a., 301

a paragraph that describes the detailed relation 302
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between two roles). And the operation MemBuild303

is a chain-of-thought (Wei et al., 2022b) based304

prompting method that prompts the LLM to305

summarize the relationship between two roles is as306

follows:307

You will play a role that depicts your relationship with
another character through a series of events that have
occurred...
First, you will play {Em}...
Next, briefly describe your relationship with {Eu} from
{Em}’s first-person perspective.
Third, ...
To assist you in this task, here are some events that have
occurred between {Em} and {Eu}:
{C′}
Please output {Em}’s first-person evaluation of{Eu}. The
description should be concise and relevant.

308

Finally, we append the new memory record m309

into the role memory M .310

3.3 Iterative Response Revision311

Based on the role memory M and dialogue context312

C, we prompt LLM to generate responses cmT+1 for313

the role Em:314

cmT+1 = GenResp(M,C). (5)315

However, existing works (Marcus, 2020; Ji et al.,316

2023), have found that directly generating the317

response of the role may sometimes be inconsistent318

with the character background, such as an ancient319

figure writing the Python code. Therefore, we320

propose an iterative response revision method.321

After generating a response cmT+1, we employ322

an LLM to first validate whether the generated323

response cmT+1 is consistent with the content of324

the role memory with the character background:325

h = Verify(M, cmT+1, c
u
T+1) ∈ {1, 2, 3, 4, 5}, (6)326

where h represents the consistency score, where a327

score of 1 indicates the lowest consistency and 5328

indicates the highest consistency. The instruction329

of the Verify is:330

You are a helpful director, focused on the setting of the
character {Em}. Please give a score following the steps,
your scoring range is from 1 to 5...
{Eu}’s question is {cuT+1}, and the {Em}’s response is:
{answer}.
The setting for {Em} is {M}.
Please assess how well the answer matches the setting of
{Em}. Explain the reason and then give a score.
I will provide you with some sample outputs. Their main
purpose is to help you understand the output format and
judgment criteria:
{Examples}

331

When the consistency score h ≤ α, where α is a 332

threshold hyper-parameter, we revise the generated 333

responses to align them with the background 334

information of the role. To give more personalized 335

information about the role for better revising 336

the response, we retrieve K relevant dialogues 337

Dr = {(Er
1 , U

r
1 ), (E

r
2 , U

r
2 ), . . . , (E

r
K , U r

K)} from 338

the historical dialogues D by using the user’s last 339

utterance cuT+1 as the query. The newly retrieved 340

dialogues Dr are then used to update the role 341

relationship graph G, and the weights of the newly 342

added nodes and their associated edges are updated 343

according to Equation 2. After updating the 344

relation graph G, following the previous steps, the 345

maximal clique is extracted again, and we generate 346

a new role memory record m and append it into 347

the role memory M (introduced in Equation 4). 348

Finally, we re-generate the response cmT+1 based on 349

the updated role memory M . 350

4 Experimental Setup 351

352

4.1 Evaluation Metrics 353

Role-play aims to customize LLMs to simulate 354

various characters or personas with distinct and 355

precise attributes, which provides a more nuanced 356

interaction experience for users and makes LLMs 357

more familiar (Shanahan et al., 2023; Wang 358

et al., 2023a). Consequently, immersion can 359

be defined as the consistency of the model’s 360

responses with the role’s personality and memory, 361

as well as the familiarity felt by the user. This 362

familiarity arises from the relationship between the 363

model and the user’s role. For example, family 364

members feel familiar with each other due to 365

their relationship, whereas passersby feel alienated 366

from each other because of the absence of a 367

relationship and shared experiences. Therefore, to 368

quantitatively measure the immersion performance 369

of DRMR, we propose three evaluation metrics 370

in our paper: (i) Personality (Pers.): Evaluate 371

whether the responses align with the personality 372

traits and linguistic habits. It also verifies 373

whether their attitude towards current events 374

is reasonable according to the dialogue history. 375

(ii) Memorization (Mem.): Assess the recollection 376

of character-relevant experiences and knowledge, 377

ensuring alignment with the background of the 378

character. Relevant historical dialogues are 379

retrieved to determine whether specific events 380
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mentioned in the dialogue history are reflected in381

the responses. (iii) Relation (Rela.): Evaluate382

the degree to which the responses correspond383

to the relationship between the user’s and the384

model’s portrayed character. Considering the385

relationship between both roles (such as lover,386

family member, foe, etc.), it judges whether the387

generated responses align with the relationship. To388

evaluate the generated response according to the389

above criteria, we employ an LLM and prompt390

it with elaborate descriptions of the criteria to391

quantitatively evaluate the response. The LLM392

scores each response for the above three aspects393

separately using a scale of 1-5. Detail instructions394

can be found in Appendix A.395

4.2 Dataset396

In the experiments, we employ a Chinese397

benchmark role-play dataset CharacterEval (Tu398

et al., 2024), which contains 77 characters and399

1,785 high-quality multi-turn dialogue contexts.400

Following Tu et al. (2024), we use the whole401

CharacterEval dataset as the test set to evaluate402

our model and baselines.403

4.3 Baselines404

We compare our method with several LLM-based405

role-play methods, including: RoleGPT (Wang406

et al., 2023b), CharacterGLM (Wang et al., 2023b),407

CharacterGLM (Wang et al., 2023b), Qwen (Bai408

et al., 2023), ChatGLM (Zhipuai, 2023). More409

descriptions about this method can be found in410

Appendix B411

We employ three variants of DRMR: DRMR-412

C, DRMR-Q and DRMR-G with ChatGPT, Qwen413

and ChatGLM as the backbone respectively. And414

we also employ two ablation models: (i) DRMR w/o415

Revison: We remove the verify step (introduced416

in Equation 6) and directly use the output of the417

model as the response. (ii) DRMR w/o RoleMem: We418

remove the graph-based role memory construction419

module and directly use the related dialogue as a420

prompt to the LLM.421

4.4 Implementation Details422

In our experiments, all DRMR-C variants and the423

RoleGPT use the gpt-3.5-turbo-0125 version, the424

DRMR-G variant and ChatGLM baseline use the425

glm-3-turbo API3, and the DRMR-Q and Qwen426

are implemented using open-source Qwen-14B-427

chat as the backbone. In our model, we use the428

3https://maas.aminer.cn/dev/api#glm-3-turbo

temperature 1.0 in most steps, and the temperature 429

0.1 during the verify step in Equation 6. For the 430

consistency threshold used in the verify step, we 431

set α = 4. And we employ N = 3 and K = 2 432

retrieved dialogues when constructing role memory 433

and revising the response respectively. We use the 434

text-embedding-ada-002 model of OpenAI as the 435

embedding model used in Equation 1. We use 436

the Bron-Kerbosch algorithm (Bron and Kerbosch, 437

1973) in Equation 3 to find the maximal clique. 438

5 Experimental Results 439

440

5.1 Overall Performance 441

Table 1 shows the performance of our proposed 442

DRMR and baselines in terms of three metrics. 443

We can find that DRMR shows superior 444

performance in terms of all metrics compared to 445

their corresponding backbone LLM. Furthermore, 446

we find that our DRMR achieved a greater 447

improvement in terms of the relation metric 448

compared to its backbone LLM, indicating that our 449

role memory construction contributes to generating 450

higher-quality responses. This phenomenon 451

indicates that our proposed DRMR is capable of 452

generating a response that mimics the personality 453

of the role in a higher quality. 454

5.2 Human Evaluation 455

To better examine whether the generated responses 456

align with human intuitive judgment and further 457

evaluate the enhancement of immersion, we 458

employ the human evaluation to further assess the 459

baselines. We use three criteria for the human 460

evaluation, including: (i) Personality: Assessing 461

whether the responses align with the personality 462

of the character; (ii) Contextualize: Determining 463

if the responses correspond to the relevant events 464

or background associated with the character 465

in the ongoing conversation; (iii) Relationship 466

Consistency: Evaluating whether the responses 467

of the character align with the relationship between 468

the two roles in the current conversation. We 469

randomly select 300 generated results from each 470

model and hire 3 educated annotators with master’s 471

degree to conduct double-blind annotation on 472

randomly shuffled results. The score range of 473

each aspect is 1-5. From Table 1, we observed 474

that the DRMR outperforms all baselines. And 475

the ranking of human evaluation is also consistent 476

with the LLM-based automatic metrics, which 477
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Method Pers. (↑) Mem. (↑) Rela. (↑) Human (↑)

CharacterGLM 3.21 3.45 3.41 0.80
ChatGLM 3.68 4.01 3.67 0.81
Qwen 3.78 4.08 3.71 0.83
RoleGPT 3.39 3.47 3.49 0.75

DRMR-G 3.83(4.08%) 4.12(2.74%) 4.05(10.35%) 0.87 (7.41%)

DRMR-Q 3.89(2.91%) 4.15(1.72%) 3.93(5.93%) 0.85(2.41%)

DRMR-C 3.65‡(7.67%) 3.76‡(8.36%) 3.93‡(12.61%) 0.84‡(12.00%)

DRMR-C w/o Revision 3.62 3.68 3.83 0.75
DRMR-C w/o RoleMem 3.61 3.65 3.72 0.76

Table 1: Comparison of the response quality. ‡ indicates significant improvement over RoleGPT with p ≤ 0.01
according to a Student’s t test. The value in parentheses indicates the proportion of improvement compared to the
LLM backbone.

also demonstrate the effectiveness of our proposed478

LLM-based evaluation method.479

5.3 Ablation Study480

To evaluate the effectiveness of each module in481

DRMR, we also conduct ablation studies with482

model DRMR-C, and the results are shown in483

Table 1. From this table, it can be observed that484

both ablation models perform worse than DRMR-C485

in terms of all metrics, indicating the effectiveness486

of the role memory and iterative response revision.487

We found that the DRMR w/o RoleMem method488

achieved lower scores compared to other ablation489

models, indicating the effectiveness of modeling490

the relationship between roles in our approach.491

5.4 Case Study492

We analyzed the impact of role memory and493

history dialogues in our methods through two494

cases.In the first case, police officer Anxin495

interrogates Gao, who is a criminal. In RoleGPT’s496

response, Gao admit to criminal interactions, which497

misaligns with Gao’s background. In contrast, in498

the response generated by DRMR, Gao denies499

such interactions and cheats Anxin, maintaining500

character consistency and role-play immersion.501

In the second case, Tong interacts with Bai and502

mentions Zhan. DRMR effectively extracted the503

relationships among the three characters from504

historical dialogues and applied them smoothly in505

the conversation. However, influenced by these506

relationships, it did not adequately capture the507

subtle emotions in the dialogue. More details and508

analysis can be found in Appendix D509

Method Unseen (↑) Seen (↑)

RoleGPT 0.58 0.77
DRMR-C 0.67(15.51%) 0.85 (10.38%)

Table 2: Comparison of the response quality on two
subsets of the CharacterEval. The subset “Unseen”
indicates that the content of the TV show has not been
used as the pre-train data of the backbone LLM, while
the characters in the “Seen” subset have been shown
when pre-training LLM.

6 Discussion 510

511

6.1 Analysis on Unseen Character 512

Due to the extensive use of web data for pre- 513

training, LLM backbone is already familiar with 514

most of the roles in the dataset CharacterEval. To 515

validate the generalization ability of the model, 516

we separate the data from CharacterEval for 517

some newly released TV shows, which have not 518

been trained on LLM. Thus, we divided the 519

CharacterEval into two subsets, seen and unseen, 520

not only based on the release time of the TV show 521

but also by asking LLM if it knows the characters in 522

the script. Table 2 shows the comparison between 523

our proposed DRMR and RoleGPT on these two 524

subsets. From the results, it can be seen that 525

our method exhibits superior performance on both 526

subsets, demonstrating better generalization ability 527

of our DRMR. We can also find that both methods 528

achieve higher scores on the seen dataset compared 529

to the unseen dataset. As LLM has been trained 530

on many data related to the role during the pre- 531

training phase, it has a better understanding of 532

7
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Figure 3: Performance of using different numbers
of retrieved historical dialogues. The middle and
right figures show the performance of retrieving
different historical dialogues when revising responses
and constructing role memory, respectively.

the role compared to simply providing in-context533

information about the role. Due to the same reason,534

LLM may not fully understand the background of535

unseen characters, it cannot assess the quality of536

the response comprehensively. In this experiment,537

we employ human evaluation on 150 generated538

responses for each subset respectively, which uses539

the same criteria as in § 5.2.540

6.2 Analysis of Using Different Numbers of541

Retrieved Dialogues542

In § 3.2 and § 3.3, we employ the dense retrieval543

method (Lewis et al., 2020) to find semantically544

related dialogues from historical dialogues of the545

role to enhance the role memory and revise the546

response. In this section, we explore the influence547

of using different numbers of retrieval dialogues548

on the final performance. The baseline RoleGPT549

also employs a similar retrieval approach to extract550

relevant information about the roles from historical551

dialogue data. Figure 3 illustrates the impact552

of using different numbers of retrieval dialogues553

on the performance of RoleGPT, our model in554

the revision stage, and our model in the role555

memory construction stage, respectively. From556

Figure 3, we observe that our approach effectively557

enhances response quality by using more retrieval558

dialogues in both stages. This demonstrates that our559

method leverages prompting LLM to construct role560

memory more effectively, thus utilizing data more561

efficiently. On the other hand, the baseline method562

RoleGPT struggles to extract useful information563

from excessive data, leading to a decline in the564

quality of generated responses.565

6.3 Analysis of Efficiency566

Our method constructs and iteratively updates567

role memory using retrieved dialogues, which568

increases token consumption. Appendix Table 3569

presents the token consumption details. The570

8 11 14 17 2020%

25%

30%

35%

40%

45%

50% Construction
Revision
Response

Figure 4: Token consumption proportion in different
modules with different dialogue turns. Construction,
Revision, and Response respectively represent the
proportion of role memory construction, response
generation, and iterative response revision modules.

results show that, compared to RoleGPT, DRMR 571

consumes more tokens but performs much better, 572

especially in long dialogues. We also analyze the 573

token consumption of different modules in DRMR. 574

As shown in Figure 4, the memory construction 575

module consumes more tokens than the other two 576

modules in short dialogues. However, as the 577

number of dialogue turns increases, its proportion 578

continuously decreases. This is because memory 579

construction is frequent only at the beginning of 580

a dialogue. Once the relationship is built, token 581

consumption for this part will no longer increase. 582

7 Conclusion 583

In this paper, we present the Duplex Relationship 584

Modeling based Role-play framework (DRMR), 585

an LLM-based role-playing framework aiming at 586

enhancing the immersion of the user. We first 587

introduce a novel maximal-cliques-based graph 588

method to establish a duplex role relationship 589

between characters played by the user and the 590

model. Next, we propose to leverage the reasoning 591

ability of the LLM to summarize useful relationship 592

information from the maximal cliques as a role 593

memory, and then generate the response by 594

incorporating the role memory. To enhance 595

the consistency between the generated responses 596

and the background knowledge of the role, we 597

propose the iterative response revision which 598

first verifies the consistency of the response with 599

the background knowledge of the role and then 600

retrieves related dialogues to update the role 601

memory and revise the response. Experimental 602

results on the benchmark dataset demonstrate 603

the superiority of the DRMR in elevating user 604

immersion in role-playing interactions. 605
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Limitations606

In this paper, we only use the text input of607

our model. In real-world scenarios, the multi-608

modal input and output (e.g., images and videos)609

is a more popular form for users. As existing610

multi-modal LLMs are capable of encoding both611

textual and multi-modal information into vector612

representations and unifying modeling, our method613

can be readily adapted to accommodate multi-614

modal inputs in the role-play task. We plan615

to incorporate multi-modal information into role-616

playing tasks in our future work.617

Ethics Statement618

While LLMs have the potential to generate619

hallucination information, our proposed method620

employs an iterative response revision framework621

to generate the response that aligns with the622

role identity as much as possible. As role-623

playing methods are mostly applied in non-critical624

domains such as gaming, they are unlikely to625

raise significant ethical concerns. However, if626

such role-playing methods were to be applied for627

therapeutic purposes like psychological counseling,628

they should be used under the guidance of a mental629

health professional.630
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A Prompt of Evaluation Method813

814

To quantitatively evaluate the performance of815

the generated response, we prompt the LLM to816

score the response according to the role profile and817

historical dialogues. We design different prompts818

for each aspect of our evaluation criteria.819

Prompt for personality evaluation

You will receive a response generated
by an AI assistant that plays the role
{model_role}. Your task is to evaluate
whether the answer is consistent with
the personality of {model_role} based on
specific criteria and evaluation steps. The
data provided is as follows:
[Personal Background]
{role_profile}
[Conversation History]
{context}
[Answer]
{model_output}
[Evaluation Steps]
1. Check the personal background to select
the personality traits and preferences of the
real character. 2. Examine the dialog history
to identify the character’s personality traits
and preferences.
...
Finally, repeat the selected score in a new
line.
[Example]
The following is an example, intended
only as a reference for the output format
and not included in the judgment. Based
on his background and dialogue history,
Gao is a ruthless and calculating person...
It reflects Gao’s personality traits and
attitudes well, but could probably have more
accurately conveyed his fearlessness and
determination.
Therefore, the final score is: [4]

820

Prompt for memorization evaluation

You will receive a response generated by
an AI assistant that simulates the character
{model_role}. Your task is to evaluate
whether the answer is consistent with the
character’s personal and event background
based on specific criteria and evaluation
steps. The data provided is as follows:
[Personal Background]
{role_profile}
[Event Background]
{history dialogues}
[Conversation History]
{context}
[Answer]
{model_output}
[Evaluation Steps]
...
[Example]
Based on the Event Background, I can
infer that Gao is related to the kidnapping
case......the answer is consistent with the
relevant memory background of Gao.
Therefore, the final score is: [4]

821

Prompt for relation evaluation

You will receive a response generated
by an AI assistant modeling the role
{model_role}. Your task is to evaluate
whether the {model_role}’s answer to
question from {user_role} is consistent with
the role relation between them, based on
specific criteria and evaluation steps. The
data provided is as follows:
[Role Relation]
{role_relation}
[Conversation History]
{context}
[Answer]
{model_output}
[Evaluation Steps]
...
[Example]
The answer "I do not intend to cooperate"
demonstrates Gao’s attitude toward Anxin,
which is in line with their relationship as
enemies...
Therefore, the final score is: [5]

822
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B Descriptions of baselines823

824

• RoleGPT (Wang et al., 2023b) elicit role-825

playing abilities in ChatGPT via dialogue-826

engineering-based role prompting, utilizing827

system instruction and retrieval augmentation,828

to generate customized responses for speaking829

style imitation.830

• CharacterGLM (Wang et al., 2023b) is a831

closed-source LLM-based role-play online,832

which has been fine-tuned with many role-833

play corpus.834

• Qwen (Bai et al., 2023) is an open-source LLM835

and we use the pre-train model with 14 billion836

parameters. We conduct role-playing as a837

prompt learning method that uses a single838

instruction with the same input data as our839

DRMR.840

• ChatGLM (Zhipuai, 2023) is a closed-source841

LLM and we use the model with 130 billion842

parameters, and use the same prompt as Qwen.843

C Token consumption844

845

Model Pers. (↑) Mem. (↑) Rela. (↑) Tokn.
ALL
RoleGPT 3.39 3.47 3.49 24K
DRMR-C 3.65(7.67%) 3.76(8.40%) 3.93(7.67%) 46K
Long
RoleGPT 3.11 3.09 3.47 62K
DRMR-C 3.42(10.0%) 3.52(13.9%) 4.04(16.4%) 86K

Table 3: Comparison of token consumption. The "All" is
the results on the entire dataset. The "Long" is the result
of dialogues with more than 20 turns. The "Token" is the
average token consumption for a multi-turn dialogue.

D Case study846

847

D.1 The impact of role memory848

Table 4 shows an example of responses generated849

by RoleGPT and DRMR-C. In this case, Anxin is850

a police officer, and Gao is a villainous character851

associated with criminal underworld activities. The852

dialogue occurs while Anxin, acting as a police853

officer, is investigating a case related to Gao. In854

fact, Gao should consider the identity of Anxin as855

a police officer and should not admit to frequent 856

interactions with Lao Mo, let alone acknowledge 857

himself as a member of the criminal underworld 858

in the response of RoleGPT (indicated in red text). 859

While this dialogue aligns with the facts of the 860

plot, it does not correspond to the context of the 861

conversation at that time, thus diminishing the 862

immersion of the user. 863

In our DRMR, considering the role of Anxin, 864

DRMR not only refrained from admitting to 865

being a member of the criminal underworld, but 866

also concealed the frequency of interactions with 867

Lao Mo, aligning with the actual dialogue of 868

the characters. We also show the role memory 869

of DRMR when generating this response. The 870

role memory explicitly points out the relationship 871

between Anxin and Gao, and it also deduces the 872

salient fact from historical dialogues that Gao 873

vigorously concealed his acquaintance with Lao 874

Mo (indicated in the green text). 875

From this case, we can find that our proposed 876

method DRMR can generate a high-quality 877

response that is correctly aligned with the role 878

relationship and correct dialogue context with the 879

help of role memory. 880

D.2 The impact of history dialogues 881

Table 5 shows an example of how DRMR 882

transitions from retrieved content to generated 883

responses. Within the DRMR framework, 884

the model extracts relationships from dialogues 885

between Tong and Bai, and between Tong and 886

Zhan, incorporating these relationships into Tong’s 887

role memory(indicated in green text). During 888

interaction with the model, when Tong faces 889

a question from Bai, she proactively mentions 890

Zhan, demonstrating that the model effectively 891

extracts the complete relationships among the three 892

characters from the dialogue history (indicated in 893

green text). 894

Due to Tong’s emotional sensitivity, when 895

Bai clarifies that he was "kidding," Tong would 896

typically be angry in the real scenario. However, 897

based on the historical "couple" relation, Tong 898

forgive Bai immediately (indicated in red text). 899

Therefore, our method still needs improvement 900

in terms of the granularity of personality and 901

contextual emotions. 902
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User Role: Anxin, Model Role: Gao
Dialogue Context C:
Anxin: When did you meet Lao Mo?
Gao: It’s been many years. We met through Tang Xiaohu. He wanted to rent a stall to do business but
lacked experience, so Tang Xiaohu brought him to me and asked me to teach him.
Anxin: Have you been in touch since then?

RoleGPT: There was a period when we were in close contact. We often discussed business and
industry trends together. But later, as we both rose in the underworld, we gradually drifted apart.
However, Lao Mo has always been an important friend to me in my heart.
DRMR: We don’t stay in touch very often, after all, we each have our own busy lives. But when
there’s a need, we still help each other out.
RoleMemory of DRMR: I see Anxin as a thorn in my side, a threat to my position and power. He’s a
police officer, and I’m a member of the criminal underworld. We are enemies, and I admit Anxin has
surprising insight. He can find the elusive Lao Mo I’ve been hiding.

Table 4: Examples of response generated by different methods. The text in red indicates conflicting content with the
plot, and the text in green indicates the supporting facts for generating consistent response.

User Role: Bai, Model Role: Tong

Building role memory through history dialogues:
Marriage between Bai and Tong (relation: couple)
Tong: Come and help me
Bai: What do you need help with?
...
Tong: Just put it on at the wedding. If you don’t unveil me, I will...
Conflict between Tong and Zhan due to Bai (relation: rivalry)
Zhan: Do you need me to do anything?
Tong: Nothing. I just want to tell you that I won’t let him go.
...
Tong: Please, I can’t be without him.
Zhan: I feel the same.

Role memory of Tong
Sometimes I feel that Bai is... but his humor and kindness sometimes make me unable to help but
laugh... he is the perfect companion. Zhan is my rival; she has also pursued Bai before...

Dialogue context C:
Bai: How do you feel about Zhan?
...
Tong: I’m not trying to oppose you, but if you were to meet me and Zhan at the same time, who would
you choose?
Bai: I would choose Zhan.
Tong: Why? What am I lacking compared to her?
Bai: I was just kidding, I choose you, okay?
Tong: That’s good, if you choose me, I will be good to you

Table 5: Impact of the history dialogues in DRMR
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