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Abstract

Prompting Large Language Models (LLMs), or providing context on the expected
model of operation, is an effective way to steer the outputs of such models to satisfy
human desiderata after they have been trained. But in rapidly evolving domains,
there is often need to fine-tune LLMs to improve either the kind of knowledge in
their memory or their abilities to perform open ended reasoning in new domains.
When human’s learn new concepts, we often do so by linking the new material
that we are studying to concepts we have already learned before. To that end, we
ask, “can prompting help us teach LLMs how to learn". In this work, we study a
novel generalization of instruction tuning, called contextual fine-tuning, to fine-tune
LLMs. Our method leverages instructional prompts designed to mimic human
cognitive strategies in learning and problem-solving to guide the learning process
during training, aiming to improve the model’s interpretation and understanding
of domain-specific knowledge. We empirically demonstrate that this simple yet
effective modification improves the ability of LLMs to be fine-tuned rapidly on
new datasets both within the medical and financial domains.

1 Introduction

Large Language Models (LLMs) demonstrate impressive performance on a wide range of downstream
tasks without explicit supervision [28]. With increasing scale, these models also develop emergent
capabilities such as multi-step reasoning, instruction following, and program execution [47, 8].
LLMs are trained via a three-step process: pretraining (which results in a base model) to compress
knowledge over a vast text corpus, supervised finetuning for instruction following, and aligning
with human values using a variety of alignment algorithms [30, 24, 35, 10]. This three-step process
produces an open-ended chatbot that demonstrates two abilities: (a) reasoning: the ability to process
and manipulate textual information based on open-ended natural language text, and (b) recall: the
ability to recall information in training data. These two abilities are linked in that they both are
learned from text data and emerge as a consequence of model size simultaneously. The former
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Figure 1: The figure illustrates the distinct approaches of Contextual Fine-Tuning (CFT), Instruction Fine-
Tuning (IFT), and Continued Pretraining (CPT). In CFT, a contextual prompt is highlighted in green “Think
about practical applications of the information in the next text. How could this knowledge be used in real-world
situations?” followed by the main text. IFT employs a direct instruction “What is diabetes?” before presenting
the same text. In contrast, CPT displays only the main text without any preceding prompts or instructions.
The key difference lies in CFT’s use of contextual prompts that guide the model’s semantic understanding and
reasoning, whereas IFT relies on explicit instructions to elicit specific responses. CPT, lacking both prompts and
instructions, focuses solely on processing the main content.

enables the model to infer user intent based on prompts enabling LLMs to think step by step [22], or
chain steps of reasoning together [48], the latter serves as a snapshot of the model’s memory.

LLMs remain unaware of information and events occurring after their knowledge cutoff; in fast-
moving domains and in scenarios where deployment requires knowledge of up-to-date information,
there is a need to remedy this limitation. There are two popular approaches to this problem. The
first is to increase the context length of the model until all anticipated new information fits within
this context (the largest of which is Google’s Gemini-1.5 model with a context length of two million
tokens). However, even context lengths this large can be exhausted and it is unclear whether the
model’s attention mechanism is capable of accurately inferring signal regardless of where it is in the
context. The alternate approach uses external knowledge stores via retrieval augmented systems [25].
This approach works well when the reasoning abilities already learned by the model suffice to process
and extract the relevant information. But gradient-based learning remains vital in scenarios where
there is a need to teach the model how to manipulate new tools or learn new strategies for reasoning.

The simplest approach to update model knowledge via finetuning is to continue pretraining the
base model. Unfortunately, the data and training procedure necessary to replicate the additional
finetuning and alignment phases are rarely open-sourced in chat-based models. Consequently, the
general practice is to finetune the aligned model with new domain-specific knowledge. Models
that have undergone instruction finetuning and alignment training are more amenable to interacting
with users but are harder to update with new knowledge. But training to update the knowledge can
result in catastrophic forgetting of knowledge gained during pretraining, or loss of capabilities like
instruction-following and task-solving [43].

Our approach is inspired by the capabilities of LLMs to leverage prompts in question answering. For
example, few-shot prompting popularized by Brown et al. [4] performs well on a variety of unseen
tasks at prediction time. Wei et al. [48] investigated how chain-of-thought (CoT) prompting can
significantly improve a model’s ability to perform complex multi-step reasoning. Wang et al. [44]
further improved on CoT by selecting the most consistent answer from a diverse set of sampled
reasoning paths.

Our work investigates a simple question: can prompting improve the efficacy of LLM fine-tuning?
We argue yes, and to this end, we propose a new method for fine-tuning that blends in-context
learning with gradient-based learning. In summary, our contributions are as follows: We present
contextual finetuning, a generalization of instruction tuning, that combines in-context learning and
fine-tuning. We further investigate the gradients provided by the additional context and provide
synthetic experiments demonstrating their effectiveness for fine-tuning. To study the impact of our
method, we create two datasets in the biomedical domain: the first consisting of 121,489 journal
articles from 37 diverse topics in biology and medicine, and second comprising 30 open-source
medical textbooks (see Appendix B for more). We show that contextual finetuning can be used



to update a model’s knowledge more efficiently than continued pretraining and instruction tuning.
We show increased performance on both real-world dataset and Q&A tasks while using carefully
constructed synthetic data to better understand where performance gains arise from.

2 Related Work

Instruction Tuning The common paradigm used in training instruction aligned ("chat") LLMs
involves three steps: pretraining on unlabelled corpora, performing instruction tuning, followed by
reward-based preference training, as used in Ouyang et al. [30]. The instruction tuning phase is
generally used as a first step to aligning LLMs to human instructions or when access to human-
labeled preference data is limited. Instruction tuning significantly narrows the divide between models’
traditional next-word prediction objectives and the practical need for models to adhere to explicit
human instructions. Wei et al. [46] have highlighted how this approach markedly boosts zero-shot
performance across previously unseen tasks, underlining its effectiveness. Earlier work [46, 17] have
proposed using a large set of instructions for NLP tasks, while more recent findings [45, 40, 32, 52]
have found success using increasingly smaller and higher quality instruction datasets on open sourced
pretrained models such as LLaMA [41]. Notably, as Gudibande et al. [13] discovers, training on
instructions in the instruction tuning phase does not improve the underlying capabilities of the models;
these models merely imitate the instruction following template.

Instruction tuning has input-output pairs (z, y) that are data point specific (e.g., x = "Who is the
current president of the United States?", y = "Joe Biden"). Within instruction tuning, there is a
specific, narrow question for which there exists a right answer that the model is expected to identify.
In contextual fine-tuning, our intent is to pair y with a randomly sampled contextual prompt = which
serves as guidance for the model to learn the most important information. x can be specific or
general desiderata useful for learning intended to prime the model to contextualize and incorporate
the knowledge in y within its parameters.

Domain-Specific Training While pretraining on trillions of unlabelled tokens creates generalist
foundation models [3, 41, 42, 1, 28], injecting domain-specific expertise into models while retaining
the generalist remains an active front of research. Improving the underlying capabilities of LLMs is a
more difficult challenge than simply aligning to instructions, in part due to the much larger dataset
requirement. While smaller LLMs are capable of outperforming the larger monoliths in specific
domains [15, 26], or pushing language modeling in a simplified domain to the extreme [9].

AdaptLLM [5] propose a continued pretraining method on domain-specific corpora which transforms
raw corpora into reading comprehension texts by enriching each text with content-related tasks, akin
to human learning through reading comprehension practice. Our work aligns with this line of research
by focusing on methods that enhance domain-specific capabilities. Unlike AdaptLLM, which enriches
the training data with content-related tasks, we propose Contextual Fine-Tuning (CFT), a method that
incorporates contextual prompts during fine-tuning to guide the model’s learning process.

3 Methodology

Notation & Background We consider a large language model (LLM) P, parameterized by pretrained
weights 6. We have access to a domain-specific corpus D} consisting of sequences of tokens.
Our objective is to fine-tune the model to obtain new parameters &’ that enhance performance on

domain-specific downstream tasks, evaluated on a test set Dyet.

Continued Pretraining Continued pretraining (CPT) leverages large volumes of unlabeled domain-
specific data to refine the model’s understanding of the domain. Given sequences of tokens x =
(x1,22,...,2,) sampled from D;%% . the model is trained using the causal language modeling
objective, which predicts the next token given the previous tokens.

train

Lopr(0) = —Epappen > log Py(ax | k). (1
k

where . = (21,2, ..., xE_1) represents the sequence of tokens preceding .



Instruction Fine-tuning Instruction fine-tuning utilizes a collection of instruction-response pairs
(r,y) sampled from a dataset DLET . Here, x is an instruction or prompt, and y is the corresponding
response. The model is trained to generate the response y conditioned on the instruction x.

rain

m
Lipr(0) = =B,y prer Y log Py(yr | @, y<). 2
k

where y = (y1,%2, ... Ym) and Yy = (Y1, Y2, - -, Yk—1)-

3.1 Contextual Fine-Tuning

We introduce Contextual Fine-Tuning (CFT), a method that incorporates contextual prompts into the
training process to guide the model’s learning in a domain-specific manner. Inspired by constructivist
learning theory [33], which emphasizes active engagement and thoughtful processing for effective
learning, we hypothesize that contextual prompts can enhance the model’s ability to internalize and
reason about new concepts within the domain.

Designing contextual prompts We define a set of contextual prompts C = {c¢(1), ¢ ... (B},
where each prompt ¢(V) = (cgl), cél), ey Cg,) ) is a sequence of tokens for some length n;, designed
to guide the model during training. These prompts mimic effective human learning strategies by
encouraging the model to engage in various cognitive processes such as focusing on key concepts,

critical analysis, and application of knowledge.

We select 10 prompts to provide a diverse yet manageable set of learning strategies to balance between
offering sufficient variation to cover different cognitive approaches and maintaining practicality in
training. We present two of these prompts in the main text and include the remaining eight in
Appendix A.1. Each prompt is grounded in established educational theories, as detailed below:

1. Focus on Key Concepts: This prompt aligns with Sweller [39], which emphasizes the importance
of reducing unnecessary cognitive load to facilitate learning. By focusing on essential information,
learners can allocate their cognitive resources more effectively.

* "Concentrate on understanding the core principles and essential facts in the following text.
Pay special attention to definitions, examples, and conclusions."

2. Contextual Understanding: Piaget [33] suggests that learners build new knowledge upon the foun-
dation of their existing understanding by making connections between new and prior information.

* "As you read the next passage, relate its content to its broader context and implications.
Think about how this information connects to what you’ve learned previously."

These prompts are designed to engage the model in a manner akin to how a human learner interacts
with educational material, thereby fostering a deeper and more nuanced understanding of the domain-
specific content. It is important to note that these prompts are not necessarily optimal; rather, their
effectiveness lies in the semantic functionality they provide. Future work may involve augmenting or
refining these prompts to better suit specific applications or domains, enhancing their ability to guide
the model’s learning process effectively.

Learning with contextual prompts For each training example, we integrate a contextual prompt
to guide the model’s focus. The procedure is as follows:

Taw

1. Sampling: Given a domain-specific text sequence = (1,2, ..., z,) sampled from D}

and we randomly select a contextual prompt ¢ from C.

2. Input Construction: We prepend the prompt ¢ = (c1, ¢a, . . ., ¢, ) to the text sequence x to form
the new input sequence: ' = (c1,¢2, ..., Cm, T1, T2, .., Ty).

3. Training Objective: The model is trained to predict the tokens in x, conditioned on both the
prompt c and the preceding tokens in z. The loss function for CFT is defined as:

Lopr(0) = —Egnppon ce Y 10g Po(a | ¢, 22k). 3)

train’
k=1



Refer to Algorithm 1 in Appendix A.2 for the detailed algorithm. We hypothesize that by incorpo-
rating contextual prompts during training, we can influence the model’s learning trajectory, aligning
the gradients towards more semantically meaningful representations. These gradients guide the
optimization process, encouraging the model to develop a deeper understanding of the content.

4 Understanding Contextual Finetuning with Synthetic Data

Analyzing gradients in large language models (LLMs) is infeasible due to added complexities because
of their billions of parameters and long context lengths. To gain insight into how contextual prompts
affect training gradients, we conduct a synthetic experiment using a simplified model. Inspired by the
framework of Garg et al. [11], we investigate how contextual prompts influence a model’s capacity to
learn a class of functions through different fine-tuning strategies.

Setup We review the setup in Garg et al. [11] and explain how we modify it. Consider a function
class F, and our goal is to train a model that can learn functions f € F such that, for most functions,
the model can approximate f(Zquery) for a new query input xquery by conditioning on a prompt
sequence containing in-context examples. Formally, let Dy be a distribution over inputs, and let Dx
be a distribution over functions in F.

Now, consider learning a new class of functions G, where each g € G is a composition of f with
another function h from a distribution Dy, thatis: G = {g | g(x) = h(f(z)),h € Dy}. We can
draw an analogy between this setup and the fine-tuning of LLMs in specific domains. In this analogy,
texts from medical textbooks can be viewed as samples from some distribution Dy over inputs, and
the function class F represents the LLM’s ability to process and understand these texts. Learning a
new function class G corresponds to adapting the model to perform specific tasks in the biomedical
domain, such as extracting diseases from electronic health records or answering medical questions. If
the model already has the capability to compute f(z) (i.e., process and understand the text), this can
aid in learning the composed function g(x) = h(f(z)).

Pretraining We first train a model to learn the function class F with respect to the distributions Dz
over functions and Dy over inputs. We construct random training prompts P which is a sequence
P = (x1, f(z1), ..., 2k, f(xk)), where the inputs z;s and are drawn independently from Dy, and
f is drawn from Dx. We then train a model to predict every f(z;) based on a set of preceding
in-context examples. Specifically, let P? denote the prompt prefix containing 7 in-context examples
and the (i + 1)-th input P* = (21, f(21), 22, f(x2), ..., 24, f(2;),7i11), We train a transformer
model My by minimizing the expected loss over all the prompt prefixes:

k

Zf(Me(Pi%f(%H)) 4)

=0

1

min, Ep |7
where / is the mean squared error loss. In our experiment, F is the class of linear functions, that
is, F = {f | f(z) = w'x,w € R%}, where the weight vectors w are sampled from N (0, I;). We
let Dy be the isotropic Gaussian distribution A/ (0, I;). Garg et al. [11] show that after sufficient
training, a transformer model can predict f(Zquery) almost perfectly when there are more than 20
in-context examples.

Fine-Tuning We now extend their setup to fine-tuning the pretrained transformer to learn a novel
function class G. We consider three types of functions h(-) to construct G:

1. Nonlinear activation: G = {g | g(z) = ReLU(f(z))}.

2. Polynomial combination: G = {g | g(z) = f(x) + f(x)?}.

3. Multiple linear relationships: G = {g | g(x) = f(x) + wq x,wy € R4},

We fine-tune the pretrained transformer on these different function classes separately, using different
training strategies: Contextual Fine-Tuning (CFT), Continued Pretraining (CPT), and Negative
Contextual Fine-Tuning (NEG-CFT) which is an ablation of CFT with negative contextual prompts

intended to provide non-helpful or potentially misleading information. We now describe how we
construct the input prompts for the different fine-tuning strategies:



* CPT: We fine-tune the model on prompts that contain only the inputs z; and their outputs computed
using the composed function g(x), specifically:
Pepr = (z1,9(21), 22, 9(2), - . ., Tk, g(@8))
* CFT: We provide the model with additional contextual information by including the original
function outputs f(x;) in the prompt. The prompt structure is then:
Pepr = (xla f(xl)a T2, f(.’tg), sy Thesy f(xk)v xlvg(xl)v T2, g(xQ)a s ,xk,g(.’bk)).

Here, the initial sequence (x1, f(x1), 2, f(x2), ..., 2k, f(xk)) serves as a contextual prompt to
help the model learn the transformation introduced by h.

* NEG-CFT: To assess the impact of the contextual prompts, we introduce NEG-CFT, where we
replace the original function outputs f(z;) with random values sampled uniformly from [0, 1]. The
prompt becomes:

. azkvrkaxlag(xl)7x27g($2)7 s 7Ik,g(l'k)),

where r; ~ U(0, 1). This ablates the meaningful contextual information to evaluate its significance
in learning the function class.

Pxeg-crr = (21,71, 22,72, . .

For each fine-tuning strategy, we minimize the loss in Equation 4 using the respective prompts and
g(x;41) instead of f(x;+1). See Appendix C.1 for the training and model architecture details.

Results Our experiments demonstrate that CFT of the pretrained transformer offers advantages
over CPT and NEG-CFT. Empirically, we observe 1) alignment of gradients with target functions,
and 2) value provided by the tokens within the contextual prompt.

Contextual prompts help the model cap-
ture the underlying functional relationships.

1.0
To delve deeper into how contextual prompts
influence learning, we examine the gradi- 08
ents of the.transformer across different train- 206 —e— NEG-CFT
ing strategies. We look at the case where = CPT
the transformer’s input is of the form P = g 04 —— CFT
(@1, f(x1), - @, f(Tk), Tquery), its output 02| [ o —o—0—0—00"2
aims to approximate f(Zqyery). Consequently, /
the gradient of the transformer’s output with re- 00| §
; i i 0 20000 40000
Spect to Tqyery should align with the gradient Step

Vaguery 9(Tquery)- In our experiments, we com-

pute the normalized inner product between the (a) Learning polynomial combination function

gradient of the transformer’s output and the true class
gradient V... 9(Tquery) during training. For 1.0
the polynomial combination class G, the gradi- 0.8
ent is: =
3
T 30.6 —e— NEG-CFT
vxqueryg(xqueTy) =w + 2(11)2 xquery)wQ g_ CPT
) 50.4 —— CFT
and for the multiple linear relationships class, £
0.2
vzqueryg(xquery) = w1 + w2 (6) 0.0
Figure 2a demonstrates that the gradients from 0 ZStOOO 40000
ep

the CFT-trained transformer exhibit a much
higher alignment with V... g(Zquery) com-
pared to those from CPT and NEG-CFT. The in-

(b) Learning multiple linear relationships func-
tion class

ner product between the gradients approaches 1
for CFT, indicating near-perfect alignment. This
close alignment suggests that the model’s up-
dates are effectively moving in the direction that
minimizes the loss concerning the target func-
tion g. Essentially, the transformer is not only
predicting ¢g(z) accurately but also capturing the underlying functional relationships due to the infor-
mative contextual prompts. Figure 2b highlights the importance of the content within the contextual

Figure 2: (a) and (b) illustrate the normalized inner
product between the transformer’s gradients and the
true gradients V.., 9(Zquery ), Where CFT exhibits
a higher alignment, approaching 1, indicating effective
learning of the target functions.



prompts. Despite NEG-CFT having a similar prompt structure to CFT, the use of random or non-
informative values in place of f(x;) results in gradients that do not align well with V. .. g(Zquery)-
This misalignment indicates that the relevance and quality of the content of contextual prompts are
crucial for guiding the model’s learning process effectively. We provide the results for learning
the class of function G = {g | g(z) = ReLU(f(x))} in Appendix E.2 and learning dynamics in
Appendix.

5 Contextual Fine-Tuning on Financial and Medical Domain

In this section we aim to provide an overview of the datasets used to evaluate contextual prompts,
and show their effectiveness especially when combined with other training schemes.

5.1 Experimental Setup

We assess the efficacy of contextual fine-tuning by comparing the performance of large language
models (LLMs) when fine-tuned on domain-specific corpora using both contextual fine-tuning
and standard unsupervised fine-tuning approaches. In our experimental setup, we use several
configurations of the Llama-2 models to evaluate the effectiveness of contextual fine-tuning compared
to standard unsupervised fine-tuning. Specifically, we employ the Llama-2 Base model with 7 billion
parameters and Llama-2 Chat models with both 7 billion and 13 billion parameters, each with a
sequence length of 4096. Training details are under Appendix C. The performance of LLMs is
measured using the relevant downstream tasks.

Datasets. We evaluate the effectiveness of contextual fine-tuning across two distinct domains: the
financial domain and the biomedical domain. For the financial domain, we use a dataset comprising
306,242 financial news articles [18]. In the biomedical domain, we utilize OpenMedText, as described
in detail in the previous section. When incorporating instruction fine-tuning into our experiments, we
include additional datasets specific to each domain. For the financial domain, we use FinAlpaca [12],
which contains instruction-output pairs tailored for financial tasks. In the biomedical domain, we
supplement with datasets from [29], providing question-answer pairs bootstrapped from the NHS
encyclopedia [27]. Additionally, we incorporate UltraChat [7], a large-scale, multi-round dialogue
dataset, into our instruction fine-tuning process.

Benchmarks. The effectiveness of the fine-tuning approach in each domain is evaluated using
several domain-specific benchmarks. In the financial domain, we consider (1) the sentiment analysis
task FiQA [50] where LLMs predict sentiments categorized as ’positive’, 'neutral’, or *negative’ in
financial texts. (2) The headline classification task MultiFin [20, 50], where LLMs categorize each
news article into one of six categories based on the headline. (3) Causal20 [50], which involves
classifying sentences extracted from financial news as either depicting a ’causal’ or ’noise’ relationship
between financial events. For the biomedical domain, we consider the following multiple-choice
question (MCQ) datasets from Massive Multitask Language Understanding (MMLU) [16]: (1)
Anatomy, (2) Clinical Knowledge, (3) College Biology, (4) College Medicine, (5) Medical Genetics,
and (6) Professional Medicine. We also use MedQA, a collection of multiple-choice questions from
the professional medical board exams [19].

Evaluation. In our evaluation, MCQs are formatted with questions followed by several options
labeled with ID symbols (e.g., A/B/C/D). Building on the approach outlined in Zheng et al. [51], we
instruct the language models to predict an option ID symbol rather than the textual content of the
answer. This method addresses a critical issue: the likelihood of the answer’s text being naturally
plausible could be conflated with its likelihood of being the correct response due to the model’s
linguistic biases. However Robinson & Wingate [36] raise concerns regarding LLMs’ inherent
selection biases, which highlights that these models may show a preference for specific option IDs.
To counteract this bias and enhance the validity of our evaluations, we adopt a debiasing technique as
prescribed in the aforementioned work. See Appendix D.1 for the detailed method.



Accuracy (1)
Llama 2 7B | Anatomy Clinical Knowledge College Biology College Medicine Medical Genetics  Professional Medicine MedQA — Average

Chat 44.07 46.79 48.61 39.02 49.00 48.90 38.96 45.05
Chat (CPT) 45.19 47.17 49.31 43.93 50.50 46.32 39.28 45.96
Chat (CFT) 48.15 48.87 52.08 44.22 54.00 46.69 40.65 47.81
Llama 2 13B | Anatomy Clinical Knowledge College Biology College Medicine Medical Genetics  Professional Medicine MedQA — Average
Chat 51.85 56.60 54.17 46.82 63.50 56.99 45.33 53.61
Chat (CPT) 50.37 60.00 55.90 50.58 62.00 57.35 43.95 54.31
Chat (CFT) 53.33 63.21 57.99 56.35 62.50 57.72 44.85 56.56

Table 1: Medical Benchmarks (Zero-shot). The results show that the 7B model achieved a %ASEL of 1.85%
and a Rel%ASEL of 203%. The 13B model demonstrated increased effectiveness with a %ASEL of 2.25%
and a Rel%ASES of 321%, indicating that CFT’s impact grows with the model’s scale.

FiQA Causal 20 Multifin A FiQA Causal 20 Multifin Avers
Llama27B | FI FI FI Verage  Llama213B [ FI FI FI verage
Chat 56.40 90.40 38.74 61.48 Chat 61.18 84.77 45.81 63.92
Chat (CPT) | 62.53 90.16 38.23 63.64 Chat (CPT) 66.96 90.06 45.33 67.45
Chat (CFT) | 67.69 90.17 46.01 67.96 Chat (CFT) 70.55 89.87 50.94 70.45
Table 2: Llama 2 7B Financial Benchmarks  Table 3: Llama 2 13B Financial Benchmarks
(Zero-shot). (Zero-shot).

5.2 Results

We evaluate the zero-shot performance of large language models (LLMs) trained with different
methods across both medical and financial benchmarks. It is important to note that our primary
objective is not to achieve state-of-the-art performance but to assess the relative improvements
offered by contextual fine-tuning (CFT), instruction fine-tuning (IFT), and continued pretraining
(CPT) compared to a baseline model. We first discuss CFT and IFT: we focus primarily on two

metrics for evaluating the effectiveness of these training approaches: (1) %Agg%, which denotes the
: CFT _ %AGET = RAGEE e
performance difference between CFT and CPT, and (2) Rel%Agpp = GACPT X
0= Baseline
CFT
100 = WZ?P% x 100, a measure that quantifies how much more effective CFT is relative to
0

Baseline

CPT in terms of improvement over the baseline.

CFT is effective across model scales. We asses how contextual fine-tuning performs across
different model scales. Table 1 presents medical benchmarks for the 7B and 13B model scales
which shows a NASEL = 1.85% and a Rel%AZEL = 203%. For the 13B model, these metrics
increase to BASET = 2.25% and Rel%ASEL = 321%. Similarly, Tables 2 and 3 contain financial
benchmarks. The 7B model records a %ASEL = 4.32% and a Rel %N ASEL = 200% whereas the

13B model, the results are HAEET = 3% and Rel%ASET = 85%. The results demonstrate that
the simple augmentation of contextual prompting can help increase performance across the board.

CFT is preferable to existing approaches for improving a model at a fixed scale. The tables
in Appendix F.1 show the performance on the medical and financial benchmarks while holding the
model scale constant. The base non-instruct model holds an average accuracy of 41.34% on the
medical benchmarks. Our experiments find that combining training schemes provides the greatest
boost in fine-tuning performance. In particular, combining CFT and IFT gives a performance boost

of BAGETHIET — 9 95% compared to %ASTTHFT — 1.91%. Similar trends are seen in the

financial benchmarks where the same combination led to an increase of %AGE LT — 36.28% in
F1 score. These results concretize that augmenting the CPT stage of fine-tuning to instead use CFT

provides a near-free boost in performance. More detailed analyses can be found in Appendix F.1.

The semantic content of the prompts in CFT are important to improving performance. The
core aspect of our study involves examining the impact of additional context on model performance,
and specifically how the signal from this context provides a boost in learning performance. We
conduct an ablation by introducing negative contextual prompts, which are designed to mislead the
model by suggesting that the following information is incorrect. These results can be found in tables
under Appendix F.2. In the financial domain, the impact of negative prompts is evident. The 7B



model experienced a performance drop of %A ;25T = —3.41%, and the 13B model sees a decrease
of %Agg?T = —2.39%. All models undergoing negative contextual fine-tuning still perform better

than those subjected to CPT.

6 Conclusion

This study introduces contextual fine-tuning, a variation of instruction tuning, which leverages
contextual gradients to guide the learning process through simple, domain-adaptive prompts. Our
experiments reveal that the contextual gradients enhance performance by effectively directing model
learning. Contextual fine-tuning demonstrates superior results over traditional continued domain
pretraining in both financial and medical domains. Further, our ablation study shows that the specific
context of the prompts critically influences performance, highlighting the importance of carefully
crafted instructional content in training setups. Finally, we open-source a biomedical dataset curated
from MDPI journals and other open-source medical textbooks. Overall, the findings suggest that
contextual fine-tuning is a potent strategy for enhancing the domain-specific capabilities of language
models, offering a promising direction for future research.
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A Contextual Fine-Tuning

A.1 Contextual Prompts

The full list of contextual prompts is provided below:

1.

Application of Knowledge: Grounded in Situated Learning Theory [23], this prompt empha-
sizes that learning is most effective when contextualized and applied in real-world scenarios.
Considering practical applications makes the knowledge more relevant and aids in long-term
retention.

» "Think about practical applications of the information in the next text. How could this
knowledge be used in real-world situations?"

. In-Depth Exploration: The Craik & Lockhart [6] indicates that deeper, more elaborate

processing of information leads to better memory retention compared to shallow processing.

e "Dive deep into the details and nuances of the following content. Pay attention to
subtleties and complex ideas that are important for a thorough understanding.”

. Reflective Thinking: Informed by Reflective Practice theories [37], this prompt encourages

learners to critically reflect on new information and its impact on their existing beliefs.
Reflective thinking fosters self-awareness and facilitates continuous learning and personal
growth.

* "Reflect on the information presented in the next passage. Consider how it affects your
current understanding and perspective on the topic."

. Creative Interpretation: This prompt promotes Divergent Thinking as part of Guilford’s

Structure of Intellect model [14]. Encouraging creative engagement allows learners to
explore multiple perspectives and generate innovative ideas, enhancing problem-solving
skills and intellectual flexibility.

* "Engage creatively with the upcoming text. Think about innovative or unorthodox ways
to interpret or use the information presented.”

. Summarization and Synthesis: Wittrock [49] suggests that learners understand and remember

information better when they actively generate relationships and summaries in their own
words.

* "Summarize the main points of the following content in your own words. Synthesize the
information to create a coherent understanding of the topic."

. Focus on Key Concepts: This prompt aligns with Sweller [39], which emphasizes the

importance of reducing unnecessary cognitive load to facilitate learning. By focusing on
essential information, learners can allocate their cognitive resources more effectively.

* "Concentrate on understanding the core principles and essential facts in the following
text. Pay special attention to definitions, examples, and conclusions."

. Contextual Understanding: Piaget [33] suggests that learners build new knowledge upon the

foundation of their existing understanding by making connections between new and prior
information.

* "As you read the next passage, relate its content to its broader context and implications.
Think about how this information connects to what you’ve learned previously."

. Critical Analysis: This prompt is supported by Bloom et al. [2], which encourages higher-

order thinking skills such as analysis, evaluation, and synthesis, essential for deep learning
and understanding.
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e "Critically analyze the upcoming information. Look for underlying assumptions,
evaluate arguments, and consider different perspectives."

9. Question-Based Learning: Paul & Elder [31] promote critical thinking by encouraging learn-
ers to engage with the material through probing questions, leading to deeper comprehension.

» "Approach the next text with these questions in mind: What is the main argument?
How is evidence used to support it? What are the implications of these findings?"

10. Comparative Learning: Based on Relational Frame Theory [38], this prompt enhances
understanding by encouraging learners to relate new information to existing knowledge
structures.

* "Compare and contrast the upcoming information with what you have learned in
similar topics. Look for differences, similarities, and connections."”

A.2 Algorithm

Algorithm 1 Contextual Fine-Tuning (CFT)

Require: pretrained model Py, domain-specific corpus D , set of contextual prompts C, batch size
B
1: for each training step do
2 Sample a batch of texts {z(V}B | from DY
3 for each text 2(*) in the batch do
4 Randomly select a prompt ¢(*) from C
5: Construct the input sequence z/(") = (c(?) 2())
6
7
8

Set the target sequence 3" = z:(?)
end for
Compute the loss:

B n®

L(0) = —é > log Py (yzi) | @, I(Jc)

=1 k=1

9: Update model parameters 6 using gradients Vo £(6)
10: end for

B OpenMedText

To evaluate the effectiveness of contextual fine-tuning in a domain-adaptive setting, we curated a
dataset consisting of both academic journal articles and educational textbooks. Our objective was to
assemble a corpus that not only covers a wide range of topics within bio-medicine but also provides
structured textual data (of varying levels of quality) suitable to align with our goal of studying how
well LLMs can learn using contextual prompts. The inclusion of textbooks provides structured and
pedagogically organized content, which is conducive to the learning processes we aim to emulate.

The rationale for going for quantity rather than highly curated quality in the data we collected was
to have a realistic representation of internet scale data (albeit within a constrained domain) and to
showcase how contextual fine-tuning could improve learning even-if the data was of mixed quality.

Our dataset differs from existing biomedical corpora such as PubMed Central (PMC) in several ways.
While PMC provides a vast collection of biomedical literature, it predominantly consists of research
articles focused on specific studies and often lacks the pedagogical structure found in textbooks. In
contrast, our dataset integrates both detailed research articles and educational textbooks, offering a
combination of depth and structured learning materials. This integration provides language models
with not only extensive biomedical knowledge but also the contextual and explanatory content that
supports better understanding and reasoning.
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MDPI Journals: We collected 121,489 biomedical journal articles from MDPI, covering 37 diverse
topics such as antibiotics, biomedicines, diseases, and cardiology (see Table 4 and 5 for detailed
lists). The selection of MDPI journals was motivated by their open-access policy and the breadth of
biomedical subjects they cover, ensuring a wide-ranging representation of biomedical research.

Medical Textbooks: In addition to journal articles, we incorporated 29 open-source medical
textbooks into our dataset. Textbooks were chosen because they provide structured, comprehensive
overviews of medical knowledge, organized pedagogically to facilitate learning. This aligns with our
objective of leveraging contextual fine-tuning to enhance the learning processes of language models,
as textbooks inherently contain explanations, definitions, and educational narratives beneficial for
model training.

The data we collect has the following characteristics:

1. Coverage: The dataset incorporates a wide array of topics derived from both medical journals and
textbooks, ensuring extensive coverage of biomedicine. Unlike existing datasets such as PubMed,
which primarily consist of research articles and abstracts, our dataset combines journals with the
structured educational content of textbooks.

2. Alignment with Educational Objectives: The inclusion of textbooks provides structured and
pedagogically organized material, which is particularly suitable for our contextual fine-tuning
approach. Textbooks facilitate a learning process analogous to human education, supporting the
models in acquiring and retaining biomedical concepts effectively.

3. Quality of text tokens: We have meticulously cleaned and pre-processed the texts to remove
irrelevant sections and ensure clarity. This cleaning process reduces noise and potential sources of
error, enhancing the quality of the data, which in turn improves the accuracy and reliability of
models trained using this dataset.

B.1 MDPI Journals Details

See Table 4 for the detailed breakdown.

B.2 Medical Textbooks Details

See Table 5 for the detailed breakdown.

B.3 Data Preprocessing

MDPI Journals The journal articles were originally in XML format. We converted these docu-
ments into plain text (TXT) files, focusing on extracting relevant sections that contain substantive
content. Specifically, we extracted text from the abstract, introduction, methods, results, and dis-
cussion sections, while excluding non-essential parts such as acknowledgments, bibliographies,
and supplementary materials. Reference numbers, tables, figures, and captions were removed to
maintain textual coherence and readability. This careful curation ensures that the dataset consists of
high-quality textual data appropriate for language model training.

Medical Textbooks The textbooks were originally in PDF format. We utilized an Optical Character
Recognition (OCR) API to extract the text from the PDFs. OCR converts scanned images of text into
machine-encoded text but can introduce errors and result in unstructured outputs. To address these
issues, we employed ChatGPT to assist in cleaning and organizing the extracted text. We provided
ChatGPT with specific instructions:

"Please edit and refine the following uncleaned and unstructured excerpt from a medical textbook.
Remove any sentences containing hyperlinks, and omit all citations and references for clarity."

Using ChatGPT for text cleaning offered an efficient means to process large volumes of OCR-
extracted text, correcting errors and improving overall readability (See Figure 3 for an example).
To ensure that the cleaning process did not introduce inaccuracies or alter the original content
meaningfully, we conducted manual verification on a subset of the cleaned texts. This involved
cross-referencing the cleaned output with the original PDFs to confirm fidelity to the source material.
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Journal Category

Number of Tokens

Allergies 140,865
Antibiotics 26,572,807
Antibodies 3,248,253
Behavioral Science 7,553,809
Biologics 261,410
Biomedicines 34,783,559
Biomedical Informatics 201,656
Biomolecules 54,189,205
Biotechnology 301,367
Brain Science 31,937,526
Cancers 144,418,262
Cardiogenetics 210,720
Clinical Medicine 104,432,430
Clinics and Practice 1,395,833
Clinical and Translational Neuroscience 196,310
Current Oncology 4,458,455
Dermatopathology 289,595
Diabetology 290,812
Diagnostics 33,576,475
Diseases 2,596,123
Endocrines 437,962
Environmental Research and Public Health 306,603,512
Epidemiologia 416,064
Gastroenterology 311,194
Gastrointestinal Disorders 566,192
Healthcare 24,272,007
Hearts 398,487
Human Life Science and Medicine 143,041
Immunological Research and Clinical Applications 428,144
Livers 217,950
Medicines 3,790,942
Medical Sciences 3,028,605
Oral 232,320
Pharmacy 5,240,834
Uro 170,764
Vaccines 28,197,071
Viruses 75,109,572

Table 4: Details of MDPI journals used in the dataset. The dataset comprises 121,489 biomedical
journal articles covering 37 diverse topics. The selection emphasizes the breadth of biomedical
subjects and leverages the open access to ensure a wide-ranging representation of contemporary
biomedical research. We use a tokenizer for gpt-3.5-turbo to count the number of tokens.

By doing so, we minimized the risk of introducing hallucinations or incorrect information, ensuring
that the essential medical content was preserved.

C Training Details

C.1 Synthetic Experiment

Following [11], we employ a decoder-only Transformer architecture similar to GPT-2 Small [34],
consisting of 12 layers, 8 attention heads, and an embedding dimension of 256. The transformer’s
output is scalar. We pretrain the transformer for 500k steps with a batch size of 64 to learn the
linear function class F. Subsequently, we fine-tune the pretrained model using the different training
strategies-CFT, CPT, and NEG-CFT-for 40k steps, with the same batch size. The learning rate is set
to 1 x e — 4 throughout all training phases. All models are trained using the Adam optimizer [21]
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Title Number of Tokens License

A and P for STEM Educators 1,044,272 CCBY-SA 4.0
Acid-base Physiology 120,400 CCBY-SA 2.0
Advanced Human Nutrition 104,889 CCBY-SA 4.0
An EKG Interpretation Primer 22,766 CCBY 4.0
Anatomy and Physiology 773,297 CCBY 4.0
Anatomy and Physiology Il Laboratory 25,555 CCBY 4.0
Manual

Atlas of Otolaryngology, Head and Neck 792,936 CCBY-NC 3.0
Operative Surger

Biology 824,597 CCBY

Cell Biology, Genetics, and Biochemistry 47,612 CC BY-NC-SA
Chemistry - Theory, Analysis, Correlation 176,091 CCBY-NC-SA 4.0
Computational Cognitive Neuroscience 118,470 CCBY-SA 3.0
Concepts of Biology 355,836 CCBY 4.0
Contemporary Health Concerns 99,534 CCBY-SA 4.0
Fluid Physiology 47,128 CCBY-NC-SA 2.0
Foundations of Epidemiology 61,369 CCBY-NC4.0
Health Case Studies 88,799 CCBY-SA 4.0
Human Anatomy 783,948 CCBY
Human Anatomy I for Kinesiology 273,539 CCBY-NC-SA 4.0
Lifetime Fitness and Wellness 145,720 CCBY 4.0
Medical Terminology for Healthcare Pro- 224,894 CCBY 4.0
fessions

Microbiology 584,182 CCBY 4.0
Neuroscience 34,240 CCBY 4.0
Neuroscience for Pre-Clinical Students 913 CC BY-NC-SA
Nursing Fundamentals 364,315 CCBY
Nursing Pharmacology 213,154 CCBY
Nutrition: Science and Everyday Applica- 205,535 CC BY-NC
tion

Principles of Pharmacology 69,744 CCBY-NC-SA 4.0
Remix: Women’s Health 63,331 CCBY

Vital Sign Measurement Across the Lifespan 69,031 CCBY 4.0

Table 5: Comprehensive list of the 29 open-source medical textbooks incorporated into the dataset.
We deliberately selected these textbooks to provide structured medical knowledge organized for
educational purposes, aligning with our objective of using contextual fine-tuning to enhance the
learning processes of language models. We use a tokenizer for gpt-3.5-turbo to count the number of
tokens.

with default parameters. The training process aims to minimize the mean squared error loss between
the model’s predictions and the target outputs, as defined in Equation 4.

C.2 Architecture Details

All models are both contextual and unsupervised fine-tuned. For contextual fine-tuning, we employ
Equation 3. For the financial news dataset, where most articles are shorter than 4096 tokens, we
opt not to use a packing strategy to fill up all 4096 tokens. Instead, we pad any remaining space.
This ensures that each semantically distinct text is associated with its own contextual prompt. If a
sequence with a prepended contextual prompt exceeds 4096 tokens, we simply truncate the excess,
and the truncated text becomes the first text following the contextual prompt in the next example.
The models are trained for one epoch with a batch size of 128 and a learning rate of 2e-5. We use
flash attention and 8 A100 GPUs to facilitate the training process.
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D Evaluation

D.1 Debiasing

Following the notation from [36], We approximate the debiased prediction probability for each
option’s content using the following:

- 1
Pdebiased(oi ‘ q, JJ) = m Z Pobserved(dgl(i) | q, xI) (7)
IeT

Where d; denotes the default-ordered option IDs (e.g., A/B/C/D), o; is the corresponding option
content, g denotes the question, x is the default input of option IDs, and option contents. For n
number of options, I denotes a permutation of {1,2,...,n} and Z denotes a set of possible Is. d, ;
denotes the corresponding option ID for ith default option content in /-permuted setting. We then
choose the option with the highest debiased probability calculated using Equation 7.

E Synthetic Exepriment Results

E.1 Experiment

We additional show 1) faster convergence and lower loss, 2) improved performance with fewer
in-context examples at test time.

Contextual fine-tuning improves learning dynamics. Figure 4 and 6 illustrate that transformers fine-
tuned using CFT achieve lower loss compared to those trained with CPT and NEG-CFT suggesting
that the content of the contextual prompts in both cases better guides training dynamics when learning
a new function class G. Furthermore, as shown in Figure 5 and 7, we assess the model’s performance
with normalized squared error (My(z) — g(x))?/d where d = 20 is the dimensionality of the input
and weight vectors. The contextual fine-tuned transformer achieves lower errors even with a small
number of in-context examples in both the polynomial combination and multiple linear case. This
demonstrates that CFT helps the model to learn the function class G more accurately than existing
training strategies.

E.2 ReLU

We provide the results for learning the function class G = {g | g(z) = ReLU(f(z))}. Since the
derivative of ReLU with respect to z is either 1 or 0, we don’t plot normalized inner product between
gradients.

0.40
—@— NEG-CFT —k— CFT
2.0 cPT 0.35 CPT
—h— CFT 5 0.30: \; —e— NEG-CFT
1.5 £0.25
] o~ ®
= &,
- 10 g0.15
A 0.10
0.5 : e Y
0.05| e,
0.0 0.00
0 20000 40000 0 10 20
Step In-context examples
(a) Loss vs Step (b) Squared error vs In-context examples

Figure 10: Learning dynamics for G = {g | g(z) = ReLU(f(x))}
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Accuracy (1)
Llama 2 7B Anatomy  Clinical Knowledge — College Biology — College Medicine Medical Genetics  Professional Medicine MedQA  Average
Base 43.52 44.10 40.89 37.43 48.25 39.84 35.36 41.34
Base (CPT) 47.50 45.19 41.67 3743 49.00 40.17 35.84 42.40
Base (CFT) 47.87 45.90 4132 38.87 46.12 39.11 36.76 42.28
Base (CPT +IFT) | 49.91 45.47 42.71 37.79 49.37 41.59 35.93 43.25
Base (CFT +IFT) | 51.11 46.37 42.80 40.10 50.00 42.74 36.99 44.29
Chat 44.07 46.79 48.61 39.02 49.00 48.90 38.96 45.05
Chat (CPT) 45.19 47.17 49.31 43.93 50.50 46.32 39.28 45.96
Chat (CFT) 48.15 48.87 52.08 44.22 54.00 46.69 40.65 47.81

Table 6: Comparative effectiveness of Contextual Fine-Tuning (CFT) on medical benchmarks (zero-
shot). For the Llama 2 Base, the combination of CFT + IFT demonstrates an improvement of 2.95%,
surpassing the 1.91% improvement seen with CPT + IFT. In the Llama 2 Chat models, CFT alone
leads to a 2.76% improvement, which is notably higher than the 0.91% improvement achieved with
CPT.

FiQA Causal 20 Multifin
Llama 2 7B F1 F1 F1

Base 45.00 21.55 17.11 27.89

Base (CPT) 45.48 16.92 21.75 28.05

Base (CFT) 48.25 39.44 31.44 39.71

Base (CPT + IFT) | 49.16 30.74 29.77 36.56

Base (CFT + IFT) | 62.53 88.24 41.74 64.17

Average

Chat 56.40 90.40 38.74 61.85
Chat (CPT) 62.53 90.16 38.23 63.64
Chat (CFT) 67.69 90.17 46.01 67.96

Table 7: Comparative effectiveness of Contextual Fine-Tuning (CFT) on financial benchmarks (zero-
shot). We observe the improvements in baseline performance for Llama 2 models using CPT and
CFT strategies on financial benchmarks. While CPT enhances baseline performance by 0.16%,
CFT notably increases it by 11.82%. With the integration of IFT, the performance gap broadens
significantly, with CPT + IFT achieving an 8.67% improvement and CFT + IFT results in the
improvement of 36.28%. Rel%ASET stands at 200%.

F Ablations

F.1 Ablating Training Schemes

In this section, we focus on ablating the training schemes across a fixed model size. We provide
results on Llama-2-7B Base and Instruct versions.

Table 6 and Table 7 show the performance on the medical and financial benchmarks. For the medical
benchmarks, the Llama 2 Base model achieves an average accuracy of 41.34%. With CPT, the average
accuracy increases by 1.06%, reaching 42.4%. While the improvement with CFT alone is 0.94%,

the CFT + IFT approach yields a significant improvement of %Agfﬁ;“ FT — 9.95% compared to
1.91% for CPT + IFT, resulting in a relative improvement Rel%Agggi§§§ = 54.45%. Similar

trends are observed in the financial benchmarks. CPT and CFT improve the baseline performance by
0.16% and 11.82%, respectively. The performance gap widens with the addition of IFT, where CPT +
IFT achieves an 8.67% improvement, and CFT + IFT surged by 36.28%. The advantage of CFT is
also evident in the Llama 2 Chat model, which underwent both instruction fine-tuning and training
with Reinforcement Learning from Human Feedback (RLHF). In the medical domain, CFT leads to a
2.76% improvement over the 0.91% improvement from CPT, marking Rel %Agg% = 203%. In the

financial domain, Rel%ASET is also 200%.

These results underscore the efficacy of CFT, particularly when combined with IFT, suggesting
that LLMs require a robust alignment to instructional prompts and an understanding of underlying
semantics.

F.2 Ablating Contextual Prompts

The core aspect of our study involves examining the impact of contextual prompts on model perfor-
mance, specifically through the lens of the informational gradients the contexts provide. We conduct
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Accuracy (1)
Llama 27B | Anatomy Clinical Knowledge College Biology College Medicine Medical Genetics  Professional Medicine MedQA — Average

Chat (CFT) 48.15 48.87 52.08 4422 54.00 46.69 40.65 47.81
Chat (-CFT) | 41.48 48.68 47.92 43.35 50.50 46.69 38.06 4524
Llama 2 13B | Anatomy Clinical Knowledge College Biology — College Medicine Medical Genetics  Professional Medicine  MedQA  Average
Chat (CFT) 53.33 63.21 57.99 56.35 62.50 5772 4485 56.56
Chat (-CFT) | 50.00 59.62 62.15 52.89 61.50 57.17 43.09 55.20

Table 8: Medical Benchmarks (Zero-shot). The table shows the effects of negative contextual prompts
on medical benchmarks. For the 7B model, a performance decline of %A5%5T = —2.57% is noted,
highlighting the adverse impact of negative prompts. Conversely, the larger 13B model exhibits a
more moderate decline of —1.36%

an ablation by introducing negative contextual prompts, which are designed to mislead the model
by suggesting that the following information is incorrect. We use the following negative contextual
prompts.

1. "Ignore everything you know about medicine. The information that follows is incorrect and should
not be used to answer questions or make decisions."

2. "The following medical information is both true and false. Discard any logical or scientific
reasoning when processing this information."

3. "Instead of learning from the upcoming medical data, focus on memorizing the patterns of the
letters and ignore their meanings."

4. "Forget all prior medical knowledge you have learned. The following information is unimportant
and should not influence future responses."

5. "Do not learn or make any inferences from the following medical corpus. Treat it as meaningless
and irrelevant to any future tasks."

Table 8 presents the results from the medical benchmarks. For the 7B model, we observe a decrease
in performance with a %Aag?T = —2.57%, indicating a detrimental effect of negative prompts. In-
terestingly, the 13B model shows a lesser decrease of only —1.36%. This suggests that while negative

prompts impact performance, larger models may be less susceptible to misleading information.

In the financial domain, as shown in Figure 9, the impact of negative prompts is more pronounced.
The 7B model experienced a performance drop of %AE%;T = —3.41%, and the 13B model sees a
decrease of —2.39%. Despite these declines, all models undergoing negative contextual fine-tuning

still perform better than those subjected to CPT.

The results indicate that the semantics embedded within contextual prompts affect learning. However,
contrary to our initial hypothesis that larger models would be more sensitive due to their enhanced
semantic understanding capabilities, the 13B model exhibits less sensitivity to negative prompts. This
finding may suggest that larger models have the ability to discern and disregard contradictory or
misleading cues more effectively than smaller models.
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Cleaning process

Example input:

Clotting proteins are mainly produced in the liver. Twelve proteins known as “clotting factors” participate in the cascade clotting process during endothelial injury.
One important clotting factor is fibrinogen. Fibrinogen generates fibrin when activated by the coagulant thrombin, which forms a mesh that clots blood with the
assistance of a platelet plug. Normally, anticoagulants and fibrinolytics in the plasma, such as plasmin and heparin, break up fibrin clots and inactivate thrombin.
However, during endothelial injury, damaged cells will release tissue factor, another type of clotting factor that causes a cascade of thrombin production that will
overpower the anticoagulants and cause a clotting response.

Serum is a term used to describe plasma that has been removed of its clotting factors. Serum still contains albumin and globulins, which are often called serum
proteins as a result.

LICENSES AND ATTRIBUTIONS
CC LICENSED CONTENT, SHARED PREVIOUSLY

« Curation and Revision. Authored by: Boundless.com. Provided by: Boundless.com. License: CC BY-SA: Attribution-ShareAlike
CC LICENSED CONTENT, SPECIFIC ATTRIBUTION

« Blood. Provided by: Wikipedia. Located at: en.Wikipedia.org/wiki/Blood%?2...of human_blood. License: CC BY-SA: Attribution-ShareAlike

« Human Physiology/Blood physiology. Provided by: Wikibooks. Located at: en.wikibooks.org/wiki/Human_P...od_Composition. License: CC BY-SA:
Attribution-ShareAlike

« plasma. Provided by: Wiktionary. Located at: en.wiktionary.org/wiki/plasma. License: CC BY-SA: Attribution-ShareAlike
« glycoprotein. Provided by: Wiktionary. Located at: en. ionary.org/wiki/glycoprotein. License: CC BY-SA: Attribution-ShareAlike

Example parsed output:

Clotting proteins are mainly produced in the liver. Twelve proteins known as “clotting
factors” participate in the cascade clotting process during endothelial injury. One important
clotting factor is fibrinogen. Fibrinogen generates fibrin when activated by the coagulant
thrombin, which forms a mesh that clots blood with the assistance of a platelet plug. Nor-
mally, anticoagulants and fibrinolytics in the plasma, such as plasmin and heparin, break
up fibrin clots and inactivate thrombin. However, during endothelial injury, damaged cells
will release tissue factor, another type of clotting factor that causes a cascade of thrombin
production that will overpower the anticoagulants and cause a clotting response. Serum
is a term used to describe plasma that has been removed of its clotting factors. Serum
still contains albumin and globulins, which are often called serum proteins as a result.
Curation and Revision. Authored by: Boundless.com. Provided by: Boundless.com. Li-
cense: CC BY-SA: Attribution- ShareAlike Blood. Provided by: Wikipedia. Located
at: en.Wikipedia.org/wiki/Blood%?2...0f _human_blood. License: CC BY-SA: Attribution-
ShareAlike Human Physiology/Blood physiology. Provided by: Wikibooks. Located at:
en.wikibooks.org/wiki/Human_Composition. License: CC BY-SA: Attribution-ShareAlike
plasma. Provided by: Wiktionary. Located at: en.wiktionary.org/wiki/plasma. License:
CC BY-SA: Attribution-ShareAlike glycoprotein. Provided by: Wiktionary. Located at:
en.wiktionary.org/wiki/glycoprotein.

Example cleaned output:

Clotting proteins are primarily produced in the liver. Twelve
proteins, known as "clotting factors," participate in the cascade
clotting process during endothelial injury. One crucial clotting
factor is fibrinogen. Fibrinogen generates fibrin when activated by
thrombin, which forms a mesh that clots blood with the assistance of
a platelet plug. Anticoagulants and fibrinolytics in the plasma, such
as plasmin and heparin, normally break up fibrin clots and inactivate
thrombin. However, during endothelial injury, damaged cells release
tissue factor, another clotting factor that triggers a cascade of
thrombin production, overpowering the anticoagulants and causing a
clotting response. Serum refers to plasma without clotting factors.
Serum still contains albumin and globulins, which are often referred
to as serum proteins.

Figure 3: OCR converts a scanned PDF into text. ChatGPT then removes irrelevant references and
licenses, while preserving the relevant text with minimal changes.
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Figure 8: We compare the performance of Contextual Fine-Tuning (CFT), Continued Pre-
training (CPT), and Negative Contextual Fine-Tuning (NEG-CFT) in learning new function
classes—polynomial combination (Figure 4 and 5) and multiple linear relationships (Figure 6 and
7). Figure 4 and Figure 6 show that CFT achieves lower training loss and faster convergence than
CPT and NEG-CFT. Figure 5 and Figure 7 depict the normalized squared error versus the number of
in-context examples at test time, averaged over 1,280 random prompts; CFT attains lower errors even

with fewer examples.

FiQA

Causal 20  Multifin

Llama 2 7B F1

S F Average

Chat (CFT) | 67.69
Chat (-CFT) | 59.53

90.17 46.01 67.96
90.16 43.96 64.55

FiQA

Causal 20 Multifin

Llama 2 13B F1

5 F Average

Chat (CFT) | 70.55
Chat (-CFT) | 60.60

89.87 50.94 70.45
90.13 53.45 68.06

Figure 9: Financial Benchmarks (Zero-shot). This table presents the impact of negative
contextual prompts on financial benchmarks. It shows a notable performance drop for the

AZSET — _3.41%, and a smaller yet significant reduction

7B model, with a decrease of %A S5
for the 13B model at —2.39%.
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