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Abstract

The Retrieval-Augmented Generation (RAG)001
approach enhances question-answering sys-002
tems and dialogue generation tasks by inte-003
grating information retrieval (IR) technologies004
with large language models (LLMs). This strat-005
egy, which retrieves information from external006
knowledge bases to bolster the response ca-007
pabilities of generative models, has achieved008
certain successes. However, current RAG meth-009
ods still face numerous challenges when deal-010
ing with multi-hop queries. For instance, some011
approaches overly rely on iterative retrieval,012
wasting too many retrieval steps on compound013
queries. Additionally, using the original com-014
plex query for retrieval may fail to capture con-015
tent relevant to specific sub-queries, resulting016
in noisy retrieved content. If this noise is not017
managed, it can lead to the problem of noise ac-018
cumulation. To address these issues, we intro-019
duce HANRAG, a novel heuristic-based frame-020
work designed to efficiently tackle problems of021
varying complexity. Led by a powerful reve-022
lator, it routes queries, decomposes them into023
sub-queries, and filters noise from retrieved024
documents. This enhances the system’s adapt-025
ability and noise resistance, making it highly ca-026
pable of handling diverse queries. We compare027
the proposed framework against other leading028
industry methods across various benchmarks.029
The results demonstrate that our framework ex-030
hibits superior performance in both single-hop031
and multi-hop question-answering tasks. We032
will release the code and benchmark after this033
paper is accepted.034

1 Introduction035

Benefiting from the rapid development of large036

language models (LLMs) (OpenAI et al., 2024;037

Grattafiori et al., 2024; Bai et al., 2023; Choi et al.,038

2024; DeepSeek-AI et al., 2024) in recent years,039

various natural language processing tasks, includ-040

ing text summarization (Basyal and Sanghvi, 2023;041

Fang et al., 2024) and query answering (QA) (Pa-042
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Figure 1: Comparison of retrieval methods for Compound
queries and Complex queries. A Complex query is composed
of multiple sub-queries with strong logical reasoning relation-
ships; in contrast, the sub-queries of a Compound query are
almost independent. Synchronous retrieval is necessary for
the former, while asynchronous retrieval is more efficient for
the latter.

tel et al., 2024; Balepur et al., 2025), have been 043

effectively addressed. However, LLMs, which are 044

trained on large amounts of text data, inevitably 045

encounter some issues, such as outdated training 046

data leading to problems with the timeliness of 047

generated results (Zhu et al., 2024), as well as 048

factual inaccuracies due to errors in the training 049

corpus. (Huang et al., 2025) 050

To address the issue of generating incorrect 051

results solely relying on the internal knowledge 052

of LLMs, researchers have proposed Retrieval- 053

Augmented Generation (RAG) techniques (Gao 054

et al., 2024; Fan et al., 2024; Edge et al., 2024; Yan 055

et al., 2024). These techniques leverage informa- 056

tion retrieval from external knowledge sources and 057

integrate the retrieved information into prompts to 058

help generate more accurate answers to queries. 059

However, most of the current research focuses on 060

single-hop queries, with relatively few studies ad- 061

dressing the more exploratory multi-hop queries. 062

Among the few RAG methods designed to tackle 063

multi-hop queries, there are still significant chal- 064
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lenges.065

C1: Excessive dependence on iterative re-066

trieval. Most research on multi-hop queries tends067

to focus on solving complex queries (Jiang et al.,068

2025; Shao et al.; Jeong et al., 2024; Trivedi et al.,069

2023; Gan et al., 2024), often overlooking a more070

common type of problem: compound queries.071

Compared to complex queries, compound queries072

typically seek answers to multiple aspects of a sin-073

gle subject, with the answer consisting of multiple074

facts. To the best of our knowledge, previous RAG075

systems that address multi-hop queries have almost076

all used iterative retrieval to solve compound multi-077

hop queries. This results in multiple rounds of078

alternating retrieval and generation, which is inher-079

ently inefficient.080

C2: Irrational querying. Many methods use081

the original query, or the user input query, as the082

basis for multiple retrieval rounds. This often leads083

to difficulties in retrieving the relevant informa-084

tion needed to answer sub-queries for more com-085

plex queries, such as those with three or more086

hops, thereby weakening the system’s overall per-087

formance when answering the original query. Effi-088

cientRAG (Zhuang et al., 2024), while taking into089

account the review of outstanding questions during090

each retrieval, cannot accurately determine which091

issues need to be addressed next based solely on092

the original query and the refined chunk content.093

C3: Noise Accumulation. The absence of post-094

processing operations on retrieved content can lead095

to large language models (LLMs) receiving noise096

information that is irrelevant to the original query.097

In iterative retrieval processes, each round typically098

necessitates the extraction of numerous documents,099

inevitably introducing extraneous noise that can100

significantly hinder the performance of subsequent101

LLMs. Therefore, without training the LLM, an102

effective information retrieval system must pos-103

sess robust noise resilience. However, current ap-104

proaches (Xu et al.; Wang et al.) predominantly105

employ overly fine-grained methods to filter con-106

tent at the character or word level, which results in107

inefficiencies within the overall system operation.108

To address the aforementioned challenges, this109

paper proposes a novel framework called HAN-110

RAG. At its core is a robust and versatile master111

agent named "Revelator," which orchestrates the112

process by routing diverse queries, decomposing113

compound problems, refining complex questions,114

and adaptively resolving real-world challenges. To115

tackle challenge C1, we introduce a previously un-116

explored pathway during query routing, leveraging 117

parallel retrieval mechanisms to resolve compound 118

questions more efficiently. This enhancement sig- 119

nificantly improves the overall effectiveness of the 120

RAG system. Furthermore, we constructed a bench- 121

mark composed of 2- to 4-hop compound problems 122

to evaluate our system’s performance in handling 123

multi-step queries. For challenge C2, we imple- 124

mented an iterative process wherein the system re- 125

fines "seed questions"—the sub-questions derived 126

from existing information that need to be answered 127

at each step. These seed questions guide subse- 128

quent retrieval rounds, and the process continues 129

iteratively until the original query is resolved. To 130

address challenge C3, we leverage Revelator to 131

evaluate the relevance of each retrieved document 132

to the query. This enables us to filter out irrelevant 133

content and pass only the most accurate and perti- 134

nent information to the LLM for answering each 135

iteration’s seed question. 136

In summary, our key contributions can be sum- 137

marized as follows: 138

1. We propose a novel, revelator-driven RAG 139

framework with robust noise resistance and excep- 140

tional adaptive capabilities, referred to as Heuristic 141

Accurate Noise-resistant RAG (HANRAG). 142

2. We introduce a high-performance heuristic 143

training method for the revelator, which results in 144

a remarkable heuristic model that routes queries, 145

and handles different types of multi-hop queries. 146

Furthermore, we provide a benchmark comprising 147

compound multi-hop queries. 148

3. Experimental results show that our proposed 149

framework not only performs excellently on multi- 150

hop benchmarks but also achieves impressive per- 151

formance on single-hop benchmarks. 152

2 Related work 153

Multi-hop Query Answering (QA) is an open- 154

domain query answering paradigm designed for 155

complex reasoning tasks (Mavi et al., 2024; Trivedi 156

et al., 2019). Its core feature lies in requiring 157

the query answering system to iteratively retrieve 158

distributed knowledge sources through a multi- 159

step reasoning chain, ultimately deriving entailed 160

answers (Jiang et al., 2025; Shao et al.). This 161

raises higher performance demands for the QA sys- 162

tem, which must continually interleave between 163

retrieval, generation, and termination judgment 164

processes. The system must also analyze implicit 165

cross-document relationships to derive the correct 166
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answer to the original query. This multi-document167

answer retrieval approach overcomes the limita-168

tions of traditional single-hop QA, which is con-169

fined to a single document.170

The typical workflow of multi-hop QA involves171

three core components: an embedding-based re-172

triever, an answer generator, and a discriminator173

to determine whether further retrieval is neces-174

sary (Ribeiro et al., 2022; Liu et al., 2024; Zhuang175

et al., 2024). The retriever’s primary function is176

to retrieve relevant documents from an external177

knowledge base based on the query. The generator178

then uses the retrieved documents to formulate an179

answer to the query. The discriminator then as-180

sesses whether further retrieval is needed. If the181

original query has been sufficiently answered, no182

further retrieval is required; otherwise, additional183

retrieval is triggered.184

Compared to single-hop QA systems (Zhu et al.,185

2021; Chen et al., 2024; Nian et al., 2024), the key186

challenges in multi-hop QA include the accuracy187

of cross-domain information retrieval, the lack of188

strong reasoning capabilities in generation models,189

and the noise accumulation from multiple retrieval190

iterations.191

Iterative Retrieval-Augmented Generation192

(Iterative RAG), also known as Recursive193

Retrieval-Augmented Generation (Recursive194

RAG) (Jiang et al., 2025; Shao et al.), is an195

advanced mode of the traditional RAG framework,196

optimizing the final output through dynamic197

interaction between multiple rounds of retrieval198

and generation. The core of this method lies in199

expanding the single "retrieve-generate" cycle into200

a recursive process: after the initial generation of201

preliminary results, the system adjusts its retrieval202

strategy based on the generated content (such203

as rephrasing the original query, expanding the204

retrieval scope, or deciding whether to continue205

retrieving). This allows the system to acquire206

more precise contextual information from external207

knowledge bases and iteratively generate more208

refined answers. This approach is particularly209

effective for complex, multi-step queries (e.g.,210

medical diagnoses, mathematical reasoning, etc.),211

addressing the fragmentation or information gaps212

that arise from the limitations of single-pass213

retrieval in traditional RAG. By allowing multiple214

rounds of self-correction, it significantly improves215

the coherence and factual accuracy of answers,216

making it a key technological path towards217

achieving human-like reasoning in intelligent218

query-answering, conversational systems, and 219

expert tools. 220

Adaptive Retrieval is a method that dynami- 221

cally adjusts the retrieval strategy based on the 222

complexity of the user’s query. Unlike traditional 223

fixed retrieval models, it analyzes the user’s query 224

and automatically selects a retrieval path, opti- 225

mizing the scope, depth, and granularity of the 226

search. ADAPT-LLM (Labruna et al., 2024) and 227

Self-RAG (Asai et al., 2023) introduce the idea of 228

adding a special token to indicate that the LLM’s 229

internal knowledge alone cannot answer the user’s 230

query, necessitating the retrieval of external knowl- 231

edge to assist in the response. This real-time 232

retrieval-based approach aligns more closely with 233

human thought processes. However, the delays 234

caused by retrieval can significantly impact the 235

efficiency of generating answers. (Mallen et al., 236

2022) proposes a binary decision framework that 237

labels queries based on the frequency of entities 238

within the query to determine whether retrieval is 239

necessary. While this simple classification method 240

works for basic queries, it struggles to handle more 241

complex multi-hop tasks. To address this, finer- 242

grained classification methods have been proposed. 243

(Jeong et al., 2024) introduces a framework called 244

Adaptive-RAG, which classifies queries into cate- 245

gories such as straightforward queries, single-step 246

queries, and multi-step queries, each with a dif- 247

ferent retrieval strategy. This approach adapts to 248

all queries, but it shows notable inefficiency when 249

dealing with compound queries. 250

3 Preamble 251

In this section, we will provide detailed definitions 252

of various types of problems and their correspond- 253

ing solutions. 254

For straightforward queries that do not require 255

retrieval, such as identity-related queries like "Who 256

are you?", or general knowledge queries like "Who 257

is the first President of America?", the LLM can 258

directly answer using internal knowledge without 259

external retrieval. Although external knowledge 260

might enrich the answer, it does not affect its ac- 261

curacy. Considering time efficiency, the optimal 262

solution is for the LLM to answer the query di- 263

rectly. 264

For single-step queries, such as "When was 265

Pan Jianwei born?", LLMs often provide incor- 266

rect answers due to incomplete internal knowledge, 267

a phenomenon known as "hallucination." To ad- 268

3



dress such queries, external knowledge must be269

retrieved to ensure the accuracy of the generated270

response. Traditional RAG techniques typically271

use a single-step retrieval to answer such queries,272

as described in A.1.273

Compound queries, such as "When is the birth-274

date of Michael F. Phelps? When did he retire?"275

typically ask about multiple attributes of a single en-276

tity. This implies that the answers to these queries277

contain multiple pieces of information, which may278

need to be addressed separately. When answering279

such queries, the query is often decomposed, and280

each sub-query is treated as an individual retrieval281

task. The corresponding formula is as follows:282

q1, q2, ...qn = Decomposer(Q) (1)283

ŷ1 = LLM(q1, topk(Retriever(q1, D))) (2)284

... (3)285

ŷn = LLM(qn, topk(Retriever(qn, D))) (4)286

287

ŷ = LLM(Q, q1, ŷ1, q2, ŷ2, ..., qn, ŷn)
(5)288

Here, qn represents the sub-queries derived from289

the original query through decomposition, ŷn is the290

answer generated for each sub-query qn through291

retrieval and generation, and ŷ is the final answer292

to the original query. This is achieved by simul-293

taneously inputting the original query Q, all sub-294

queries qn, and the corresponding predictions ŷn295

into the LLM to generate the final response.296

The issue of complex queries arises in queries297

like "Who succeeded the first President of298

Namibia?". Those queries involve closely con-299

nected sub-queries that require complex logical300

reasoning to derive the right answer. To answer301

such queries, one must first refine the seed query,302

and after answering the first seed query, rephrase303

the remaining queries. Then, the next seed query304

is refined from the remaining ones, and this iter-305

ative process of alternating between retrieval and306

generation continues until the final answer is ob-307

tained. The formula for this process is expressed308

as follows:309

q1 = Refiner(Q) (6)310

ŷ1 = LLM(q1, topk(Retriever(q1, D))) (7)311

... (8)312

ŷn = LLM(qn, topk(Retriever(qn, D))) (9)313

where q1 and qn represent the first sub-query and314

the final sub-query for retrieval; Similarly, ŷ1 and315

ŷn denote the initial prediction and final prediction 316

made by the LLM for this initial sub-query 317

4 Methdology 318

In this section, we provide a detailed introduction to 319

the proposed general RAG framework, HANRAG. 320

This framework demonstrates impressive adaptive 321

capabilities across diverse query patterns. 322

Algorithm 1 algorithm of ANRAG

Require: Retriever, Revelatorrel,LLM
Input: Q: Query, D: Passage collections
Output: top3 relevant passages for Q

1: Dtop10← Retriever(Q, D)
2: Drel ← Revelatorrel (Q, Dtop10)
3: return LLM(Drel)

4.1 Framework 323

The overall framework of HANRAG is illustrated 324

in Figure 2. It leverages a multifunctional mas- 325

ter agent, dubbed "Revelator," to guide the en- 326

tire framework in performing precise routing and 327

retrieval, thereby inspiring terminal-level LLMs 328

(Large Language Models) to generate more accu- 329

rate responses. 330

Firstly, the HANRAG framework incorporates 331

a noise-resistant one-step retrieval method named 332

ANRAG, whose workflow is presented in the bot- 333

tom left of Figure 2, with its algorithmic process de- 334

picted in Algorithm 1. Initially, ANRAG employs 335

a Retriever to gather multiple passages relevant 336

to the input query. Then, it uses the Revelator to 337

assess the relevance between retrieved documents 338

and input query. After filtering out unrelated docu- 339

ments, the remaining documents are passed to the 340

LLM to produce final answer. 341

In the face of more dynamic and complex real- 342

world scenarios, the Revelator first routes the 343

query to the appropriate processing chain. Straight- 344

forward questions are routed directly to the LLM 345

for quick response generation. For one-step re- 346

trieval questions, the query is directed to ANRAG 347

for retrieval and answering. 348

For compound questions, the Revelator begins 349

by breaking them down into multiple independent 350

sub-questions. Each sub-question is treated as a 351

single-step retrieval task, which can be effectively 352

resolved through asynchronous execution of the 353

single-step retrieval chain. The results of all sub- 354

questions are then aggregated to form the answer 355

to the original compound question. 356
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Figure 2: Overall framework of HANRAG. The top-left section illustrates the functioning of the router, routing the query to
the correct category. The bottom-left section outlines the workflow of ANRAG, which determines the relevance between the
document and the query, ensuring that only noise-free documents are passed to the generation model. The right-hand section
provides a detailed depiction of how HANRAG handles four different types of queries: Straightforward queries are directly
answered using the LLM; for Single-step queries, ANRAG is employed to derive the answer; Compound queries are addressed
using asynchronous retrieval followed by result merging; and for Complex queries, synchronous retrieval is utilized, alternating
between retrieval, generation, and termination evaluation to produce the final outcome. All functions, apart from the LLM and
the Retriever, are managed by the Revelator module.

For complex questions, the Revelator orches-357

trates an iterative retrieval process. It firstly re-358

fines a "seed question" from the complex reasoning359

task—essentially the first sub-question that needs360

to be answered, as its response is a prerequisite361

for addressing subsequent sub-questions. After362

deriving the seed question’s answer through AN-363

RAG, the Revelator evaluates whether the answer364

provides sufficient information to resolve the origi-365

nal complex question. If sufficient, the iterative366

process halts. If not, further iterations are per-367

formed until the solution to the original question is368

achieved.369

In summary, the Revelator serves as the master370

agent that orchestrates and drives the entire frame-371

work with remarkable efficiency and precision. At372

the outset, it performs adaptive query routing, in-373

telligently directing user queries to the most ap-374

propriate processing chain based on the nature and375

complexity of the request. Equipped with a built-376

in ability to decompose compound questions into377

manageable components and refine critical sub-378

questions, the Revelator can ensure that each query379

receives targeted and context-aware processing. Af-380

ter retrieving relevant information, the Revelator381

further filter out noise, ensuring that only the most 382

pertinent documents are passed along for further 383

processing. By combining adaptive query handling, 384

sophisticated decomposition techniques, and rigor- 385

ous post-retrieval refinement, the Revelator plays 386

an indispensable role in this framework. 387

4.2 Data construction for Revelator 388

To enhance the performance of the entire frame- 389

work, we have constructed a series of high-quality 390

datasets to train the various capabilities of the Rev- 391

elator. For Routing, the data format is <Q, CLS>. 392

We collect four types of queries as training data. 393

For straightforward queries, we use 9,741 samples 394

from (Talmor et al., 2019). 395

For single-step retrieval queries, we source data 396

from two different origins: the first part comes 397

from training data in single-step QA datasets like 398

Natural Questions (Kwiatkowski et al., 2019), and 399

the second part comes from multi-hop QA datasets 400

like Musique (Trivedi et al., 2022), which contain 401

all sub-queries that make up the complex query. We 402

sample 50,000 from that. For multi-hop complex 403

queries, we directly sample 50,000 data from the 404

MuSiQue training data. For multi-hop compound 405
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queries, the data construction process can be found406

in B.2407

Algorithm 2 algorithm of HANRAG

Require: Revelator, LLM
Input Q: Query, D: Passage collections
Output: Prediction

1: cls← Revelator(Q)
2: if cls == straightforward then
3: return LLM(Q)
4: else if cls == single then
5: return ANRAG(Q, D)
6: else if cls == compound then
7: q1, q2,..., qn← Revelator(Q)
8: for i = 1; i <= n; i++ do
9: ŷi← ANRAG(qi, D)

10: end for
11: return LLM(Q, qi, ŷi,...), i ∈ [1,k]
12: else if cls == complex then
13: is_ending← Revelator(Q,∅)
14: while is_ending == No do
15: qi ← Revelator(Q, qt<i, ŷt<i)
16: ŷi← Revelator(qi, D)
17: end while
18: return LLM(Q, qi, ŷi), i ∈ [1,k]
19: end if

For Decomposition, the data format is <Q, q1,408

q2,...>. we use the aforementioned multi-hop com-409

pound queries and their sub-queries directly as410

training data.411

For Refinement, the data format is <Q, qi>.412

we utilize the detailed reasoning processes in the413

MuSiQue and 2Wiki datasets. Each reasoning step414

serve as a seed query for training the refiner.415

For Relevance Discrimination, we collect <Q,416

D, IS_REL> sample pairs as training data. Here,417

<Q, D> includes queries from single-hop bench-418

marks along with their corresponding corpora,419

as well as sub-queries from complex multi-hop420

benchmarks and their corpora. Using Qwen2-72B-421

instruct for relevance annotation, we can obtain <Q,422

D, Rel> pairs.423

For Ending Discrimination, the data format is424

<Q, q1, ŷ1,..., IS_ENDING>, we similarly synthe-425

size using the reasoning processes contained in the426

MuSiQue and 2Wiki datasets. We consider the sub-427

query and answer from the last hop as the basis for428

determining the completion of the original query,429

meaning no further retrieval is needed. Conversely,430

the sub-queries and answers from previous hops431

are used as an indication that the original query432

is incomplete, necessitating further retrieval. This 433

approach is used to synthesize the training data for 434

the Ending discriminator. 435

Additionally, it is important to note that there is 436

no overlap between our training and testing data. 437

This ensures the validity and authenticity of the 438

evaluation. 439

5 Experiments 440

Datasets. To validate the effectiveness and effi- 441

ciency of the method we proposed, we conducted 442

evaluations on a variety of benchmarks, including 443

three single-hop query datasets, three multi-hop 444

complex query datasets, and one multi-hop query 445

compound dataset that we introduced. 446

For the single-hop query datasets, we used the 447

same benchmarks as (Jeong et al., 2024), includ- 448

ing SQuAD v1.1 (Rajpurkar et al., 2016), Natural 449

Questions (Kwiatkowski et al., 2019), and Trivi- 450

aQA (Joshi et al., 2017). 451

For the multi-hop query datasets, we followed 452

the configuration from (Jeong et al., 2024), which 453

includes HotpotQA (Yang et al., 2018), 2WikiMul- 454

tihopQA (Ho et al., 2020), and MuSiQue (Trivedi 455

et al., 2022). 456

A detailed description of the construction pro- 457

cess of the compound benchmark can be found in 458

the supplementary materials B.1. 459

Methods. We conduct a comprehensive com- 460

parison of the proposed HANRAG with various 461

methods, including 1) a method that directly gener- 462

ates answers via Large Language Models (LLMs) 463

without retrieval; 2) a single-step retrieval method 464

designed for addressing single-hop queries, specif- 465

ically utilizing BM25 (Robertson et al., 1994) as 466

the retriever to obtain the top 5 documents relevant 467

to the query to assist LLMs in generating answers; 468

3) an iterative retrieval method IRCoT (Trivedi 469

et al., 2023) for tackling complex queries; and 470

4) several adaptive methods such as Adaptive Re- 471

trieval (Mallen et al., 2022), self-RAG (Asai et al., 472

2023), and Adaptive-RAG (Jeong et al., 2024). The 473

goal is to demonstrate the versatility and generaliz- 474

ability of the proposed method. The ablation study 475

can be found in E. 476

Metrics. We primarily evaluate two aspects: 477

effectiveness and efficiency. For effectiveness, we 478

leverage EM, F1, and accuracy (Acc) as evaluation 479

metrics. EM indicates whether the ground truth is 480

exactly equal to the prediction, F1 measures the 481

overlap of words between the ground truth and 482
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prediction, and Acc denotes whether the ground483

truth is included in the prediction.484

For evaluating efficiency, we use the number of485

steps as a metric, defined as the number of retrieval-486

generation cycles required to resolve a given query.487

Implementation Details. For both single-hop488

and multi-hop benchmarks, we follow the process-489

ing approach outlined in (Jeong et al., 2024) to490

create the training, development, and test datasets.491

We apply BM25 as the Retriever. For the Reve-492

lator and LLM generator, we use the llama-3.1-493

8b-instruct model (Grattafiori et al., 2024). The494

Revelator requires fine-tuning due to the complex-495

ity of its tasks, whereas the LLM generator does not496

need additional training. We also align our setup497

with Adaptive-RAG (Jeong et al., 2024) by using498

FLAN-T5-XL (3B) (Raffel et al., 2019) for both499

the Revelator and LLM generator, conducting an500

additional experiment to ensure fairness. Training501

configurations can be found in D.502

6 Results503

The experimental results show that HANRAG504

achieves efficiency and effectiveness for all types505

of queries, especially in terms of accuracy (Figure506

3). The specific analysis is as follows.507

Effect and Efficiency of single-hop dataset.508

The performance of HANRAG and all compar-509

ative methods on the single-hop dataset is pre-510

sented in Table 1. As can be observed, HAN-511

RAG achieves optimal results across all benchmark512

evaluation metrics. Specifically, HANRAG outper-513

forms Adaptive-RAG by margins of 12.2%, 6.83%,514

and 20.13% on the EM, F1, and Accuracy met-515

rics, respectively. This advantage can be attributed516

to the ability of the Revelator to filter out a sig-517

nificant portion of noisy retrievals. The presence518

of noise in retrieved content is a common chal-519

lenge faced by vector-based retrieval methods or520

BM25. However, the Revelator, equipped with a521

strong semantic understanding capability, can ef-522

fectively evaluate the relevance between each doc-523

ument and the original query, ensuring that more524

accurate documents are passed to the generation525

model. The results of the relevance discrimina-526

tor ablation experiments and detailed case studies527

further support this conclusion. Additionally, the528

steps metric—representing the average number of529

retrieval steps—can be reduced by approximately530

0.13 on average across the three datasets as shown531

in Figure 3. This improvement stems from the532

1.11
1 1.08

2.45

3.07

2.31

1.37

1
1.23

3.22

3.55

2.63

0

0.5

1

1.5

2

2.5

3

3.5

4

0

10

20

30

40

50

60

70

80

SQuAD Natural Questions TriviaQA Musique HotpotQA 2WikiMultihopQA

St
ep

s

Ac
c

Acc_HanRag Acc_AdaptiveRag Steps_HanRag Steps_AdaptiveRag

Figure 3: Comparison of retrieval methods for Single and
Complex queries.

Revelator’s robust adaptability, which allows it to 533

precisely route single-hop questions to single-step 534

retrieval pathways, thereby avoiding unnecessary 535

multi-step retrieval processes. 536

Effect and efficiency of complex queries. 537

HANRAG also demonstrates exceptional perfor- 538

mance, as shown in Table 2. Across the three 539

complex-problem datasets, HANRAG consistently 540

outperforms Adaptive-RAG on the EM, F1, and 541

Accuracy metrics, with average improvements of 542

6.67%, 6.34%, and 16.17%, respectively. This per- 543

formance gain is attributed to the guidance role pro- 544

vided by the Revelator throughout the iterative re- 545

trieval process. The Revelator effectively identifies 546

the next sub-question that needs to be addressed 547

and, after thoroughly understanding the documents 548

retrieved by the Retriever, retains only those that 549

are relevant to answering the question. This signif- 550

icantly minimizes the interference of noisy docu- 551

ments in the overall generation process, prevent- 552

ing the accumulation of noise over multiple re- 553

trieval steps. For efficiency, compared to Adaptive- 554

RAG, HANRAG reduces the average number of 555

retrieval steps by 0.52, saving both time and com- 556

putational resources for each complex problem 557

as shown in Figure 3. This improvement is at- 558

tributed to the Revelator’s precise judgment after 559

each retrieval-generation cycle, accurately deciding 560

whether further retrieval is necessary. Such an effi- 561

cient approach underscores HANRAG’s potential 562

for broader applicability in real-world scenarios. 563

Effect and efficiency of multi-hop compound 564

queries, we compare our proposed HANRAG with 565

Adaptive-RAG on the compound query dataset we 566

have built. Since the ground truth for such queries 567

involves multiple entities, we use Accuracy and 568

Steps as evaluation metrics for effectiveness and 569

efficiency, respectively. The calculation method 570

involves splitting the ground truth of each query 571
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Table 1: Results on single-hop benchmark. Bold and underlined text indicate the optimal and suboptimal results
(excluding "Steps" in "No retrieval").

Methods
SQuAD Natural Questions TriviaQA

EM F1 Acc Steps EM F1 Acc Steps EM F1 Acc Steps

No retrieval 3.60 10.50 5.00 0.00 14.20 19.00 15.60 0.00 25.00 31.80 27.00 0.00

Single-step Approach 27.80 39.30 34.00 1.00 37.80 47.30 44.60 1.00 53.60 62.40 60.20 1.00

IRCoT (ACL 2023) 24.40 35.60 29.60 4.52 38.60 47.80 44.20 5.04 53.80 62.40 60.20 5.28

Adaptive Retrieval (ACL 2023) 13.40 23.10 17.60 0.50 28.20 36.00 33.00 0.50 38.40 46.90 42.60 0.50

Self-RAG (ICLR 2024) 2.20 11.20 18.40 0.63 31.40 39.00 33.60 0.63 12.80 29.30 57.00 0.63

Adaptive-RAG (NAACL 2024) 26.80 38.30 33.00 1.37 37.80 47.30 44.60 1.00 52.20 60.70 58.20 1.23

HANRAG 39.80 39.76 57.80 1.11 56.40 49.12 69.20 1.00 57.20 62.21 69.20 1.08

HANRAG-Fair 32.60 44.90 53.80 1.13 50.50 54.40 64.80 1.06 52.40 60.90 63.60 1.11

Table 2: Results on multi-hop benchmark. Bold and underlined text indicate the optimal and suboptimal results
(excluding "Steps" in "No retrieval" and "single-step" methods).

Methods
Musique HotpotQA 2WikiMultihopQA CompoundMultihop

EM F1 Acc Steps EM F1 Acc Steps EM F1 Acc Steps Acc Steps

No retrieval 2.40 10.70 3.20 0.00 16.60 22.71 17.20 0.00 27.40 32.04 27.80 0.00 – –

Single-step Approach 13.80 22.80 15.20 1.00 34.40 46.15 36.40 1.00 41.60 47.90 42.80 1.00 – –

IRCoT (ACL 2023) 23.00 31.90 25.80 3.60 44.60 56.54 47.00 5.53 49.60 58.85 55.40 4.17 – –

Adaptive Retrieval (ACL 2023) 6.40 15.80 8.00 0.50 23.60 32.22 25.00 0.50 33.20 39.44 34.20 0.50 – –

Self-RAG (ICLR 2024) 1.60 8.10 12.00 0.73 6.80 17.53 29.60 0.73 4.60 19.59 38.80 0.73 – –

Adaptive-RAG (NAACL 2024) 23.60 31.80 26.00 3.22 42.00 53.82 44.40 3.55 40.60 49.75 46.40 2.63 52.13 2.76

HANRAG 29.80 36.60 43.20 2.45 49.20 58.90 61.30 3.07 47.20 58.90 60.80 2.31 71.76 1.24

HANRAG-Fair 26.80 34.10 39.20 2.86 46.90 56.40 58.80 3.19 45.40 55.30 57.60 2.39 64.30 1.68

into multiple entities, treating each entity present572

in the prediction as a positive sample, and calcu-573

lating accuracy accordingly. The results are shown574

in Table 2. It is evident that HANRAG exceeds575

Adaptive-RAG in accuracy by 19.63%, and HAN-576

RAG shows a significant reduction of steps by577

nearly 1.5 compared to Adaptive-RAG. These re-578

sults suggest that HANRAG demonstrates strong579

performance in both decomposing and answering580

sub-queries, while efficiently resolving compound581

queries without the need for excessive iterative re-582

trieval.583

Ablation Study. Furthermore, the ablation study584

on the various functionalities of Revelator demon-585

strates that the performance of HANRAG decreases586

when any single module is removed while solving587

complex problems. Notably, the absence of the Re-588

finer leads to a significant drop of 10% in overall589

accuracy, highlighting the importance of extracting590

seed problems in addressing complex issues. For591

detailed results, please refer to the appendix E.592

7 Conclusion593

In this paper, we provide a more detailed classifi-594

cation of multi-hop queries, including compound595

and complex queries, and propose a highly adap-596

tive RAG framework, HANRAG. This framework 597

leverages a "Master Agent" called the Revelator, 598

which as a Router precisely routes any query to 599

the corresponding chain of reasoning for targeted 600

resolution. After accurately routing all types of 601

queries, we use the Revelator as a Decomposer 602

to decompose compound queries into sub-queries, 603

then parallelly retrieve and generate answers for 604

each sub-query, ultimately aggregating them to 605

form the final answer. For complex queries, the 606

Revelator is employed as an refiner to refine seed 607

queries, followed by retrieval and generation of 608

answers for these seed queries. Through an alter- 609

nating process of seed query refinement, retrieval, 610

generation, and ending judgment, we progressively 611

arrive at the final solution. Additionally, we in- 612

troduce a high-performance Relevance discrimi- 613

nator, designed to assess the relevance of docu- 614

ments retrieved by the Retriever to the query at 615

hand, thereby enabling effective filtering of noise 616

documents. By constructing high-quality training 617

data and employing multi-task learning, the func- 618

tionalities of the above modules are integrated into 619

Revelator, we ensure that HANRAG outperforms 620

several SOTA methods in comparative evaluations, 621

establishing itself as the latest SOTA approach. 622
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8 Limitations623

Although our proposed HANRAG demonstrates624

state-of-the-art capabilities across various scenar-625

ios, including compound and complex queries, the626

need to construct corresponding training data for627

each agent increases the cost of practical applica-628

tions. In future work, we aim to address these629

issues by developing a more lightweight and high-630

performance RAG system.631
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A Formulas855

A.1 Single-step Retrieval856

The formula for Single-step Retrieval as follows:857

Dk = topk(Retriever(Q,D)) (10)858

859
ŷ = LLM(Q,Dk) (11)860

Here, Q represents the user’s input query; D861

denotes the external knowledge base, which is862

typically composed of authoritative documents;863

Retriever is a model used to retrieve relevant in-864

formation from the external knowledge base, often865

implemented by embedding models; Dk represents866

the fixed number of documents selected from re-867

trieved documents, which are then input into the868

LLM; ŷ indicates the result generated by the LLM.869

A.2 Ending discriminator870

The formula for Ending discriminator as follows:871

is_ending = discriminatorend(Q, q1, ŷ1, q2, ŷ2, ...)
(12)872

is_ending indicates whether the iterative process873

has ended. A value of 0 means that the iterative874

retrieval-generation process will continue, while a875

value of 1 means that the current reasoning step876

is sufficient to answer the original complex query,877

and no further retrieval-generation is needed.878

Q represents the original complex reasoning879

query, qk represents the k-th seed query generated880

during the retrieval process, and ŷk represents the881

predicted answer to the sub-query qk.882

A.3 Relevance discriminator883

The formula for Relevance discriminator as fol-884

lows:885

is_rel = discriminatorrel(q, d), is_rel ∈ {0, 1} (13)886

is_rel indicates whether the query q is relevant to 887

the retrieved document d. A value of 0 means the 888

document is irrelevant, while a value of 1 means the 889

document is relevant. Relevant documents are re- 890

tained for downstream processing, while irrelevant 891

documents are discarded. 892

B Details of data construction 893

B.1 Compound Queries Benchmark 894

We start by randomly selecting 10,000 entities from 895

the Wikipedia corpus. For each entity, we extract 896

10 corresponding documents to form <ENTITY, 897

DOC> sample pairs. Using the Prompt 15, we 898

request Qwen2-72B-instruct (Yang et al., 2024) 899

to generate a question based on each document, 900

ensuring that the question focuses on the given en- 901

tity and that the answer can be found within the 902

provided DOC. This process results in <ENTITY, 903

DOC, q, a> sample pairs. Then, we randomly com- 904

bine queries via Prompt 16 for the same entity to 905

create 2-4 hop compound questions and their corre- 906

sponding answers <ENTITY, DOCS, Q, A>, from 907

which we sample 50,000 entries as training data, 908

8000 samples for dev and 2000 for test. 909

B.2 Router 910

For Router, the data format is <Q, CLS>. We 911

collect four types of queries as training data. 912

For straightforward queries, we use 12,247 sam- 913

ples from (Talmor et al., 2019). 914

For single-step retrieval queries, we source data 915

from two different origins: the first part comes 916

from training data in single-step QA datasets like 917

Natural Questions (Kwiatkowski et al., 2019), and 918

the second part comes from multi-hop QA datasets 919

like Musique (Trivedi et al., 2022), which contain 920

all sub-queries that make up the complex query. 921

We sample 50,000 from that. 922

For multi-hop complex queries, we directly sam- 923

ple 50,000 data from the Musique training data. 924

For multi-hop compound queries, we extract the 925

queries from the training data in the compound 926

benchmark B.1 to train the Router for directing 927

data to the compound category. 928

B.3 Decomposer 929

For the Decomposer, we directly use the afore- 930

mentioned multi-step parallel retrieval problems as 931

training data. Specifically, we extract the training 932

samples <ENTITY, DOCS, Q, A> from the com- 933

pound benchmark, where Q is the compound query. 934
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Table 3: Additional results on single-hop benchmark.

Methods
SQuAD Natural Questions TriviaQA

EM F1 Acc Steps EM F1 Acc Steps EM F1 Acc Steps

Adaptive-RAG (NAACL 2024) 26.80 38.30 33.00 1.37 37.80 47.30 44.60 1.00 52.20 60.70 58.20 1.23

HANRAG 39.80 39.76 57.80 1.11 56.40 49.12 69.20 1.00 57.20 62.21 69.20 1.08

HANRAG-Oracle 41.7 52.2 59.3 1.0 56.8 61.2 70.7 1.0 58.4 64.5 71.6 1.0

Table 4: Additional results on multi-hop benchmark.

Methods
Musique HotpotQA 2WikiMultihopQA

EM F1 Acc Steps EM F1 Acc Steps EM F1 Acc Steps

Adaptive-RAG (NAACL 2024) 23.60 31.80 26.00 3.22 42.00 53.82 44.40 3.55 40.60 49.75 46.40 2.63

HANRAG 29.8 36.6 43.2 2.45 49.2 58.9 61.3 3.07 47.2 58.9 60.8 2.31

HANRAG-Oracle 31.3 38.2 45.7 2.37 52.9 61.3 65.8 2.91 49.8 62.3 63.6 2.24

We then retrieve the multiple sub-queries that con-935

stitute Q from storage, forming training samples in936

the format <Q, q1, q2, . . . >937

B.4 Refiner938

For the refiner, the MuSiQue and 2Wiki datasets939

contain comprehensive reasoning processes. We940

can use these step-by-step reasoning processes as941

seed problems for training the refiner. Additionally,942

to address the issue of single-step problems being943

incorrectly routed into a multi-step serial process,944

we also include single-step problems as both input945

and output in our training data.946

C Additional Experimental Results947

Router Perfermance. We constructed a test set948

for the Router to evaluate its performance. The949

test set was built as follows: 1) We merged the dev950

and test splits of CommonSenseQA, then randomly951

sampled 1,500 queries to create the straightforward952

question set. 2) Queries from the three single-step953

retrieval test sets were combined to form the single-954

step question set, resulting in 1,500 queries. 3)955

Queries from the three complex problem test sets956

were merged to form the complex question set,957

also totaling 1,500 queries. 4) Lastly, 1,500 queries958

were randomly sampled from the compound prob-959

lem test set to create the compound question set.960

Using the Revelator, we categorized the test set into961

these four distinct types of questions, achieving an962

accuracy of 83.93%.963

In addition to assessing the overall performance964

of our framework, we also evaluated HANRAG965

under ideal conditions — specifically, assuming966

the Router achieves 100% accuracy. We refer to967

this variant as HANRAG-Oracle, and the detailed968

results are presented in the table 3. Compared969

to HANRAG, HANRAG-Oracle shows minor im- 970

provements in the three single-step retrieval test 971

sets, with increases of 1.17% in EM, 1.8% in F1, 972

and 1.8% in Accuracy. The small gains can be 973

attributed to the fact that routing errors contribute 974

minimally to incorrect answers in single-step re- 975

trieval problems. Most errors here stem from re- 976

trieval inaccuracies rather than routing missteps. 977

Regarding the average steps metric, HANRAG- 978

Oracle reduces the steps by only 0.06, primarily 979

because the original Revelator already effectively 980

classified test data without requiring ideal condi- 981

tions. 982

For the three complex benchmarks, the results 983

are shown in the table 4. HANRAG-Oracle 984

achieves slightly higher improvements, increasing 985

EM by 2.6%, F1 by 2.47%, and Accuracy by 3.27%. 986

However, the gains remain limited, mainly due to 987

the generative model’s challenges in following in- 988

structions precisely and its insufficient ability to 989

locate answers within a large scope ("needle-in-a- 990

haystack" scenarios). On the average steps met- 991

ric, HANRAG-Oracle improves by only 0.1. This 992

marginal improvement is attributed to the already- 993

strong routing capabilities of the original Revelator; 994

further enhancement results in diminishing returns 995

due to the effective performance of the baseline. 996

On the compound benchmark, shown as teble 5, 997

HANRAG-Oracle achieves only a modest improve- 998

ment in Accuracy compared to HANRAG, with an 999

increase of just 1.36%. Most of the errors were 1000

caused by misaligned answer formats in the gener- 1001

ated responses, meaning that even enhancing the 1002

Revelator’s routing capabilities could not effec- 1003

tively resolve these issues. Regarding the steps 1004

metric, since all queries were accurately classified 1005

as compound problems, only a single retrieval step 1006
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was needed for each question. As a result, the1007

number of retrieval steps was reduced by 0.24 com-1008

pared to HANRAG. While HANRAG-Oracle did1009

not deliver significant improvements in accuracy,1010

it optimized retrieval efficiency to its best possible1011

level.

Table 5: Results on compound multi-hop benchmark

Methods CompoundMultihop

Acc Steps

Adaptive-RAG 52.13 2.76

HANRAG (ours) 71.76 1.24

HANRAG-Oracle 73.12 1.0

1012

D Implementation details1013

We utilized 8 Nvidia A100 GPUs and trained our1014

model using the LLama-Factory framework (Zheng1015

et al., 2024). To enhance the efficiency of the train-1016

ing process, we applied the LoRA (Hu et al., 2021)1017

method for fine-tuning, training for only one epoch.1018

The initial learning rate was set to 1.0e-4, with1019

the scheduler type configured as cosine. Addition-1020

ally, 10% of the training samples were used for a1021

warm-up phase to ensure a smooth start.1022

E Ablation study1023

To clearly demonstrate the role of each compo-1024

nent in our proposed HARAG, we conduct ablation1025

experiments on the MuSiQue dataset. The exper-1026

imental results are shown in the table below: A

Table 6: Ablation study on MuSiQue

Methods MuSiQue

EM F1 Acc Steps

Adaptive-RAG 23.60 31.80 26.00 3.22

HANRAG (ours) 29.8 36.6 43.2 3.01

-Relevance discriminator 25.2 32.5 37.8 3.06

-Ending discriminator 28.7 35.8 44.3 4.56

-Refiner 24.2 32.4 28.9 4.12

1027

"-" indicates the absence of a particular module.1028

We can observe a decline in performance when the1029

Relevance discriminator module is missing. After1030

examining the reasoning process of the pipeline,1031

we find that much of this performance drop is due1032

to noise, directly confirming the effectiveness of1033

our proposed Relevance discriminator. When the1034

Ending discriminator is absent, there is virtually1035

no noticeable change in the overall framework’s 1036

performance; however, the number of Steps in- 1037

creases to 4.5, which is the maximum retrieval step 1038

limit we set as a hyperparameter. Upon reviewing 1039

the reasoning process, we discover that without 1040

the Ending discriminator, the pipeline continues 1041

retrieval-generation cycles even after obtaining the 1042

final answer. When the refiner is removed, we use 1043

the original query directly for each retrieval round. 1044

The results show that using the original query leads 1045

to inaccurate retrievals, ultimately misleading the 1046

LLM to generate incorrect content. 1047
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F Case study1048

Query: Which English King was married to Edith Swan-Neck, also known as Edith the Fair?
Groundtruth: Harold II

Adaptive-RAG:
Query Type: B ( Single-step Query)
Retrieved Doc1: Edith of Wessex: brother-in-law. Edith was originally named Gytha, but renamed
Ealdgyth (or Edith) when she married King Edward the Confessor. Her brothers were Sweyn (c. 1020 –
1052), Harold (later Harold II) (c. 1022 – 1066), Tostig (c. 1026 – 1066),... but Sweyn was the firstborn
and Harold was the second son.
Retrieved Doc2: Edith Pargeter: Edith Pargeter Edith Mary Pargeter, OBE, BEM (28 September 1913 –
14 October 1995), also known by her n̈om de plumeËllis Peters,... She was educated at Dawley Church of
England School and
Retrieved Doc3: Edith Rigby: Edith Rigby Edith Rigby (n̈éeR̈ayner) (18 October 1872 – 1948) was an
English suffragette and ... She married Dr. Charles Rigby and lived
Input to LLM Generator: Doc1, Doc2, Doc3
LLM Prediction: Edith Mary Pargeter

HANRAG:
Query Type: B ( Single-step Query)
Retrieved Doc1: Edith of Wessex: brother-in-law. Edith was originally named Gytha, but renamed
Ealdgyth (or Edith) when she married King Edward the Confessor. Her brothers were Sweyn (c. 1020 –
1052), Harold (later Harold II) (c. 1022 – 1066), Tostig (c. 1026 – 1066),... but Sweyn was the firstborn
and Harold was the second son.
Retrieved Doc2: Edith Pargeter: Edith Pargeter Edith Mary Pargeter, OBE, BEM (28 September 1913 –
14 October 1995), also known by her n̈om de plumeËllis Peters,... She was educated at Dawley Church of
England School and
Retrieved Doc3: Edith Rigby: Edith Rigby Edith Rigby (n̈éeR̈ayner) (18 October 1872 – 1948) was an
English suffragette and ... She married Dr. Charles Rigby and lived
Input to LLM Generator: Doc1
LLM Prediction: Harold II

Table 7: Comparison between HANRAG and Adaptive-RAG for Single-Step Query. Under the same retrieval
query and retriever, both Adaptive-RAG and HANRAG retrieve the same three documents. However, some of these
documents, such as Doc2 and Doc3, are noisy. Adaptive-RAG passes these noisy documents to the LLM generator,
which results in an incorrect final answer. In contrast, HANRAG effectively filters out the noisy documents (Doc2
and Doc3), preventing them from interfering with the LLM generator and enabling it to produce the correct answer.
To simplify the presentation, only 3 documents are displayed here.
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Query: When did Lionel Cranfield, 3rd Earl of Middlesex succeed his brother James as Earl of Middlesex
and who is his wife?
Groundtruth: 1651 && Rachael

Adaptive-RAG:
Query Type: C ( Complex Query, Synchronous Retrieval )
Step1: retrieval and answer "when did Lionel Cranfield, 3rd Earl of Middlesex succeed his brother James
as Earl of Middlesex?"
Step2: retrieval and answer "who is Lionel Cranfield, 3rd Earl of Middlesex’s wife?"
LLM Prediction: 1651 && Rachael
retrieval steps: 2

HANRAG:
Query Type: D ( Compound Query, Asynchronous Retrieval )
Step1: retrieval and answer "when did Lionel Cranfield, 3rd Earl of Middlesex succeed his brother James
as Earl of Middlesex?"
Step1: retrieval and answer "who is Lionel Cranfield, 3rd Earl of Middlesex’s wife?"
LLM Prediction: 1651 && Rachael
retrieval steps: 1

Table 8: Comparison between HANRAG and Adaptive-RAG for Compound Query. Adaptive-RAG classifies the
original query as a complex query and employs a Asynchronous retrieval approach. It first retrieves and generates the
answer to the first sub-question, and then applies the same process to obtain the answer to the second sub-question.
This results in a total of 2 retrieval steps for the original compound query. In contrast, HANRAG classifies the
original query as a compound query and adopts an asynchronous retrieval approach. It simultaneously retrieves
information for both sub-queries, leveraging a space-for-time trade-off to reduce the overall time required for the
LLM to generate the final answer. To simplify the presentation, only 3 documents are displayed here.
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Query: What is the Danish Football Union an instance of?
Groundtruth: International Federation of Association Football

Adaptive-RAG:
Query Type: C ( Complex Query, Asynchronous retrieval )
Step1: retrieval for "What does the acronym of the organization Danish Football Union is part of stand
for?"
Retrieved Doc1: Lyngby Boldklub: Lyngby Boldklub () is a professional Danish football club founded
in 1921. It is based at Lyngby Stadion in Kongens Lyngby, Denmark. From 1994 to 2001 the club was
known as Lyngby FC. The club has won the Danish championship twice (1983 and 1992) and the Danish
Cup three times (1984, 1985 and 1990).
Retrieved Doc2: Peter Møller: Peter Møller-Nielsen (born 23 March 1972) is ....
Answer round 1: Football association
Step2: retrieval for "What does the acronym of the organization Danish Football Union is part of stand
for?"
Retrieved Doc1: Denmark national futsal team: The Denmark national futsal team is controlled by the
Danish Football Association, the governing body for futsal in Denmark and represents the country in
international futsal competitions, such as the FIFA Futsal World Cup and UEFA Futsal Championship.
Retrieved Doc2: Lyngby Boldklub: Lyngby Boldklub () is,...
Retrieved Doc3: Hobro IK: Hobro IK is,...
Final Answer: UEFA

HANRAG:
Query Type: C ( Complex Query, Asynchronous Retrieval )
Step1: retrieval for "What is the Danish Football Union an instance of?"
Retrieved Doc1: Denmark national futsal team: The Denmark national futsal team is controlled by the
Danish Football Association, the governing body for futsal in Denmark and represents the country in
international futsal competitions, such as the FIFA Futsal World Cup and UEFA Futsal Championship.
hhhhhhhhRetrieved Doc2: Lyngby Boldklub: Lyngby Boldklub, ...
hhhhhhhhRetrieved Doc3: ...
Answer round 1: FIFA
Step2: retrieval for "What does the FIFA stand for?"
Retrieved Doc1: Swiss are fans of football and the national team is nicknamed the ’Nati’. The headquar-
ters of the sport’s governing body, the International Federation of Association Football (FIFA), is located
in Zürich,... is located in Switzerland and is named the Ottmar Hitzfeld Stadium.
hhhhhhhhRetrieved Doc2: Denmark national futsal team: The Denmark national futsal team is controlled by the
Danish Football Association,...
hhhhhhhhRetrieved Doc3: ...
Final Answer: International Federation of Association Football

Table 9: Comparison between HANRAG and Adaptive-RAG for Complex Query
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G Prompt list 1049

You are an expert in English and can see through the essence of any English sentence.
Your current task is to fully understand and analyze the problem I gave you, and decompose the problem
to obtain several sub-problems that constitute the problem. You need to follow the following rules:

Rule 1: Your output must be in json format, which contains only 2 keys. The first key is "thought" which
represents your analysis and thinking process, and the second key is "decomposition" which represents
the list of sub-problems after decomposition;
Rule 2: The question I give you may be the simplest one, that is, it only consists of one question and
cannot be decomposed into other sub-problems. In this case, you only need to return the original question
to me;

Now I will give you some examples to help you better understand and perform this task:
Example-1:
Query: Who was the first president of the United States?
Answer: {"thought": "This question is a very direct and simple question. There is no need to decompose
it. It itself consists of only one sub-problem", "decomposition": ["Who was the first president of the
United States?"]}

Example-2:
Query: What honors has Liu Xiang won and when did he retire?
Answer: {"thought": "This question consists of two sub-questions. On the one hand, it asks about the
honors Liu Xiang has won, and on the other hand, it asks about the time when Liu Xiang retired, so the
original question can be decomposed into two sub-questions.", "decomposition": ["What honors has Liu
Xiang won?", "When did Liu Xiang retire?"]}

Example-3:
Query: What departments are there in Mayo Clinic, and which are the most famous ones?
Answer: {"thought": "This question consists of two sub-questions. On the one hand, it asks about
the department composition of Mayo Clinic, and on the other hand, it asks about which are the most
famous departments of Mayo Clinic, so the original question can be decomposed into two sub-questions.",
"decomposition": ["What departments are there in Mayo Clinic?", "What are the most famous departments
of Mayo Clinic?"]}

Now I will give you a question, please split it strictly according to the above rules and examples:
Query: <your_query>
Answer:

Table 10: Prompt for decomposer train and inference
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You are an expert who is proficient in English and can see through the essence of any English sentence.
Your current task is to fully understand and analyze the question I gave you, and tell me whether it is a
super simple common sense question, a simple single-step search question, a compound question, or a
complex logical reasoning question. I will now give you the definitions of these types of questions:
1. Straightforward question, which means that this question does not require external knowledge to be
queried, and the information you know is enough to answer the question;
2. Single-step question, which means that the information you know cannot answer this question, and you
need to use some external knowledge, such as searching the Internet, asking experts, etc. to answer it, but
you only need to use external knowledge once;
3. Compound question, which means that this question is composed of multiple sub-questions, but these
sub-questions are not related, or the correlation is relatively small, and no complex logical reasoning is
required, but the information you know cannot answer the question, and it needs to be broken down into
several sub-questions and then answered with the help of an external knowledge base;
3. Complex question, which means that this question is composed of multiple sub-questions through
complex logical nesting. There is a very strong logical relationship between these sub-questions. After
decomposition, you still need to get the answer to a sub-question before you can continue to answer other
sub-questions. That is, the answer to sub-question 1 is the prerequisite for sub-question 2.
Your output needs to follow the following rules:
Rule 1: You need to fully understand and analyze the given query and give your answer;
Rule 2: You only need to give the type of question, and other content is prohibited.
Now I will give you some examples to help you better understand and perform this task:
Example-1:
Query: Who is the first President of America?
Answer: straightforward question
Example-2:
Query: Which company acquired Intime Department Store?
Answer: single-step question
Example-3:
Query: What honors did Yao Ming win in the NBA? When did he retire from the NBA?
Answer: compound question
Example-4:
Query: What city is the person who broadened the doctrine of philosophy of language from?
Answer: complex question
Example-5:
Query: What is the scientific classification of conch shells, and what are the common uses of conch shells
in various cultures?
Answer: compound question
Example-6:
Query: In which country was Einstein born?
Answer: straightforward question
Example-7:
Query: Who is Colin Kaepernick and what is his preferred nickname?
Answer: complex question
Example-8:
Query: Where is Pan Jianwei’s ancestral home?
Answer: single-step question
Now I will give you a query. Please fully understand it and output it according to the above example and
strictly abide by the rules:
Query: <your_query>
Answer:

Table 11: Prompt for revelator inference
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You are a linguist, proficient in various literary works, and can easily see through the essence of any
English sentence.
I want to answer a question, which may be a simple question or a very complex question that requires
multiple steps of reasoning to answer. For simple questions, I only need to search once in the search
engine to get the answer; for complex questions, I need to solve them step by step. First, I need to refine
the first seed question that needs to be answered in the complex question, and then I can further answer
the next step of the complex question after answering it. What you need to do is to help me find the seed
question in the question I gave.
I will give you two aspects of content. The first is the complex problem mentioned above. The second is
some solution steps I got after thinking and disassembling, including multiple seed questions refined from
several steps of reasoning, and the answers to these seed questions. Given these two aspects of content,
please help me refine the first seed question that needs to be answered in the complex problem. You need
to abide by the following rules:
Rule 1: If the problem given to you is a complex problem, then what you need to do is to refer to the
thinking process I have completed and help me refine the seed question that needs to be answered next to
this complex problem, that is, the first sub-question that must be answered first to answer this problem;
Rule 2: If the problem given to you is a simple single-step problem, then you only need to output the
original problem intact;
Rule 3: You must not output any other irrelevant content, which is very important;
Rule 4: The several parts of content I give you are "Question" for complex problems, "Thought" for
completed thinking process, if its content is "nothing", it means that there is no completed thinking
process, and "Output" for the content you need to output.

Now I will give you some examples to help you better understand this task:
Example-1:
Question: Where was the director of film Eisenstein In Guanajuato born?
Thought: “‘nothing“‘
Output: Who is the director of the film Eisenstein In Guanajuato?
Example-2:
Question: Who is the first President of America?
Thought: “‘nothing“‘
Output: Who is the first President of America?
Example-3:
Question: Who is the father-in-law of Queen Hyojeong?
Thought:
“‘
**seed query-1**: Who is the husband of Queen Hyojeong?
**answer-1**: Heonjong of Joseon
“‘
Output: Who is the father of Heonjong of Joseon?

Now I will give you a question. You should output according to the above rules and examples. Do not
output any irrelevant content:
Question: <your_query>
Thought:
“‘
<your_thought>
“‘
Output:

Table 12: Prompt for refiner train and inference
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You are a linguist proficient in various literary works.
Your current task is to determine whether the document and the question I provide are related. I will give
you a document and a question. This question is a real user’s inquiry, and the document is content I have
retrieved. The document may or may not be related to the question, so you need to make a judgment.
You must follow these rules:
Rule 1: If the doc is related to question, you must output true; if not, output false.
Rule 2: A very important principle for determining relevance is that if the content of the document can be
used to answer the question, whether it directly answers the question or merely serves as a reference to
answer the question, it should be considered relevant.
Rule 3: You can only output true or false, and nothing else.

Now I will provide you with some examples to help you better understand and perform this task:
Example-1:
Question: Who was the first president of the United States?
Doc: George Washington (February 22, 1732 – December 14, 1799) was the first president of the United
States, serving from 1789 to 1797. As commander of the Continental Army, Washington led Patriot forces
to victory in the American Revolutionary War against the British Empire. He has become commonly
known as the "Father of His Country" for his role in American independence.
Answer: true
Example-2:
Question: What honors has Liu Xiang received, and when did he retire?
Doc: Liu Xiang (born July 13, 1983), born in Shanghai, with ancestral roots in Xihe Village, Dafeng,
Yancheng, Jiangsu, is a Chinese male athlete. He won one Olympic gold medal, six World Championship
medals, and three Asian Games gold medals. He is a two-time world champion and held the 110m hurdles
world record for 23 months, which still stands as the Olympic record.
Answer: true
Example-3:
Question: Who founded the Mayo Clinic?
Doc: The Mayo Clinic is a medical institution located in Rochester, Minnesota, USA, established in 1864.
It has branches in Jacksonville, Florida, and Scottsdale, Arizona, as well as smaller clinics and hospitals
in Minnesota, Iowa, and Wisconsin. It is consistently ranked as the best hospital in the world by major
authoritative reports.
Answer: false

Now, I will provide you with a question and a document. Please strictly follow the above rules and
examples to analyze and output the answer:
Question: <your_query>
Doc: <your_doc>
Answer:

Table 13: Prompt for relevance discriminator train and inference
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You are an expert who is proficient in various fields.
Your current task is to answer the questions I give you based on the documents I give you. The questions
are real questions from users, and the documents are some information related to the questions that you
have retrieved. You must deliver your predictions in the most concise language. For example, if the
answer is a person, just output their name; if the answer is a specific time, simply output the time point; if
the answer is "yes" or "no" just output "yes" or "no".

Now let me give you some examples to help you better understand this task:
Example-1:
Question: Which year did Liu Xiang retire?
Doc1: “‘Liu Xiang (born July 13, 1983), born in Shanghai, with ancestral roots in Xihe Village, Dafeng,
Yancheng, Jiangsu, is a Chinese male athlete. He won one Olympic gold medal, six World Championship
medals, and three Asian Games gold medals. He is a two-time world champion and held the 110m hurdles
world record for 23 months, which still stands as the Olympic record.“‘
Doc2: “‘The Mayo Clinic is a medical institution located in Rochester, Minnesota, USA, established in
1864. It has branches in Jacksonville, Florida, and Scottsdale, Arizona, as well as smaller clinics and
hospitals in Minnesota, Iowa, and Wisconsin. It is consistently ranked as the best hospital in the world by
major authoritative reports.“‘
Doc3: “‘On April 7, In 2015, Liu announced his retirement in a statement posted to his Sina Weibo. He
had not competed since the 2012 Olympic race.“‘
Answer: 2015
Example-2:
Question: Did Nanjing University found in 1958?
Doc1: “‘Nanjing University, located in the ancient capital of China - Nanjing, is one of the oldest and most
prestigious institutions of higher learning in the country. Founded in 1902 as Sanjiang Normal School, it
has since evolved through various transformations to become the comprehensive university we know today.
Renowned for its strong emphasis on academic research and teaching excellence, Nanjing University
offers a wide range of disciplines including humanities, social sciences, natural sciences, engineering, and
medicine.“‘
Doc2: “‘The University of Science and Technology of China (USTC), founded in 1958 in Beijing and later
relocated to Hefei, Anhui Province, is a premier institution dedicated to fostering academic excellence and
innovation. USTC is particularly renowned for its strong emphasis on science and technology education
and research. As one of the key universities under the national Double First-Class University Plan, it has
established itself as a leader in various scientific disciplines including physics, chemistry, life sciences,
engineering, and information technology.“‘
Doc3: “‘Nanjing University stands out for its exceptional academic programs across various fields, with
several disciplines earning national and international acclaim. The university’s Astronomy department is
particularly noteworthy, boasting a rich history and pioneering research in astrophysics, cosmology, and
radio astronomy. Additionally, the Earth Sciences division, including Geology and related fields, is highly
regarded for its comprehensive studies in paleontology, stratigraphy, and tectonic geology.“‘
Doc4: “‘The University of Science and Technology of China (USTC), located in Hefei, Anhui Province,
is renowned for its strong emphasis on science and technology education. Established in 1958, USTC
has been a pioneer in fostering innovation and cutting-edge research in various scientific fields. On the
other hand, the University of Chinese Academy of Sciences (UCAS), with its main campus in Beijing,
focuses on graduate education and high-level scientific research. UCAS, established much later in 2012,
collaborates closely with the Chinese Academy of Sciences, offering students unique opportunities to
engage in advanced research projects under the guidance of leading scientists.“‘

Now I will give you a question and several documents that you need to fully understand before giving
the answer, You only need to output the answer, do not output your thought process or other irrelevant
information:
Question: <your_query>
<your_doc_list>
Answer:

Table 14: Prompt for generator train and inference
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You are a middle school English teacher.
Your task is to refine a question based on the topic and document I give you, and find the answer to this
question from the document. This task is equivalent to building an exam question based on the given
document and around the topic.
You need to follow the following rules:
Rule 1: Your output must be in JSON format, containing two keys. The first one is "Question" which
means the question you asked based on the given document around the given topic, and the second key is
"Answer", which means the answer to the question that can be found directly from the document.
Rule 2: The question you ask must be very simple, and the answer to this question must be answered in a
few words, because you are giving exam questions to low-grade junior high school students, and their
English level can only find the answer to the question in the document.
Rule 3: The question you ask must be able to find the answer directly from the document, and the answer
you give must be a simple entity containing only a few words, because this will be used as the correct
answer to the exam question to calculate the student’s score.

I’ll give you some examples now:
Example1:
Title: Liu Xiang
Doc: Liu Xiang is a legendary Chinese hurdler, widely recognized as one of the greatest athletes in
Chinese sports history. He was born on July 13, 1983, in Shanghai. Liu Xiang rose to international fame
in 2004 when he won the gold medal in the 110-meter hurdles at the Athens Olympics, becoming the
first Chinese male athlete to win an Olympic gold medal in track and field. His victory was historic as he
equaled the world record of 12.91 seconds, set by Colin Jackson.
Output: {"Question": "Which year was Liu Xiang born?", "Answer": "1983"}
Example2:
Title: Yao Ming
Doc: Yao Ming, born on September 12, 1980, is a retired Chinese professional basketball player who
played as a center. Standing at 7 feet 6 inches (2.29 meters) tall, he was one of the tallest players in
the NBA during his career and became a cultural icon both in China and internationally. Drafted by the
Houston Rockets as the first overall pick in the 2002 NBA draft, Yao spent his entire NBA career with the
Rockets from 2002 to 2011.
Output: {"Question": "What sports did Yao Ming play?", "Answer": "basketball"}

Now you need to generate according to the above example, you only need to output one question, please
do not output any other irrelevant content:
Title: <your_title>
Doc: <your_doc>
Output:

Table 15: Prompt for single query construction from wiki corpus
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I will give you several simple questions. Please combine them into a compound question. Since these
questions are all about a certain entity, you need to follow the following rules:
Rule 1: You need to fully understand the given questions and combine them perfectly;
Rule 2: If the given questions cannot be combined, you only need to output "no";
Rule 3: If they can be combined, the combined question must be a compound question, that is, this
question must be about a certain entity and ask about several different aspects of the entity.

Now let me give you some examples for your reference:
Example1:
Simple Question1: “‘When was Arthur’s Magazine first published? “‘
Simple Question2: “‘What is the main focus of Arthur’s Magazine content? “‘
Compound Question: “‘When was Arthur’s Magazine first published, and what is the main focus of its
content? “‘
Example2:
Simple Question1: “‘What frequency does KMBZ-FM broadcast on? “‘
Simple Question2: “‘What music did KMBZ-FM play in 1975? “‘
Simple Question3: “‘What was the share of KMBZ in the Kansas City Arbitron ratings report in February
2011? “‘
Compound Question: “‘What is the broadcasting frequency of KMBZ-FM, what type of music did it play
in 1975, and what was its share in the Kansas City Arbitron ratings report in February 2011? “‘

Now I will give you these simple questions. You must strictly follow the above rules to output them. It is
strictly forbidden to output any other irrelevant content:
<simple_questions>
Compound Question:

Table 16: Prompt for compound queries construction
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