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so long. Would 
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some water? "

Empathetic 
agent

Existing Models Finetuning  Models

Empathetic data
Less empathetic data

Instruction-Free Emotional Need Recognition

Conduct Empathetic Action

[Sit] <sofa>

[Grab] <mug>

Action-level 
empathetic agent

Benchmark 
empathetic agent

Evaluation Training

Figure 1: The EmpathyRobot benchmark is proposed to evaluate and enhance empathetic
actions for robot agents. In a simulated environment, the robot agent observes a scenario and
then performs responsive empathetic actions. For example, there is a person sitting on the sofa and
sighing. Considering the background information, the agent observes this scenario and brings some
water for the person. Meanwhile, our generated EmpathyRobot dataset can also be used to finetune
agents and boost empathetic behaviors.

ABSTRACT

Empathy is a fundamental instinct and essential need for humans, as they both
demonstrate empathetic actions toward others and receive empathetic support.
As robots become increasingly integrated into daily life, it is essential to explore
whether they can provide human-like empathetic support. Although existing emo-
tion agents have explored how to understand humans’ empathetic needs, they lack
to further enable robots to generate empathy-oriented task planning, neglecting
the evaluation of empathetic behaviors. To address this gap, we introduce Em-
pathyRobot, the first dataset specifically designed to benchmark and enhance
the empathetic actions of agents across diverse scenarios. This dataset contains
10,000 samples based on human feedback, encompassing information from vari-
ous modalities and corresponding empathetic task planning sequences, including
navigation and manipulation. Agents are required to perform actions based on
their understanding of both the visual scene and human emotions. To systemat-
ically evaluate the performance of existing agents on the EmpathyRobot dataset,
we conduct comprehensive experiments to test the most capable models. Our
findings reveal that generating accurate empathetic actions remains a significant
challenge. Meanwhile, we finetune an Large Language Model (LLM) on our
benchmark, demonstrating that it can effectively be used to enhance the empa-
thetic behavior of robot agents. By establishing a standard benchmark for evalu-
ating empathetic actions, we aim to drive advancements in the study and pursuit
of empathetic behaviors in robot agents. We will release the code and dataset.

1



054
055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092
093
094
095
096
097
098
099
100
101
102
103
104
105
106
107

Under review as a conference paper at ICLR 2025

1 INTRODUCTION

“No quality of human nature is more remarkable, both in itself and in its conse-
quences, than that propensity we have to sympathize with others, and to receive
by communication their inclinations and sentiments, however different from, or
even contrary to our own.”

— David Hume (Hume, 2000).

Imagine you are terribly sick in a foreign country. You call a cab and go to the hospital alone,
feeling helpless and scared. While waiting anxiously outside, someone notices you, recognizes your
pain, and comes up to you, softly asking if you need a hug. You don’t know this person at all, but
such a simple action makes you feel so much better... Empathy is a fundamental instinct in human
nature. Every person has a need in nature to see the happiness of others (Smith, 2010). Receiving
empathetic support from others enables us to feel understood, valued, and accepted. Recently, as
robots increasingly integrate into daily life (Brohan et al., 2022; Huang et al., 2023; Li et al., 2023b)
and become reliable assistant agents to people (Vicentini, 2021; Breazeal et al., 2016), a natural
question emerges: Can such support come from intelligent robots?

Scientific-wise, studying to what extent robot agents can behave empathetically helps us analyze
how far these current models are from human intelligence. Recent studies show that although these
models are still far from being authentically conscious (Chalmers, 2023), they can exhibit certain
theory of mind abilities (Strachan et al., 2024). By studying how much these models can exhibit
empathetic behaviors, we can understand how far these models are from human-level emotional
intelligence. Application-wise, pushing intelligent agents to exhibit empathy enables them to better
meet human needs and provide empathetic support (Leite et al., 2013; Paiva et al., 2017). Recent
studies show that agents can make people “feel heard,” suggesting they have the potential to offer
emotional and empathetic support to humans (Yin et al., 2024). However, this field has been largely
under-explored. There are no existing benchmarks that can systematically evaluate the ability of
robot agents to conduct empathetic actions. Existing benchmarks primarily focus on the success
rate of completing a given task (Puig et al., 2020; Shridhar et al., 2020) and neglect the aspect of
empathy.

In this paper, we propose “EmpathyRobot,” the first dataset featuring 10,000 samples designed to
evaluate and enhance robotic agents’ ability to perform empathetic actions. We demonstrate the
overview of EmpathyRobot in Figure 1. Our dataset is built upon the VirtualHome simulator (Puig
et al., 2018), a simulated home environment where the agent can perform a wide range of actions,
such as picking up objects, switching appliances on/off, or opening appliances. We design vari-
ous scenarios that involve a person in need of emotional support and let the robot agent generate
empathy-driven task planning in response. Echoing core components of how humans perform em-
pathetic actions (Preston & De Waal, 2002), we design our EmpathyRobot benchmark based on
the following principles: First, the robot agent needs to perceive empathetic cues (i.e., expressions
or situations) from the human. Second, The robot agent engages in an internal affective or cogni-
tive process to understand the scenario, such as determining the person’s feelings and what might
have caused their behavior. Third, the agent converts such process to its internal outcomes, such
as whether it should mirror the person’s emotions and how to take the person’s characteristics into
account. Finally, the robot agent plans and executes a sequence of empathy-driven actions as its
response. Based on these steps, our scenario contains the background of the person, the person’s
actions in the form of a video, and also the person’s language. An example of our scenario can be
found in Figure 2.

After seeing the scenario, the agent takes a series of actions in response. For each data sample, we
present two action sequences and use human feedback to label one as “empathetic” and the other as
“less empathetic”. We then use these labels to systematically develop a set of metrics for evaluating
a model’s empathetic ability. To test this under various conditions, we design four difficulty levels
that input different amounts of information into the model. Comprehensive experiments conducted
on the most capable models, such as GPT-4 (OpenAI, 2023) and Llama 3 (Touvron et al., 2023),
reveal that this benchmark remains challenging for them.

To further demonstrate the practicality of our EmpathyRobot dataset, we train an LLM and test its
performance on the test split. We find that training on our dataset improves the model’s perfor-
mance in exhibiting empathetic behaviors. This suggests that our dataset can not only significantly
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“Whew... Okay, I’ll deal with that right away. Ah... Crunch... Mmm...”

[Run] <cellphone> [Grab] <cellphone>
[Put] <cellphone>  

<nightstand> [Run] <apple> [Grab] <apple>

Possible scenario: Based on the background that the person is a 
CEO and the observed scenario, this person probably receives an 
important business call. She needs to quickly fill her stomach 
and rush to work.
Possible emotion: anxious

[Walk] <mug> [Grab] <mug> [Put] <mug>  <table> [Walk] <apple> [Grab] <apple> [Put] <apple> <table>

“Take it easy. I've brought you 
a mug of water and another 
apple, just in case you need 

them later. I’m here for you.”

Help the person put the paper 
into the folder and then put on 

the bedroom table

Get a mug of water and an 
apple for the person.

Character background:
Personality: Stubborn and determined
Profession: CEO of a tech startup
Hobbies: Jogging and playing chess
Social Relationships: Single, estranged from her family
Life Experiences: Overcame sexism to establish her 
successful company.

2. Internal Empathetic Process

1. Input Scenario

3. Empathetic Outcome

4. Empathetic Action

Since the person is stubborn and 
determined, the robot doesn‘t 
need to make decisions for her 
❌

The person is anxious and in 
need to grab something to eat, 
help her do this quicker by 
bringing her some food ✅

Observation: The person rushes to the cellphone, 
after the phone call, she is in a hurry and rushes to 
grad an apple. The phone call seemed urgent to her.

<get_mug_puton_bedroomtable>, <get_apple_puton_bedroomtable>

Figure 2: An example of our dataset. To complete the challenge, an agent needs to perform four
steps of empathy. (1) Recognize Input Scenario: The scenario contains a character with a personal
background; A video of the character taking actions (e.g., rushing to get the phone and then get the
apples); A language cue of the character (e.g., saying something while performing the actions). (2)
Internal Empathy Process: Based on the video, the language, and the person’s background infor-
mation, the agent goes through a cognitive and affective process to determine the possible causes
and emotional state of the person. (3) Empathy Output: Based on the understanding, the agent
comes up with possible plans to conduct under this scenario. Based on the background, the agent
should reason about which plan meets the empathetic needs of the person the most. (4) Empathy
Action: Finally, the agent outputs a series of grounded and executable empathetic actions and per-
forms them in the environment. More examples of our dataset are shown in Appendix A.2.2.

enhance the robot agent’s ability to generate empathetic responses but also promote future research
on building real-world empathetic robots. Our contributions are summarized as follows:

• We introduce EmpathyRobot, the first dataset tailored for evaluating and enhancing the
empathetic actions of robot agents. Our EmpathyRobot benchmark makes the first attempt
to advance the study of building robot agents that provide empathetic support to humans.

• Our dataset contains 10k samples, encompassing multimodal inputs and corresponding em-
pathetic task planning sequences across diverse scenarios. The dataset generation method
is designed to mimic the human empathy process and can be scaled up automatically.

• We develop a systematic evaluation framework with four levels of empathetic difficulty
settings, conducting comprehensive evaluations on the most capable models. Addition-
ally, we finetune an LLM on our dataset, demonstrating its effectiveness in enhancing the
empathetic behaviors of robotic agents.

2 RELATED WORK

Human-Robot Interaction The study of Human-Robot Interaction (HRI) has a long history
(Goodrich et al., 2008). Prior works have built simulated lab environments to conduct such studies
(Rozo et al., 2016), which greatly limits diversity and generalization. Recently, Watch-And-Help
(Puig et al., 2020) develops a simulated home environment with various objects, and the agent can
perform actions to help the person complete a task. Communicative Watch-And-Help (Zhang et al.,
2023) adds a communicative channel where the agents can interact through language to better per-
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form cooperative actions. However, these works are focused on better task completion (i.e., putting
an apple on the plate) but fail to consider how empathy affects human-robot interactions. We study
how robots can recognize empathetic needs and perform empathetic actions even when no explicit
task instruction is given.

LLM as Social Agent LLMs have shown impressive out-of-box common sense reasoning abilities
(Kim et al., 2023; West et al., 2021) and can even have personalities (Jiang et al., 2024). Recent
works have used LLMs as generative agents (Park et al., 2023) that can plan, reason, and interact
in a simulated environment. Sotopia designs various characters and studies their social intelligence
(Zhou et al., 2023). (Liu et al., 2023b) studies training LLMs to effectively learn from simulated
social interactions. CAMEL (Li et al., 2024) studies the collaborative problem-solving of LLMs.
However, these agents are not embodied. They are largely limited to dialogues and cannot be ap-
plied to a grounded environment to perform executable actions. We bridge this gap to let these
agents engage in a simulated robotic navigation environment where these agents need to interact
with objects and perform grounded actions.

LLMs and MLLMs in Robotics Recently, LLMs and Multimodal Large Language Models
(MLLMs) (Li et al., 2023a; Liu et al., 2023a; Alayrac et al., 2022) have been used for robotics
control and planning. SayCan (Ahn et al., 2022) uses LLM to interpret high-level task instructions
and then forms detailed low-level language instructions that can be directly mapped to the robot’s
low-level actions to complete the task. PaLM-E (Driess et al., 2023) uses a multimodal language
model for embodied reasoning. (Wang et al., 2024) uses LLMs to do visual navigation to find objects
on the user’s demand. However, these works are more focused on successfully performing certain
actions for a given task (e.g., successfully finding the water or picking up an object). They neglect
the aspect of studying social interactions between agents.

3 METHOD

In this section, we first provide an overview of our proposed EmpathyRobot. Then, we introduce
our pipeline for generating the dataset. Next, we introduce our evaluation framework. Finally, we
introduce our method of using EmpathyRobot dataset to train empathetic agents.

3.1 TASK FORMULATION

We first provide an overview of the EmpathyRobot task formulation. Our task is defined as follows:
Given a scenario of a person, the agent needs to perform grounded actions that are empathetically
responsive. Similar to what humans can observe in real-world interactions, the input consists of
three parts: The basic background of the person in the scenario, the video of the person performing
actions in the scenario, and what the person says in the scenario. For the output part, we design three
challenges for the agent based on the three steps the agent needs to take in order to successfully
demonstrate empathetic behaviors as shown in Figure 2: (1) Scenario Understanding: The agent
should output its understanding of the scenario. This includes recognizing the person’s emotions
and identifying the possible causes. (2) Outcome Decision: The agent should output a high-level
plan of what it should do in the scenario. This includes understanding and reasoning about what
possible responses are empathetic and responsive. (3) Action Execution: The agent should output
grounded, executable actions in the simulated environment. This includes taking valid actions in the
environment, such as walking somewhere/picking up an object/saying something.

3.2 DATASET GENERATION

In this part, we describe our dataset generation pipeline. This contains the input generation part and
the output generation part. A pipeline overview is in Figure 3.

Scenario Generation First, we generate diverse scenarios that contain a person in need of em-
pathetic support. This process involves three steps: (i) Character Pool Generation. We begin by
creating a character pool containing diverse characters. Each character has a set of attributes, in-
cluding Personality, Profession, Hobbies, Social Relationships, and Life Experiences. This diversity
ensures that the scenarios cover a wide range of human behaviors and contexts. (ii) Input Actions
Pool Definition. We define an Input Actions Pool that contains various valid action sequences that
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EMPATHETIC
DIALOGUES

Character Pool

Input Actions Pool

Person1:“This week has been crazy!!!”
Person2: “Oh, what happened?!’

Person1: “I got..”

Retrieved Data

Person1:“I really hope I could be more efficient!!! 
I need to get so many things done!”

Person2: “Can I help with any of those?’

Person1:“I feel so tired I want to quit my job..”
Person2: “I understand, sometimes..’

Retrieved Top 2 Dialogues

Human Preference 
Choice and 
Explanation

c
Personality, Profession, 
Hobbies, Social 
Relationships, Life 
Experiences

[action] <object>
eg. [Walk]  <bed>
eg. [Grab] <apple>
eg. [Switchon] 
<tv>
… …

Simulator

VirtualHome
c......

EMPATHETICDIALOGUES

GPT-4o

Character and Actions Scenario

The person receives an 
important business call. 
She needs to quickly fill 
her stomach and rush to 
work.

“Whew... Okay, I’ll 
deal with that 
right away. Ah... 
Crunch... Mmm...”

Language

Step1: Generate Scenarios

Step2: Generate Empathetic Response

2 Responses of Actions 

Action Sequence 1: 
<get_folder_puton_bedroo
mtable>, <sit_sofa>, 
<dialogue>:”...”
Action Sequence 2: 
<switchon_tv>,  
<dialogue>:”...”

Preference & Explanation

Preference: Choose 
Action Sequence 2
Explanation: Action 
Sequence 2 is more 
empathetic because…

GPT-4

GPT-4

[action] <object>
eg. [Walk]  <bed>
eg. [Grab] <apple>
eg. [Switchon] <tv>
… …

Figure 3: Dataset generation pipeline. Step1, we generate diverse scenarios. To do this, we sample
a character and the character’s input action. We use them to retrieve data from EmpatheticDialogues
and use them together to generate a scenario description and the person’s dialogue. The retrieval
step ensures the generated scenario’s diversity. Step2, we generate an empathetic response for each
scenario. To do this, we use the scenario to retrieve the top two data points from the Empathetic-
Dialogues and use each of them as a source to generate a corresponding empathetic response. We
then let the model choose the more empathetic response by using human-annotated examples and
explanations as in-context examples. In this way, we construct a paired empathetic response where
one is labeled more empathetic and the other is labeled less.

an agent may take in the VirtualHome environment, such as pacing back and forth. (iii) Scenario
Creation. From the character pool and the input actions pool, we sample a pair that contains a
character and a series of actions this character conducts. We then use this pair as input information
and use GPT-4-turbo (OpenAI, 2023) to generate a scenario and the character’s dialogue when con-
ducting these actions. To ensure the generated scenario’s diversity, following previous work (Zhou
et al., 2023), we use retrieval-augmented generation (Lewis et al., 2020) to retrieve the most relevant
data point from an external dataset. In this case, we use EmpathyDialogue (Rashkin et al., 2019),
a dataset containing human dialogues that show empathy. We use the retrieved data as additional
input information to generate the scenario.
Empathy Response Generation Second, we generate empathetic action sequences for each sce-
nario and create labels for them. This involves two steps: (i) Action Generation. For each scenario,
we first retrieve the two most relevant data points from EmpatheticDialogue and use them to sepa-
rately generate two output actions. The legal action space is provided to the model so that the model
can only choose possible actions. (ii) Action Selection. Then, we label the preference between
the two responses. To do this, we first construct some in-context examples labeled by human an-
notators. They are asked to choose the more empathetic response based on the input information
and then write an explanation of their choice. We next use these human-annotated examples and
let GPT-4o select the more empathetic response and provide an explanation for the choice. We will
provide more details in Appendix A.2.

3.3 EVALUATION METHOD

3.3.1 EVALUATION WITH ESTABLISHED METRICS

To execute a fully empathetic response, the model must go through three key stages: Scenario
Understanding (internal empathetic process), Empathetic Planning (formulating an empathetic out-
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come), and Empathetic Actions (implementing the response in a real-world context). Our evaluation
framework is structured based on these stages.
Scenario Understanding The scenario understanding process includes perceiving the scenario, un-
derstanding the content of the scene, and reasoning about the underlying facts behind the scenario,
such as what may have caused the person to perform these actions, and what is the person’s un-
derlying emotions. To evaluate this process, the model receives the character’s input actions in the
scenario and the character’s background information. Then, the model is tasked to output a sce-
nario description of these components based on its understanding of the scenario. We compare the
model’s output scenario description with the ground-truth scenario description. We use the standard
NLG metrics including Bleu (from Bleu-1 to Bleu-4) (Papineni et al., 2002), ROUGE-L (Lin, 2004),
CIDEr (Vedantam et al., 2015) and SPICE (Anderson et al., 2016). We also use BERTScore (Zhang
et al., 2020) which computes embeddings’ similarity.
Empathetic Planning The empathetic planning process includes formulating a high-level plan of
what to do after comprehending the scenario. For example, after noticing the person hasn’t eaten
anything because of being too upset, the model may come up with a plan like “Find the person some
of his favorite food, then comfort him.” To evaluate this process, the model receives the character’s
input actions and the character’s background information. Then the model is tasked to output such
empathetic planning. We compare the model’s output plan with the ground-truth plan. We use the
same NLG metrics as in Scenario Understanding.
Empathetic Actions The empathetic actions process includes the model to translate the high-level
plan into grounded, low-level actions supported in the VirtualHome environment. For example,
the high-level plan “Find the person some of his favorite food” might be grounded to “go to ta-
ble”, “take chocolate bar”, “go to bedroom”, “put a chocolate bar on bedroom table”. To evaluate
this process, the model receives the character’s input actions, the character’s background informa-
tion, and an instruction of the low-level actions executable in the simulated environment. Then,
the model generates empathetic actions in a specific format. We use Overlap and TF-IDF scores
between the model’s actions and the ground-truth actions. Overlap computes the action overlap-
ping rate between the output sequence and the ground-truth sequence. TF-IDF computes Following
VirtualHome (Puig et al., 2018), we also use the LCS (Longest Common Subsequence) metric.
LCS computes the longest common subsequence length between the output action sequence and the
ground-truth action sequence. Additional details are provided in Appendix A.4.1.

3.3.2 EVALUATION WITH NEW EMPATHY-SPECIFIC METRICS

In addition to the metrics in Section 3.3.1, we design a new evaluation framework that draws on in-
sights from psychology and Human-Robot Interaction (HRI). Inspired by the RoPE scale (Charrier
et al., 2019) metric that measures the perception of a robot’s empathy from a second-person per-
spective in HRI, we design our metric on eight dimensions to evaluate the three stages of the robot’s
empathy. We specify more details of how the dimensions in our evaluation framework correspond
with the RoPE scale in Appendix A.3.1.

1. Action and Dialogue Association assesses the robot’s ability to understand the underly-
ing information of the character’s actions and dialogues. This metric is motivated by the
cognitive process of empathy(Park & Whang, 2022).

2. Individual Understanding assesses whether the robot takes into account all details of a
character’s background information, and deducts the character’s perspective based on it.
This metric is motivated by the perspective-taking process (Park & Whang, 2022).

3. Emotional Communication evaluates (1) whether the emotion recognition is appropriate
and (2) whether the robot expresses appropriate emotion. This metric is motivated by the
Feature-Level Evaluation in (Yalçın, 2019)

4. Emotion Regulation evaluates whether the robot helps with the emotion. This metric is
also based on (Yalçın, 2019).

5. Helpfulness evaluates whether the robot effectively assists the character.

6. Adaptability evaluates the robot’s flexibility and responsiveness in diverse scenarios. It
evaluates whether the robot’s interaction with the character is perceived as comfortable.
This is an important aspect (Charrier et al., 2018) in HRI;
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(1) Scenario UnderstandingPersonality: Anxious and persistent
Profession: Elementary school teacher
Hobbies: Reading and gardening
Social Relationships: ...
Life Experiences: Attempted various methods to 
overcome her arachnophobia without success.

The person, feeling a surge of anxiety, walked 
towards the cabinet, muttering to herself about 
her persistent fear of spiders. She thought she 
had overcome this phobia, but the sight of a 
spider in her home brought back her old fears.

(2) Empathetic Planning
Get a book and put it on the 
kitchen table. Comfort and 
assure her that it's okay to 
face her fears and she can 
relax with a good read.

"Not again... I thought 
I'd conquered this fear."

(a) Input (b) Output

Figure 4: Qualitative Results of GPT-4o. We test the scenario understanding and empathetic
planning capability of GPT-4o. We find that GPT-4o has strong capabilities in empathetic scenario
understanding and high-level empathetic planning.

7. Coherence evaluates the robot’s consistency. This includes logical consistency such as
whether the robot’s understanding of the scenario is consistent over time, and also action
consistency such as whether the action matches the understanding.

8. Legality assesses whether the action sequence is legal and executable.

To evaluate different models using this metric, we follow (Zhou et al., 2023) to use GPT-4-turbo to
score between [1-10] on each dimension. The prompts we used for GPT-4-turbo to score on each
dimension are presented in Appendix A.3.2.

3.4 EMPATHETIC AGENT TRAINING METHOD

We then leveraged our dataset to train an empathetic agent and see whether it could output empa-
thetic responses. We used the full training set and trained on Llama3-8B (Touvron et al., 2023)
using two approaches: (1) Instruction tuning and (2) Reinforcement Learning with Human Feed-
back (RLHF) (Ouyang et al., 2022). For instruction tuning, we used the response that was labeled as
“more empathetic” as the ground truth and used the LoRA technique (Hu et al., 2021) to finetune the
model. For RLHF, we first used our paired data to train a reward model, and then we used this re-
ward model to train Llama3 using LoRA. By conducting these two experiments, we explore whether
and to what extent this dataset can be used to leverage empathetic responses in current agents.

4 EXPERIMENTS

In this section, we benchmark existing large language models (LLMs) and multimodal large lan-
guage models (MLLMs) on our dataset. we also fine-tune a LLM on our dataset, demonstrating its
effectiveness in enhancing the empathetic behavior of robot agents.

4.1 BENCHMARKING RESULTS

4.1.1 ESTABLISHED METRICS

We first provide benchmarking results on the established metrics. To evaluate our benchmark on
different existing models, we use the most capable models publicly available: GPT-4-turbo, GPT-4-
vision-preview, GPT-4o (OpenAI, 2023), GPT-3.5 (Ouyang et al., 2022), Qwen (qwen-vl-plus)
(Bai et al., 2023) and LLaVA (llava-13b) (Liu et al., 2023a). We set the temperature to zero
and use the same input prompt for the different models. We randomly sample 100 data from our
dataset as the test set. We conduct experiments for these models using our evaluation framework.
We provide additional quantitative results for other baselines in Appendix A.4.2.

Scenario Understanding In this experiment, we input videos, character information, and dialogue.
The model outputs the scenario description based on its understanding. For the GPT models, we
input one frame for every sequential five frames. For LLaVA, we input the middle frame only as
LLaVA doesn’t support multi-image input. We use a human-annotated example to prompt the model
to generate the scenario description. We then compare it with the ground truth and report the NLG
metrics. The results are presented in Table 1. We find that GPT-4o performs the best, indicating its
potential to understand the causes and underlying emotions of a scenario.
Empathetic Planning In goal inference experiments, we input videos, character information, and
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Table 1: Experiment Results on Scenario Understanding and Empathetic Planning. In scenario
understanding, the model outputs a scenario description. In empathetic planning, the model outputs
high-level planning. The input is the character’s background, dialogue, and the video. We use the
standard NLG metrics and compare the model’s output with the ground truth. We find that GPT-4o
performs the best on both scenario understanding and empathetic planning. Suggesting the strongest
ability to comprehend the empathetic need in scenarios and then plan responsively.

Task Metric GPT-4o GPT-4-turbo GPT-4-vision LLaVA

Scenario Understanding

Bleu-1 19.1 14.1 15.2 13.7
Bleu-4 5.3 3.1 3.3 2.7
ROUGE-L 23.7 20.4 21.4 15.6
CIDEr 8.8 1.6 3.1 7.2
SPICE 14.8 10.1 12.1 8.9
BERTScore 0.622 0.612 0.615 0.576

Empathetic Planning

Bleu-1 30.8 25.7 25.9 13.1
Bleu-4 12.0 6.9 6.4 2.6
ROUGE-L 26.1 23.5 23.4 17.3
CIDEr 25.9 14.9 15.5 3.7
SPICE 16.7 14.5 11.8 8.4
BERTScore 0.641 0.621 0.625 0.568

Table 2: Experiment Results on Empathetic Actions with Multi-modal input. The model outputs
the grounded actions given the video, the character’s information, and the dialogue. We use the
Action Overlapping rate, TF-IDF, and LCS between the model’s output and the ground truth. We
find that GPT-4-vision performs the best on outputting the grounded actions. Suggesting these
models are better at grounding to the simulated environment.

Metric GPT-4o GPT-4-turbo GPT-4-vision LLaVA Qwen

Overlap 27.60 32.14 35.20 17.19 3.33
TF-IDF 21.03 24.76 27.69 12.09 1.85
LCS 25.17 28.92 29.58 15.21 2.00

dialogue of the character to the models like scenario understanding. We present the results in Table 1
and find that GPT-4o performs the best on high-level empathetic planning. We present a qualitative
result of scenario understanding and empathetic planning of GPT-4o in Figure 4. The model demon-
strates good scene understanding and planning abilities.
Empathetic Action In empathetic action experiments, we experiment in two settings: (i) Video
Scenario Input We input the video of the scenario into the model. We test on GPT models, Llava,
and Qwen, and evaluate the output actions. The results are shown in Table 2. GPT-4-vision-preview
performs the best at outputting grounded actions. Although GPT-4o performs well on scene un-
derstanding and high-level planning, it still needs improvement in outputting grounded action se-
quences. (ii) Text Scenario Input We use the text-formed description of the video and test it on
both multi-modal models and LLMs. We present the results in Table 3. Among the pre-trained
models, GPT-4-turbo performs the best.

4.1.2 NEW EMPATHY-SPECIFIC METRICS

In addition to the established metrics, we benchmark GPT-4o and LLaVA (llava-13b) using our new
empathy evaluation framework. We assess them across eight dimensions that span the three stages
of empathy. The results are shown in Table 4. We find that GPT-4o consistently outperforms LLaVA
in all dimensions and stages, demonstrating its stronger capabilities in empathy-based evaluations.
Notably, both models perform weakest in Individual Understanding and Adaptability, indicating
that improvements in these aspects could advance future research aimed at enhancing empathetic
abilities in AI models.
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Table 3: Experiment results on Empathetic Actions with text-only input. In this experiment,
instead of directly observing the video, the model outputs the grounded actions given the text de-
scription of the video, the character’s information, and the dialogue. We find that the instruction-
finetuned model (i.e., Llama 3 IFT) on our dataset attains the best performance on these metrics,
suggesting that our dataset can be used to boost empathetic actions in agents.

Metric GPT-4o GPT-4-turbo GPT-4-vision GPT-3.5-turbo Llama 3 Llama 3 IFT Llama 3 RLHF

Overlap 24.39 40.00 34.93 10.00 0.73 55.87 23.75
TF-IDF 18.32 31.56 28.29 9.33 0.41 47.34 18.41
LCS 20.95 34.75 30.67 9.67 0.67 49.83 20.35

Table 4: Combination results of experiments benchmarking models on empathy evaluation
framework. GPT-4o outperforms LLaVA across all dimensions and evaluation steps, suggesting
that GPT-4o consistently exhibits superior capabilities in empathy-based metrics.

Dimensions Scenario Understanding Empathetic Planning Empathetic Actions
GPT-4o LLaVA GPT-4o LLaVA GPT-4o LLaVA

Action and Dialogue Association 8.21 7.25 4.77 4.10 7.00 6.10
Coherence 8.57 7.96 5.51 4.58 7.41 7.09
Emotional Communication 7.46 6.56 5.16 4.04 6.69 6.36
Individual Understanding 6.91 6.64 4.63 3.92 5.69 5.39
Emotion Regulation - - 7.09 4.96 8.43 7.91
Helpfulness - - 5.76 4.95 8.08 7.35
Adaptability - - 4.50 3.49 6.19 5.31
Legality - - - - 9.97 9.46
Overall Average 7.79 7.10 5.35 4.29 7.43 6.87

4.2 TRAINED EMPATHETIC AGENT RESULTS

Instruction-Finetuned Empathetic Agent In this experiment, we train Llama3-8B on our train-
ing set using instruction finetuning. For the training part, we use the text-formed input actions, the
dialogue, and the character’s background as input and directly finetuned the action-level response.
For the testing part, we let the model directly output the low-level actions and conduct action-level
testing. The quantatitive results are shown in Table 2. We show that such training boosts empathetic
behavior. As shown in Figure 5, before training, the Llama-8b model almost cannot conduct any
empathetic actions. In most cases, it chooses not to conduct any empathetic actions but only outputs
a short dialogue. After training, the model is able to conduct a series of empathetic actions, and the
output dialogue is also more empathetic.

We also compare the trained Llama3-8B with the GPT-4 model. We first evaluate with the standard
automatic metrics and show the results in Table 2. By using this dataset for training, the instruct-
finetuned Llama3 with only 8B parameters outperforms GPT-4 on these metrics. We then conduct
an evaluation of human preference and GPT preference and report the GPT-win rate and human-win
rate. Specifically, for the GPT-win-rate, we provide character information, ground truth action list,
scenario description, dialogue, and the two responses generated by GPT-4-turbo and the instruct-
finetuned Llama3 and let GPT-4o choose the more empathetic response. For the human win rate, we
randomly sample 10 pairs of data from our test set and ask 10 human annotators to choose the more
empathetic one. The results are shown in Figure 6, instruct-finetuned Llama3-8B outperforms GPT-
4-turbo on both GPT-4o and human preference, suggesting that this dataset can be used in future
studies to effectively train empathetic agents. We provide more qualitative results in Appendix A.5.

RLHF Empathetic Agent Lastly, we use the paired data and RLHF technique to train Llama3-8B.
We first use the paired preference data to train a reward model and then train the Llama3 model using
the reward as feedback. The results are shown in Table 3 The results show that RLHF training is
also capable of boosting empathetic performance, but is not as effective as instruction finetuning, we
believe this could be due to insufficient training of the reward model. We will work on developing a
more robust reward model to assign scores for empathetic responses.
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Character background:
Personality: Caring but anxious
Profession: Retired nurse
Hobbies: Gardening and reading
Social Relationships: Widowed, has a distant but loving 
relationship with her daughter
Life Experiences: Spent years caring for others in her 
professional life, and dealt with the loss of her spouse. [Walk] <fridge> [Open] <fridge> [Close] <fridge> [Open] <fridge> [Close] <fridge>

”Just a little something to refuel after all that gardening today.“

Do nothing

”I'm sorry to hear 
about your loss. I hope 

you're doing well.“

"I've brought you a mug of 
water and an apple to help 
you refuel after your day in 
the garden. It's important 

to stay hydrated and 
nourished after such a 

fulfilling day of caring for 
your plants and memories."

Input:

Output (Llama3-8B): Output (Trained Llama3-8B):

[Walk] <mug>

[Walk] <apple>

[Put] <mug> 
<kitchentable>

[Grab] <apple>

[Walk] <kitchentable>

[Grab] <apple>
[Put] <apple> 

<kitchentable>

[Grab] <mug>

Figure 5: Qualatitive Comparison Between Llama-3-8B and Llama-3-8B instruction-finetuned
on our dataset. The pretrained Llama8B often struggles to understand the actions and chooses not
to take any actions in most cases. The dialogue is also simple and not empathetically responsive.
After finetuning, Llama3-8B is able to conduct a series of empathetic actions and output a dialogue
that is more empathetically responsive.

Which response is more empathetic?

GPT-4-turboTrained Llama3-8B

GPT-4o
69% 31%

66% 39%
Human 

annotators

(a) Win Rate (b) Qualitative Results

Input:
......
Scenario: After a long day of groundbreaking research, she returns home, 
seeking solace in her cozy bedroom.
......

Trained Llama3-8B Output:
<switchon_bedroom_tablelamp>, <get_mug_of_water_puton_bedroomtable>, 
<get_book_puton_bedroomtable>, <dialogue>:”...”

GPT-4-turbo Output:
<get_book_puton_bedroomtable>, <switchon_radio>, <dialogue>:”...”

Figure 6: Comparison Between GPT-4 and instruction tuned Llama3-8B. We sample 10 pairs
of data and report the GPT win rate and human win rate. Specifically, we ask either GPT/human
annotator to choose which response is more empathetic. We find that instruction-finetuned Llama3-
8B outperforms GPT-4-turbo with significantly fewer parameters, suggesting that the dataset can be
potentially leveraged to build a powerful empathetic agent.

5 CONCLUSION AND LIMITATION

In this work, we introduce EmpathyRobot, the first dataset specifically designed for evaluating and
benchmarking the empathetic actions of robot agents. Robot agents are required to perform actions
based on their understanding of both the visual scene and human emotions. Our dataset contains
10,000 samples, encompassing multimodal inputs and corresponding empathetic task planning se-
quences across diverse scenarios. The dataset generation method mimics the human empathy pro-
cess and can be scaled up automatically. Furthermore, we develop a systematic evaluation frame-
work with four levels of empathetic difficulty, conducting comprehensive evaluations on the most
capable models. Finally, we fine-tune a LLM on our dataset, demonstrating its effectiveness in
enhancing the empathetic behavior of robot agents. Our EmpathyRobot benchmark is the first to
advance the study of building robot agents that provide empathetic support to humans. Regarding
limitations, we currently use a large-sized LLM to evaluate our EmpathyRobot dataset, but the infer-
ence speed is relatively slow. To improve practicality, we plan to use smaller-sized LLMs or explore
quantizing and compressing the model in the future. Meanwhile, we will add more human-labeled
data to provide additional choices made by humans for empathetic responses.
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attention with io-awareness. arxiv; 2022. arXiv preprint arXiv:2205.14135.

Danny Driess, Fei Xia, Mehdi SM Sajjadi, Corey Lynch, Aakanksha Chowdhery, Brian Ichter,
Ayzaan Wahid, Jonathan Tompson, Quan Vuong, Tianhe Yu, et al. Palm-e: An embodied multi-
modal language model. arXiv preprint arXiv:2303.03378, 2023.

Michael A Goodrich, Alan C Schultz, et al. Human–robot interaction: a survey. Foundations and
Trends® in Human–Computer Interaction, 1(3):203–275, 2008.

Edward J Hu, Yelong Shen, Phillip Wallis, Zeyuan Allen-Zhu, Yuanzhi Li, Shean Wang, Lu Wang,
and Weizhu Chen. Lora: Low-rank adaptation of large language models. arXiv preprint
arXiv:2106.09685, 2021.

Wenlong Huang, Chen Wang, Ruohan Zhang, Yunzhu Li, Jiajun Wu, and Li Fei-Fei. Voxposer:
Composable 3d value maps for robotic manipulation with language models. arXiv preprint
arXiv:2307.05973, 2023.

David Hume. A treatise of human nature. Oxford University Press, 2000.

Guangyuan Jiang, Manjie Xu, Song-Chun Zhu, Wenjuan Han, Chi Zhang, and Yixin Zhu. Evalu-
ating and inducing personality in pre-trained language models. Advances in Neural Information
Processing Systems, 36, 2024.

11



594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2025

Hyunwoo Kim, Jack Hessel, Liwei Jiang, Peter West, Ximing Lu, Youngjae Yu, Pei Zhou, Ronan Le
Bras, Malihe Alikhani, Gunhee Kim, Maarten Sap, and Yejin Choi. Soda: Million-scale dialogue
distillation with social commonsense contextualization, 2023.
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A APPENDIX

A.1 OVERVIEW

We organize our supplementary material as follows.

Dataset Details

• Data Statistics

• Additional Examples

• Character Pool Details

• Input Actions Pool Details

• Labels of Empathetic Action Sequences

• Prompt Details

Metric Design Details

Additional Quantitative Results

• Implementation Details

– Training Details
– Details of Metrics in the Empathetic Action Process

• Additional Baseline Model

Additional Qualitative Results

• Instruct Finetuned Empathetic Agent

• RLHF Empathetic Agent

A.2 DATASET DETAILS

A.2.1 DATA STATISTICS

We provide the key statistics in of our dataset in Table 5. Our dataset contains 10k samples, including
100 different characters and 20 different input action videos.

Table 5: Key statistics in EmpathyRobot. Our dataset contains 10k samples, including 100 differ-
ent characters and 20 different input action videos.

Statistic Number

Total Data Points 10k
Characters 100
Input Action-Video 20
Scenarios and Dialogues per Character-Action pair 5
Empathy Response per Data Point 2
Optional Action Space for Output 50
Average Length of Action-Video 16.28s
Max Length of Action-Video 24.60s
Min Length of Action-Video 9.40s

A.2.2 ADDITIONAL EXAMPLES

We provide additional examples in our dataset as shown in Figures 7 and 8.
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“Need to unwind...escaping into a good book always helps calm my nerves. .”

[Walk] <book> [Grab] <book> [Walk] <sofa> [Sit] <sofa>

Possible scenario: Based on the background, this person has 
recently changed jobs and moved to a new environment. They 
are feeling uncomfortable in the new surroundings and are 
hoping to make new friends. However, this situation is causing 
them some stress.
Possible emotion: anxious

[Walk] <mug> [Grab] <mug> [Put] <mug>  <table>

“I can see you've had a demanding 
day. Let me turn on the lamp for a 
cozy reading light and bring you a 
mug of water to help you relax as 

you dive into your book.”

Switch on kitchen candle, get mug of 
water and put it on bedroomtable

Provide cozy lighting and offer a 
mug of water to help her unwind 
while she delves into her book.

Character background:
Personality: Ambitious and anxious
Profession: Marketing Specialist
Hobbies: Reading and networking
Social Relationships: Relocated, trying to build new friendship
Life Experiences: Successfully changed careers after realizing her
previous job didn’t align with her passion.

2. Internal Empathetic Process

1. Input Scenario

3. Empathetic Outcome

4. Empathetic Action

The candle, while calming, is less 
relevant to her specific desire to 
read comfortably.❌

Providing a more comfortable 
reading environment helps her 
quickly overcome anxiety while 
she is immersed in her book.✅

Observation: The person picks up a book and then 
sits on the sofa, looking to relax from anxious by 
reading.

<switchon_bedroom_tablelamp>, <get_mug_of_water_puton_bedroomtable>

[Walk] <tablelamp> [switchon] <tablelamp>

Figure 7: Example of our Dataset. In this example, the scenario contains an ambitious and anxious
person who is looking for a book. The robot first perceives the scenario and understands that the
person has just moved to a new environment and is likely anxious at this point. Based on this
understanding, the robot comes up with a plan to provide a comfortable environment for this person.
So the robot takes the action to switch on the bedroom table lamp and get a mug of water to put on
the bedroom table.

“I love capturing memories in my photos, just like my childhood toys.”

[Walk] <stove> [Touch] <stove> [TurnLeft]  [Walkforward] 

Possible scenario: After spending the entire day photographing 
antique toys, the person felt nostalgic and sad. These toys 
reminded her of her childhood memories. She might need to 
find a way to revisit and cherish her childhood stories.
Possible emotion: nostalgic

[Walk] <book> [Grab] <book> [Put] <book>  <table>

get mug of water and put 
it on bedroomtable

Prepare a box for her to keep her 
wonderful photographs, 

preserving cherished memories 
connected to her childhood toys.

Character background:
Personality: Sentimental and nostalgic
Profession: Photographer
Hobbies: Photography and collecting vintage toys
Social Relationships: Married, has a daughter, maintains a good 

relationship with her mother
Life Experiences: Cherishes childhood memories

2. Internal Empathetic Process

1. Input Scenario

3. Empathetic Outcome

4. Empathetic Action

Giving her a glass of water did 
not address her current 
emotional needs.❌

Providing a meaningful way to 
preserve and revisit past moments 
offered her understanding and 
comfort for her emotions.✅

Observation: Lost in thought, the person paces 
around the house, reminiscing about past 
memories.

<get_box_puton_bedroomtable>, <put_book_into_box_puton_bedroomtable>
>

[Walk] <box> [Put] <book> <box> 

“Let me get a box where you can keep some 
of these wonderful photographs, preserving 
memories just like your cherished toys. It's 
truly special to encapsulate moments that 

mean so much to us.”

Figure 8: Example of our Dataset. In this example, the scenario contains a sentimental and nostal-
gic person who is looking through past photos. The robot first perceives the scenario and understands
that the person has recalled her good old memories and is likely nostalgic at this point. Based on
this understanding, the robot comes up with a plan to help the person preserve her memories and
comfort her. So the robot gets her a box and comforts her.
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Character background:
Personality: Sentimental and nostalgic
Profession: Photographer
Hobbies: Photography and collecting vintage toys
Social Relationships: Married, has a daughter, maintains a 
good relationship with her mother
Life Experiences: Cherishes childhood memories

"1": "Personality: Hopeful and persistent\n Profession: Travel consultant\n 
Hobbies: Photography and hiking\n Social Relationships: Actively dating, 
looking for a serious relationship\n Life Experiences: Moved several times 
for work, clarifying his values and focusing on personal relationships.\n",
"3": "Personality: Sentimental and nostalgic\n Profession: Photographer\n 
Hobbies: Photography and collecting vintage toys\n Social Relationships: 
Married, has a daughter, maintains a good relationship with her mother\n Life 
Experiences: Cherishes childhood memories, often incorporates elements from 

Character background:
Personality: Ambitious and unsure
Profession: Aspiring Medical Office Manager
Hobbies: Reading and cycling
Social Relationships: In college, seeking career advice
Life Experiences: Currently exploring different career paths in 
college, excited about the future but not fully decided

Character background:
Personality: Ambitious and anxious
Profession: Marketing Specialist
Hobbies: Reading and networking
Social Relationships: Relocated, trying to build new friendship
Life Experiences: Successfully changed careers after realizing her

previous job didn’t align with her passion.

Character background:
Personality: Sentimental and adventurous
Profession: Travel blogger
Hobbies: Trying different local cuisines and hiking
Social Relationships: In a long-distance relationship
Life Experiences: Grew up in a warm climate with rare cold 
weather experiences, cherishing unique weather-related
moments.

Character background:
Personality: Forgetful and cheerful
Profession: Stay-at-home parent
Hobbies: Gardening and crafting
Social Relationships: Married with a son
Life Experiences: Transitioned from a busy career to focus on 
family and community involvement, balancing parenting with 
personal hobbies and volunteering at her son’s soccer activities.

Character background:
Personality: Family-oriented and sentimental
Profession: Elementary school principal
Hobbies: Gardening and scrapbooking
Social Relationships: Close to extended family, cherishes 
relationships with siblings
Life Experiences: Worked her way up from a teacher to a 
principal, actively involved in community development.

Character background:
Personality: Trusting and impulsive
Profession: Graphic Designer
Hobbies: Car tuning and photography
Social Relationships: Single, maintains a close-knit group of friends
Life Experiences: Once lost a significant amount of money in a 
failed business venture, learned to be more cautious in financial 
dealings but retained a trusting nature towards friends.

Character background:
Personality: Stubborn and determined
Profession: CEO of a tech startup
Hobbies: Jogging and playing chess
Social Relationships: Single, estranged from her family
Life Experiences: Overcame sexism to establish her successful 
company.

Figure 9: Examples of our Character Pool. Each character contains a unique personal file, includ-
ing personality, profession, hobbies, social relationships, and life experiences.

• "[Walktowards] <chair> (1)", "[Sit] <chair> (1)"

• "[Run] <toiletpaper> (1)", "[grab] <toiletpaper> (1)", "[Walktowards] <sofa> (1)", "[Sit] <sofa> (1)"

• "[Walktowards] <wallpictureframe> (1)", "[grab] <wallpictureframe> (1)", "[Walk] <bedroom> (1)"

• "[Run] <cellphone> (1)", "[Grab] <cellphone> (1)", "[Run] <nightstand> (1)", "[Put] <cellphone> (1) 

<nightstand> (1)", "[Run] <apple> (1)", "[Grab] <apple> (1)"

• "[Walk] <book> (1)", "[Grab] <book> (1)", "[Walk] <sofa> (1)", "[Sit] <sofa> (1)"

• "[Walk] <cellphone> (1)", "[Grab] <cellphone> (1)", "[Walkforward]", "[TurnLeft]", "[TurnLeft]", 

"[Walkforward]", "[TurnLeft]", "[TurnLeft]", "[Walkforward]"

• "[Walk] <stove> (1)", "[Touch] <stove> (1)", "[TurnLeft]", "[Walkforward]", "[Walkforward]", "[TurnLeft]", 

"[Walkforward]”

• " [Walk] <sofa> (1)”, “[Sit] <sofa> (1)”

Figure 10: Examples of the input action Pool. We present examples of the input actions in Virtu-
alHome, this can be further rendered into a video of a person performing these actions sequentially.

A.2.3 CHARACTER POOL DETAILS

We provide details of our character pool as shown in Figure 9. Each character contains a unique
personal file, including personality, profession, hobbies, social relationships, and life experiences.

A.2.4 INPUT ACTIONS POOL DETAILS

We provide examples of our input actions pool as shown in Figure 10. This contains a sequence of
legal actions and can be further rendered into a video.
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A.2.5 LABELS OF EMPATHETIC ACTION SEQUENCES

In the Empathy Response Generation process, we generate empathetic action sequences and create
labels for each of them. In Figure 24, we present several examples of the labels.

A.2.6 PROMPT DETAILS

We provide the prompt we used to generate the dataset.

Character Pool Generation The prompt we used to generate the character profiles is shown in
Figure 11. For each API call, we randomly sample a data point from EmpathyDialogue (Rashkin
et al., 2019) to fill the conversation field. This enhances the diversity and encourages the model
to draw inspiration from dialogues that contain empathetic cues as shown in previous works (Zhou
et al., 2023). We use 5 in-context examples in this prompt.

Scenario and Dialogue Generation We provide the prompt we used to generate the input scenario
and dialogue in Figure 12. We use one in-context example in this prompt. Given the character’s
profile and input actions, the model is asked to create a scenario description and a dialogue of the
character under this scenario.

Action Generation We provide the prompt that we used to let the model generate the empathetic
actions in Figure 13 and Figure 14. We list all the legal actions and let the model choose from these
actions.

Action Selection We provide the prompt that we used to rank the two empathetic action sequences
in Figure 15 and Figure 16. We first ask human annotators to rank 5 examples and provide explana-
tions for their choice. Then, we use them as in-context examples to prompt the model to simultane-
ously output its choice and an explanation for its choice.

Models Evaluation We provide the prompt we used to evaluate the model’s empathetic action
performance in Figure 17 and Figure 18. For a fair comparison, we use the same prompt to test all
the baseline models. The model is given a scenario and outputs the actions that it will take under
this scenario. The legal action space is the same as the one in the action-generation prompt.
To evaluate the model’s performance on scenario understanding and empathetic planning, we use
the prompts in Figure 21, Figure 22 and Figure 23. Same prompts are used to test all the baseline
models.

GPT-4o Win Rate Evaluation In our experiments, we reported the GPT-4o win rate between
Llama3-8B trained on our model and GPT-4-turbo. We show the prompts we used for this evaluation
in Figure 19 and Figure 20. We give GPT-4o the scenario description and the two responses, GPT-4o
is then asked to choose the more empathetic response and provide an explanation. We give GPT-4o
5 human annotated in-context examples.

A.3 METRIC DESIGN DETAILS

A.3.1 CORRESPONDENCE BETWEEN OUR METRICS AND THE ROPE SCALE

We provide details on how we design the eight dimensions in our evaluation framework drawing
inspiration from the RoPE scale. The correspondence is shown in Table 6.

A.3.2 INSTRUCTIONS FOR EMPATHY EVALUATION FRAMEWORK

We provide GPT-4-turbo a detailed explanation of the evaluation standards across eight dimensions,
with the exception of the Legality dimension, which is assessed through a script.
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Assume that there is a character. Your job is to set up the character.
For the character, specify the personalities(only two distinctive personalities, including some negative ones), the 
social relationships, the profession, the hobbies, and some life experiences.

Examples:

Personality: Stubborn and determined
Profession: CEO of a tech startup
Hobbies: Jogging and playing chess
Social Relationships: Single, estranged from her family
Life Experiences: Overcame sexism to establish her successful company.

Personality: Easy-going and jovial
Profession: Chef
Hobbies: Fishing and cooking
Social Relationships: Divorced, close to his daughter
Life Experiences: Turned his life around after a stint in prison.

Personality: Kind-hearted, but naive
Profession: School teacher
Hobbies: Volunteer work and knitting
Social Relationships: Engaged to her high school sweetheart
Life Experiences: Lost her job due to budget cuts, but found fulfillment in teaching.

Personality: Competitive and proud
Profession: Professional athlete
Hobbies: Video games and motorcycle riding
Social Relationships: Single, has a rivalry with a fellow athlete
Life Experiences: Overcame a career-threatening injury.

Personality: Gossipy and critical
Profession: Hairdresser
Hobbies: Watching reality TV shows and shopping
Social Relationships: Married, but often argues with her husband
Life Experiences: Won a local beauty pageant in her youth.

You don't need to explain the reasons for your generation; just provide results in the same format as the example.
Here is a dialogue this character once said. You can infer this person's personality, social relationships, profession, 
hobbies, and life experiences from this dialogue.
{conversation}

Figure 11: Prompt for generating the character pool. The model is given 5 in-context examples
and a data sample from EmpathyDialogue, then creates a new character profile.
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Here is a character and his action list. Please add a scenario and dialogue. 
scenario: the possible empathetic scenario at home that the person is in. It should be aligned with the 
background of the character.
dialogue: A simple phrase, within 15 words. From this character's perspective. Similar to talking to oneself. Simply 
mention the content inside the scenario.

Example:
character:
    Personality: Strict to herself, high career aspirations.
    Profession: Doctor
    Hobbies: Hiking
    Life Experiences:
    -Lost mother at the age of 8
    -Father very strict, pushed Emily to success
    -Lonely during childhood, spent most of her time reading
input_action: "<char0> [Walktowards] <chair> (1), <char0> [Sit] <chair> (1)."

--------------------------------------------------------------
Correct Example Answer: 
scenario: The person encountered a challenging case in the hospital and, upon returning home, deeply 
contemplated the issue.
dialogue: "Hmm,,,, how should I solve this case..."
--------------------------------------------------------------

You can inspire from this empathetic dialogue: {conversation}

NOTE: 
1.DO NOT change the content of character and input_action.
2.The scenario and dialogue SHOULD be closely related to the input_action.
3.Names SHOULD NOT appear in the scenario and dialogue.

Now, add scenario, and dialogue for this case:
character: {character}
input_action: {action}
               

Figure 12: Prompt for creating the scenario. Given the character’s profile and input actions, the
model outputs a scenario description and also the character’s dialogue under this scenario.

Table 6: The correspondence between the dimensions in our evaluation framework and items
in the RoPE scale.
Dimensions of Evaluation Empathic Understanding subscale items (EU)

Action and Dialogue Association EU4: (-) The robot does not understand me.
EU6: The robot usually understands the whole of what I mean.

Individual Understanding EU2: The robot knows me and my needs.
EU5: The robot perceives and accepts my individual characteristics.

Emotional Communication

EU1: The robot appreciates exactly how the things I experience feel to me.
EU3: The robot cares about my feelings.
EU7: (-) The robot reacts to my words but does not see the way I feel.
EU8: The robot seems to feel bad when I am sad or disappointed.

Dimensions of Evaluation Empathic Response subscale items (ER)

Emotion Regulation
ER3: The robot comforts me when I am upset.
ER4: The robot encourages me.
ER5: The robot praises me when I have done something well.

Helpfulness ER6: The robot helps me when I need it.

Adaptability

ER1: (-) Whether thoughts or feelings I express are “good” or “bad” makes no difference to
the robot’s actions toward me.
ER2: (-) No matter what I tell about myself, the robot acts just the same.
ER8: (-) The robot‘s response to me is so fixed and automatic that I do not get through to it.

Dimensions of Evaluation Filler items (FI)

Coherence FI2: The robot knows what it is doing.
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Assume you are an empathatic robot which can understand the emotion behind the human actions in different 
scenarios and make empathatic response to the human action. 
Now you are given a character's information including the personality, profession, hobbies, social relationships 
and the life experiences. 
You are also given the input_action recording the person's behaviours, the scenario that the person is in, and the 
dialogue made by the person.  
Your job is as follows:
1. Understand the person's current emotion state based on the input action, scenario and dialogue.
2. Make VALID empathatic response inspring from the conservation. 
3. Formulate your response with the format :  <action_1>, ..., <action_n>, <dialogue>:DIALOGUE_CONTENT. ALL 
the action MUST be selected from the following legal action space and the dialogue MUST be provided at LAST. 
You can refer to the example for more information.

The legal action space is listed as follows : 
1. fetch objects(description: fetch objects and put them on bedroom table.):

get_toiletpaper_puton_bedroomtable
get_glass_of_water_from_bathroom_puton_bedroomtable
get_mug_of_water_puton_bedroomtable
get_apple_puton_bedroomtable
get_chicken_puton_bedroomtable 
get_radio_puton_bedroomtable
get_box_puton_bedroomtable
get_paper_puton_bedroomtable
get_folder_puton_bedroomtable
get_pillow_puton_bedroomtable
get_wallphone_puton_bedroomtable
get_cellphone_puton_bedroomtable
get_kitchen_candle_puton_bedroomtable
get_coffee_puton_bedroomtable
get_breadslice_puton_bedroomtable
get_book_puton_bedroomtable
get_toiletpaper_puton_kitchentable
get_glass_of_water_from_bathroom_puton_kitchentable
get_mug_of_water_puton_kitchentable
get_apple_puton_kitchentable
get_chicken_puton_kitchentable 
get_radio_puton_kitchentable
get_box_puton_kitchentable
get_wallphone_puton_kitchentable
get_cellphone_puton_kitchentable
get_kitchen_candle_puton_kitchentable
get_coffee_puton_kitchentable
get_breadslice_puton_kitchentable

2. Utilizing furnitures (description: changing the state of the furniture wthiout moving it):

switchon_bathroom_faucet
switchon_radio
switchoff_bedroom_tablelamp
switchoff_bathroom_lights
switchon_kitchen_candle
switchon_stove
switchon_computer
switchon_tv 
open_fridge (The fridge is empty now)
close_fridge

3. Sit(description: sit on something):

sit_bed
sit_bedroom_chair
sit_bedroom_sofa
sit_kitchen_bench

Figure 13: Prompt for generating the empathetic actions.
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4.combination action(description: processing multi-step actions):

cook_chicken_puton_bedroomtable
cook_hot_water_puton_bedroomtable
play_computer
put_paper_into_folder_puton_bedroomtable
put_book_into_bookshelf
put_book_into_box_puton_bedroomtable
put_apple_into_fridge_puton_bedroomtable
put_mug_of_water_into_fridge_puton_bedroomtable

5.Do Nothing:

None

----------------------------------------------------------------
Now the chacter information is [character_info]. The input_action, dialogue and scenario is [input_action], 
[dialogue] and [scenario]. 
Example:
character_info: Personality: Aggressively ambitious. Profession: Lawyer. Hobbies: Collecting rare coins. Social 
Relationships: Single, distant from his family. Life Experiences: This character up in poverty, worked multiple jobs 
to pay for law school.
input_action: ['[Walktowards] <chair> (1)', '[Sit] <chair> (1)']
scenario: After a long day of court sessions, the person returns home to his quiet apartment, sitting down to 
examine his latest rare coin acquisition.
dialogue: "Ah... a new addition to the collection..."

Correct Example Answer: 
1. <get_mug_of_water_puton_bedroomtable>, <get_folder_puton_bedroomtable>, <switchon_radio>, 
<dialogue>:"Let me get you some water and turn on soothing music to relax and unwind after a long day. I also 
find the place to store your coin details so you can collect your collections."
2. <switchon_radio>, <dialogue>:"Let me turn on some soothing music to help you relax."
---------------------------------------------------------------- 
Wrong Example Answer:
1. <dialogue>:"I see you need some fresh toilet paper, let me fetch you one." 
<get_toiletpaper_puton_bedroomtable> 
Explanation : <dialogue> can not be front of the <action> 
2. <get_book_puton_bedroomtable>, <dialogue>:"You must feel very tired now. Please read some books to 
relax."
Explanation : <get_book_puton_bedroomtable> is not a action in legal action space. 
--------------------------------------------------------------
NOTE:
1. All the actions MUST be chosen from the action space provided above.
2. The dialogue MUST be provided after the action. 
3. DO NOT provide the repeated action. 
4. If you do not want to do any action, you should answer <None>. But you still need to answer with the dialogue 
following None.

Now, you can inspire from this conversation:
{conversation}

The character information, input_action, scenario and dialogue are here:
character_info:{character}
input_action:{action}
scenario:{scenario}
dialogue:{dialogue}
Your response is: 

Figure 14: Prompt for generating the empathetic actions.
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### Instruction
Assume you are an empathatic robot. 
You will be given a scenario involving a person, along with their background information, actions, scenario 
description, and dialogue. Your task is to choose the better empathetic response out of two given options to help 
the person.

To complete this task:
1. Read the scenario description carefully and understand the person's situation and emotion.
2. Read the person's background information carefully to understand the person's personality and experience.
3. Analyze the two possible responses to determine which one better helps the person, considering both the 
current situation and the person's background.
4. Output your choice and explain your reasoning.

### Examples:
###Example 1
Character Background: Personality: Aggressively ambitious. Profession: Lawyer. Hobbies: Collecting rare coins. 
Social Relationships: Single, distant from his family. Life Experiences: This character up in poverty, worked multiple 
jobs to pay for law school.
Character's Action: ['[Walktowards] <chair> (1)', '[Sit] <chair> (1)']
Scenario Description: After a long day of court sessions, the person returns home to his quiet apartment, sitting 
down to examine his latest rare coin acquisition.
Character's Dialogue: "Ah... a new addition to the collection..."
Possible Responses:
Response 1: "<get_mug_of_water_puton_bedroomtable>, <get_folder_puton_bedroomtable>, <switchon_radio>, 
<dialogue>:\" Let me get you some water and turn on soothing music to relax and unwind after a long day. I also 
find the place to store your coin details so you can collect your collections.\"
Response 2: "<get_mug_of_water_puton_bedroomtable>, <switchon_radio>, <dialogue>:\"Let me get you some 
water and turn on some soothing music to help you relax.\",

Answer: Response 1
Explanation: The person had a long day and is tired now. Considering he is a lawyer, he may have spent the whole 
day debating with people during court sessions and want to dive in his own hobby now. In Response 1, the robot 
provide a folder to store the coins, which may elp the person better immerse in his hobbies and relax.

###Example 2
Character Background: Personality: Caring, overprotective, Profession: Nurse, Hobbies: Gardening, Social 
Relationships: Married with two kids, Life Experiences: Had a challenging childbirth with her first kid, which 
inspired her to become a nurse.
Character's Action: ["[Run] <toiletpaper> (1)", "[grab] <toiletpaper> (1)", "[Walktowards] <sofa> (1)", "[Sit] <sofa> 
(1)"],
Scenario Description: The person just got home from a long shift at the hospital and realized that her kids had 
made a mess in the living room. She fetched toiletpaper and quickly cleaned up before sitting down to rest.
Character's Dialogue:  "Alright, let's tidy this up quickly and then a few moments to relax."
Possible Responses:
Response 1: "<get_mug_of_water_puton_bedroomtable>, <switchon_tv>, <dialogue>:\"Here is some water for 
you to relax, and I've turned on the TV for your entertainment while resting. If you need anything more, please let 
me know.\"\n",
Response 2: "<get_toiletpaper_puton_bedroomtable>, <dialogue>: \"Let me take care of this for you.\"\n",

Answer: Response 1
Explanation: This character is tyding up, exhausted and irritable. She won't get angry at the child since she is 
overprotective. Now that she has already gotten the toilet paper and is tidying up, what she needs is something to 
help her relax or get distracted.

###Example 3
Character Background: Personality: Eccentric and creative. Profession: Visual artist. Hobbies: Playing the violin. 
Social Relationships: Single, has a close-knit circle of artist friends. Life Experiences: Dropped out of business 
school to pursue his passion for art.
Character's Action: ["[Walktowards] <wallpictureframe> (1)","[grab] <wallpictureframe> (1)","[Walk] <bedroom> 
(1)"],
Scenario Description: The artist is in his home studio, feeling uninspired. He walks towards a picture frame on the 
wall, grabs it, and walks into his bedroom, hoping to find inspiration in solitude.
Character's Dialogue: "Maybe this old frame will spark something new today.",
Possible Responses:
Response 1: "<switchon_radio>, <get_coffee_puton_bedroomtable>, <dialogue>: \"Relax a bit.How about 
listening to some music and having a cup of coffee?It might help spark some inspiration.If you need anything,just 
let me know.\"\n"
Response 2: "<get_book_puton_bedroomtable>, <dialogue>:\"Perhaps some inspiration lies within these 
pages.\"\n",

Answer: Response 1
Explanation: This person is thoughtfully seeking inspiration from the wallpictureframe. Since he is eccentric and 
creative, he just need a environment to immerse himself in thought. So In Response 1, some coffe and music may 
help him better relax and think about inspirations, while in Response 2, a book will distract him. So Response 1 is 
better.

Figure 15: Prompt for selecting the more empathetic response and providing an explanation.
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###Example 3
Character Background: Personality: Eccentric and creative. Profession: Visual artist. Hobbies: Playing the violin. 
Social Relationships: Single, has a close-knit circle of artist friends. Life Experiences: Dropped out of business 
school to pursue his passion for art.
Character's Action: ["[Walktowards] <wallpictureframe> (1)","[grab] <wallpictureframe> (1)","[Walk] <bedroom> 
(1)"],
Scenario Description: The artist is in his home studio, feeling uninspired. He walks towards a picture frame on the 
wall, grabs it, and walks into his bedroom, hoping to find inspiration in solitude.
Character's Dialogue: "Maybe this old frame will spark something new today.",
Possible Responses:
Response 1: "<switchon_radio>, <get_coffee_puton_bedroomtable>, <dialogue>: \"Relax a bit.How about 
listening to some music and having a cup of coffee?It might help spark some inspiration.If you need anything,just 
let me know.\"\n"
Response 2: "<get_book_puton_bedroomtable>, <dialogue>:\"Perhaps some inspiration lies within these 
pages.\"\n",

Answer: Response 1
Explanation: This person is thoughtfully seeking inspiration from the wallpictureframe. Since he is eccentric and 
creative, he just need a environment to immerse himself in thought. So In Response 1, some coffe and music may 
help him better relax and think about inspirations, while in Response 2, a book will distract him. So Response 1 is 
better.

###Example 4
Character Background: Personality: Introverted and shy. Profession: Librarian. Hobbies: Reading and writing short 
stories. Social Relationships: Few friends, lives alone with her cat. Life Experiences: Moved to a new city to escape 
a toxic relationship.
Character's Action:  ['[Run] <cellphone> (1)', '[Grab] <cellphone> (1)', '[Run] <nightstand> (1)', '[Put] <cellphone> 
(1) <nightstand> (1)', '[Run] <apple> (1)', '[Grab] <apple> (1)']
Scenario Description: The person has received an important call earlier from a publisher interested in her short 
stories, but due to her anxiety, she hesitates to call back. She tries to distract herself but can't stop thinking about 
the potential opportunity.
Character's Dialogue: "Should I call them now? What if... No, just breathe and focus."
Possible Responses:
Response 1: "<get_apple_puton_bedroomtable>, <dialogue>:\"Here's an apple.Maybe a snack will help you feel 
better. \"
Response 2: "<get_mug_of_water_puton_bedroomtable>, <get_book_puton_bedroomtable>, 
<dialogue>:\"Here's some water and a book to help you relax. Take your time, there's no rush to make the call.\"

Answer: Response 2
Explanation: This person is anxious about whether to return the call. Since she is introverted and shy, it's better 
not to push her to decide and to let her distract herself. She works in a library and loves reading, so giving her a 
book and some water in Response 2 may help her relax and take her mind off things.

###Example 5
Character Background: Personality: Fun-loving and adventurous. Profession: Travel blogger. Hobbies: Surfing and 
rock climbing. Social Relationships: Dating a fellow travel enthusiast. Life Experiences: Quit his corporate job to 
travel the world.
Character's Action:  ['[Walk] <book> (1)', '[Grab] <book> (1)', '[Walk] <sofa> (1)', '[Sit] <sofa> (1)']
Scenario Description:The person just returned from a thrilling adventure and is now at home, planning his next 
journey by looking at a travel book.
Character's Dialogue: "Where to next? Ah, the thrill of a new adventure awaits!"
Possible Responses:
Response 1:  "<get_book_puton_bedroomtable>, <dialogue>: \"Let's see where the next adventure takes 
you.\"\n",
Response 2: "<get_coffee_puton_bedroomtable>, <get_book_puton_bedroomtable>, <dialogue>: \"I thought you 
might enjoy a cup of coffee and another travel book to help with your planning.\"\n",

Answer: Response 2
Explanation: This person is very excited and wants to plan his next adventure. Since he is fun-loving and 
adventurous, we should also show our excitement and help him plan. In Response 2, giving him some coffee first 
and then bringing a book to plan together aligns well with this.

### Task
Choose a response for the following data point, please pay more attention to the action than the dialogue:
Character Background: {character}
Character's Action: {action}
Scenario Description: {scenario}
Character's Dialogue: {dialogue}
Possible Responses:
Response 1: {goal_1}
Response 2: {goal_2}

**Your output should follow this format: Answer: [1 or 2]\nExplanation: [your explanation]**
Output:

Figure 16: Prompt for selecting the more empathetic response and providing an explanation.
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Assume you are an empathatic robot which can understand the emotion behind the human actions in different 
scenarios and make empathatic response to the human action. Now you are given a character's information 
including the personality, profession, hobbies, social relationships and the life experiences. You are also given a 
video recording the person's behaviours and the dialogue the person makes in the scenario.  Your job is as follows:
1. Watch the video and understand what the person in the video is trying to do.
2. Understand the person's current emotion state based on the video content and the dialogue the person makes 
in the scenario.
3. Make VALID empathatic response based on the video content and the dialogue you have read. 
4. Formulate your response with the format :  <action_1>, ..., <action_n>, <dialogue>:DIALOGUE_CONTENT. ALL 
the action MUST be selected from the following legal action space and the dialogue MUST be provided at LAST. 
You can refer to the example for more information.

The legal action space is listed as follows : 
1. fetch objects(description: fetch objects and put them on bedroom table.):
get_toiletpaper_puton_bedroomtable
get_glass_of_water_from_bathroom_puton_bedroomtable
get_mug_of_water_puton_bedroomtable
get_apple_puton_bedroomtable
get_chicken_puton_bedroomtable 
get_radio_puton_bedroomtable
get_box_puton_bedroomtable
get_paper_puton_bedroomtable
get_folder_puton_bedroomtable
get_pillow_puton_bedroomtable
get_wallphone_puton_bedroomtable
get_cellphone_puton_bedroomtable
get_kitchen_candle_puton_bedroomtable
get_coffee_puton_bedroomtable
get_breadslice_puton_bedroomtable
get_book_puton_bedroomtable
get_toiletpaper_puton_kitchentable
get_glass_of_water_from_bathroom_puton_kitchentable
get_mug_of_water_puton_kitchentable
get_apple_puton_kitchentable
get_chicken_puton_kitchentable 
get_radio_puton_kitchentable
get_box_puton_kitchentable
get_wallphone_puton_kitchentable
get_cellphone_puton_kitchentable
get_kitchen_candle_puton_kitchentable
get_coffee_puton_kitchentable
get_breadslice_puton_kitchentable

2. Utilizing furnitures (description: changeing the state of the furniture wthiout moving it):
switchon_bathroom_faucet
switchon_radio
switchoff_bedroom_tablelamp
switchoff_bathroom_lights
switchon_kitchen_candle
switchon_stove
switchon_computer
switchon_tv 
open_fridge (The fridge is empty now)
close_fridge

Figure 17: Prompt for testing the empathetic actions of the current models.
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3. Sit(description: sit on something):
sit_bed
sit_bedroom_chair
sit_bedroom_sofa
sit_kitchen_bench

4.combination action(description: processing multi-step actions):
cook_chicken_puton_bedroomtable
cook_hot_water_puton_bedroomtable
play_computer
put_paper_into_folder_puton_bedroomtable
put_book_into_bookshelf
put_book_into_box_puton_bedroomtable
put_apple_into_fridge_puton_bedroomtable
put_mug_of_water_into_fridge_puton_bedroomtable

5.Do Nothing:
None
----------------------------------------------------------------
Now the video Input is [VIDEO]. The chacter information is [character_info]. The dialogue made by the person in 
the scenario is [dialogue]. 
Correct Example Answer: 
1. <get_glass_of_water_from_bathroom_puton_bedroomtable>, <get_folder_puton_bedroomtable>, 
<switchon_radio>, <dialogue>:"I figured you may need a hydration break and a place to store your coin details. I 
also switched on the radio for some relaxing music."
2. <get_mug_of_water_puton_bedroomtable>, <switchon_tv>, <dialogue>:"You've had a long day. Why don't you 
take a moment to unwind? I've brought you some water and turned on the TV for a bit of relaxation."
----------------------------------------------------------------
Now the video Input is [VIDEO]. The chacter information is [character_info]. The dialogue made by the person in 
the scenario is [dialogue]. 
Wrong Example Answer:
1. <dialogue>:"I see you need some fresh toilet paper, let me fetch you one." 
<get_toiletpaper_puton_bedroomtable> 
Explanation : <dialogue> can not be front of the <action> 
2. <get_book_puton_bedroomtable>, <dialogue>:"You must feel very tired now. Please read some books to 
relax."
Explanation : <get_book_puton_bedroomtable> is not a action in legal action space. 
--------------------------------------------------------------
NOTE:
1. All the actions MUST be chosen from the action space provided above.
2. The dialogue MUST be provided after the action. 
3. DO NOT provide the repeated action. 
4. If you do not want to do any action, you should answer <None>. But you still need to answer with the dialogue 
following None.

Now the video Input is attached. The chacter information is {character}. The dialogue made by the person in the 
scenario is {dialogue}. Your response is : 

Figure 18: Prompt for testing the empathetic actions of the current models.
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### Instruction
Assume you are an empathatic robot. 
You will be given a scenario involving a person, along with their background information, actions, scenario 
description, and dialogue. Your task is to choose the better empathetic response out of two given options to help 
the person.

To complete this task:
1. Read the scenario description carefully and understand the person's situation and emotion.
2. Read the person's background information carefully to understand the person's personality and experience.
3. Analyze the two possible responses to determine which one better helps the person, considering both the 
current situation and the person's background.
4. Output your choice and explain your reasoning.

### Examples:
###Example 1
Character Background: Personality: Aggressively ambitious. Profession: Lawyer. Hobbies: Collecting rare coins. 
Social Relationships: Single, distant from his family. Life Experiences: This character up in poverty, worked multiple 
jobs to pay for law school.
Character's Action: ['[Walktowards] <chair> (1)', '[Sit] <chair> (1)']
Scenario Description: After a long day of court sessions, the person returns home to his quiet apartment, sitting 
down to examine his latest rare coin acquisition.
Character's Dialogue: "Ah... a new addition to the collection..."
Possible Responses:
Response 1: "<get_mug_of_water_puton_bedroomtable>, <get_folder_puton_bedroomtable>, <switchon_radio>, 
<dialogue>:\" Let me get you some water and turn on soothing music to relax and unwind after a long day. I also 
find the place to store your coin details so you can collect your collections.\"
Response 2: "<get_mug_of_water_puton_bedroomtable>, <switchon_radio>, <dialogue>:\"Let me get you some 
water and turn on some soothing music to help you relax.\",

Answer: Response 1
Explanation: The person had a long day and is tired now. Considering he is a lawyer, he may have spent the whole 
day debating with people during court sessions and want to dive in his own hobby now. In Response 1, the robot 
provide a folder to store the coins, which may elp the person better immerse in his hobbies and relax.

###Example 2
Character Background: Personality: Caring, overprotective, Profession: Nurse, Hobbies: Gardening, Social 
Relationships: Married with two kids, Life Experiences: Had a challenging childbirth with her first kid, which 
inspired her to become a nurse.
Character's Action: ["[Run] <toiletpaper> (1)", "[grab] <toiletpaper> (1)", "[Walktowards] <sofa> (1)", "[Sit] <sofa> 
(1)"],
Scenario Description: The person just got home from a long shift at the hospital and realized that her kids had 
made a mess in the living room. She fetched toiletpaper and quickly cleaned up before sitting down to rest.
Character's Dialogue:  "Alright, let's tidy this up quickly and then a few moments to relax."
Possible Responses:
Response 1: "<get_mug_of_water_puton_bedroomtable>, <switchon_tv>, <dialogue>:\"Here is some water for 
you to relax, and I've turned on the TV for your entertainment while resting. If you need anything more, please let 
me know.\"\n",
Response 2: "<get_toiletpaper_puton_bedroomtable>, <dialogue>: \"Let me take care of this for you.\"\n",

Answer: Response 1
Explanation: This character is tyding up, exhausted and irritable. She won't get angry at the child since she is 
overprotective. Now that she has already gotten the toilet paper and is tidying up, what she needs is something to 
help her relax or get distracted.

###Example 3
Character Background: Personality: Eccentric and creative. Profession: Visual artist. Hobbies: Playing the violin. 
Social Relationships: Single, has a close-knit circle of artist friends. Life Experiences: Dropped out of business 
school to pursue his passion for art.
Character's Action: ["[Walktowards] <wallpictureframe> (1)","[grab] <wallpictureframe> (1)","[Walk] <bedroom> 
(1)"],
Scenario Description: The artist is in his home studio, feeling uninspired. He walks towards a picture frame on the 
wall, grabs it, and walks into his bedroom, hoping to find inspiration in solitude.
Character's Dialogue: "Maybe this old frame will spark something new today.",
Possible Responses:
Response 1: "<switchon_radio>, <get_coffee_puton_bedroomtable>, <dialogue>: \"Relax a bit.How about 
listening to some music and having a cup of coffee?It might help spark some inspiration.If you need anything,just 
let me know.\"\n"
Response 2: "<get_book_puton_bedroomtable>, <dialogue>:\"Perhaps some inspiration lies within these 
pages.\"\n",

Figure 19: Prompt for GPT4o win rate evaluation.
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Answer: Response 1
Explanation: This person is thoughtfully seeking inspiration from the wallpictureframe. Since he is eccentric and 
creative, he just need a environment to immerse himself in thought. So In Response 1, some coffe and music may 
help him better relax and think about inspirations, while in Response 2, a book will distract him. So Response 1 is 
better.

###Example 4
Character Background: Personality: Introverted and shy. Profession: Librarian. Hobbies: Reading and writing short 
stories. Social Relationships: Few friends, lives alone with her cat. Life Experiences: Moved to a new city to escape 
a toxic relationship.
Character's Action:  ['[Run] <cellphone> (1)', '[Grab] <cellphone> (1)', '[Run] <nightstand> (1)', '[Put] <cellphone> 
(1) <nightstand> (1)', '[Run] <apple> (1)', '[Grab] <apple> (1)']
Scenario Description: The person has received an important call earlier from a publisher interested in her short 
stories, but due to her anxiety, she hesitates to call back. She tries to distract herself but can't stop thinking about 
the potential opportunity.
Character's Dialogue: "Should I call them now? What if... No, just breathe and focus."
Possible Responses:
Response 1: "<get_apple_puton_bedroomtable>, <dialogue>:\"Here's an apple.Maybe a snack will help you feel 
better. \"
Response 2: "<get_mug_of_water_puton_bedroomtable>, <get_book_puton_bedroomtable>, 
<dialogue>:\"Here's some water and a book to help you relax. Take your time, there's no rush to make the call.\"

Answer: Response 2
Explanation: This person is anxious about whether to return the call. Since she is introverted and shy, it's better 
not to push her to decide and to let her distract herself. She works in a library and loves reading, so giving her a 
book and some water in Response 2 may help her relax and take her mind off things.

###Example 5
Character Background: Personality: Fun-loving and adventurous. Profession: Travel blogger. Hobbies: Surfing and 
rock climbing. Social Relationships: Dating a fellow travel enthusiast. Life Experiences: Quit his corporate job to 
travel the world.
Character's Action:  ['[Walk] <book> (1)', '[Grab] <book> (1)', '[Walk] <sofa> (1)', '[Sit] <sofa> (1)']
Scenario Description:The person just returned from a thrilling adventure and is now at home, planning his next 
journey by looking at a travel book.
Character's Dialogue: "Where to next? Ah, the thrill of a new adventure awaits!"
Possible Responses:
Response 1:  "<get_book_puton_bedroomtable>, <dialogue>: \"Let's see where the next adventure takes 
you.\"\n",
Response 2: "<get_coffee_puton_bedroomtable>, <get_book_puton_bedroomtable>, <dialogue>: \"I thought you 
might enjoy a cup of coffee and another travel book to help with your planning.\"\n",

Answer: Response 2
Explanation: This person is very excited and wants to plan his next adventure. Since he is fun-loving and 
adventurous, we should also show our excitement and help him plan. In Response 2, giving him some coffee first 
and then bringing a book to plan together aligns well with this.

### Task
Choose a response for the following data point, please pay more attention to the action than the dialogue:
Character Background: {character}
Character's Action: {action}
Scenario Description: {scenario}
Character's Dialogue: "{dialogue}"
Possible Responses:
Response 1: {goal_1}
Response 2: {goal_2}

**Your output should follow this format: Answer: [1 or 2]\nExplanation: [your explanation]**
Output:

Figure 20: Prompt for GPT4o win rate evaluation.
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Assume you are an empathatic robot which can understand the emotion behind the human actions and inference 
the scenarios. Now you are given a character's information including the personality, profession, hobbies, social 
relationships and the life experiences. You are also given a video recording the person's behaviours and the 
dialogue the person makes in the scenario.  
Your job is: add scenraio description based on the character informationm, the video content and the character's 
dialogue.

Example:
character:
    Personality: Strict to herself, high career aspiration.
    Profession: Doctor
    Hobbies: Hiking
    Life Experiences:
    -Lost mother at the age of 8
    -Father very strict, pushed Emily to success
    -Lonely during childhood, spent most of her time reading
input_action: "<char0> [Walktowards] <chair> (1), <char0> [Sit] <chair> (1)."
Answer: The person encountered a challenging case in hospital and, upon returning home, deeply contemplated 
the issue.

Notice:
1. Pleace give your answer directly without any explanation.

Now the video Input is attached. 
The chacter information is {character_info}. The dialogue made by the person in the scenario is "{dialogue}". 
Your answer is : 

Figure 21: Prompt for testing the scenario understanding of the current models.

Action and Dialogue Association

Please: Assess whether the robot’s response is closely related to the character’s action.
And assess whether the robot’s response is closely related to the character’s dialogue.
Then, analyze whether the robot understands what the character means and what the char-
acter is trying to do. In the ‘Reasoning’ field, provide a comprehensive account of the
logic or thought process that led you to your conclusion. Provide an integer score ranging
from 0 to 10 in the ‘Score’ field. A higher score indicates better performance by the robot
on the ’Action and Dialogue Association’ metric.

Individual Understanding

Please: Assess whether the robot perceives the character’s personality, profession, hob-
bies, social relationships, and life experiences, and whether this is reflected in its re-
sponses. And assess whether the robot accepts the character’s individual characteristics.
Then, analyze whether the robot imagine the character’s perspective. In the ‘Reasoning’
field, provide a comprehensive account of the logic or thought process that led you to your
conclusion. Provide an integer score ranging from 0 and 10 in the ‘Score’ field. A higher
score indicates better performance by the robot on the ’Individual Understanding’ metric.

Emotional Communication For the Scenario Understanding process, the instruction is:
Please: Assess whether the robot he robot appreciates exactly how the things feel to the
character. Then, assess whether the robot cares about the character’s feelings. In the ‘Rea-
soning’ field, provide a comprehensive account of the logic or thought process that led you
to your conclusion. Provide an integer score ranging from 0 and 10 in the ‘Score’ field. A
higher score indicates better performance by the robot on the ’Emotional Communication’
metric.
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Assume you are an empathatic robot which can understand the emotion behind the human actions in different 
scenarios and make empathatic response to the human action. Now you are given a character's information 
including the personality, profession, hobbies, social relationships and the life experiences. You are also given a 
video recording the person's behaviours and the dialogue the person makes in the scenario.  Your job is as follows:
1. Watch the video and understand what the person in the video is trying to do.
2. Understand the person's current emotion state based on the video content and the dialogue the person makes 
in the scenario.
3. Make VALID empathatic plan to help the person based on the video content and the dialogue you have read. 
4. Formulate your response in nature language. You can refer to the example for more information.

You should choose your action among those kinds of phrases:
1. fetch objects(description: fetch objects and put them on bedroom table.):
Get toilet paper and put it on the bedroom table
Get a glass of water from the bathroom and put it on the bedroom table
Get a mug of water and put it on the bedroom table
Get an apple and put it on the bedroom table
Get chicken and put it on the bedroom table
Get a radio and put it on the bedroom table
Get a box and put it on the bedroom table
Get paper and put it on the bedroom table
Get a folder and put it on the bedroom table
Get a pillow and put it on the bedroom table
Get the wall phone and put it on the bedroom table
Get a cellphone and put it on the bedroom table
Get the kitchen candle and put it on the bedroom table
Get coffee and put it on the bedroom table
Get a bread slice and put it on the bedroom table
Get a book and put it on the bedroom table
Get toilet paper and put it on the kitchen table
Get a glass of water from the bathroom and put it on the kitchen table
Get a mug of water and put it on the kitchen table
Get an apple and put it on the kitchen table
Get chicken and put it on the kitchen table
Get a radio and put it on the kitchen table
Get a box and put it on the kitchen table
Get the wall phone and put it on the kitchen table
Get a cellphone and put it on the kitchen table
Get the kitchen candle and put it on the kitchen table
Get coffee and put it on the kitchen table
Get a bread slice and put it on the kitchen table

2.Utilizing furniture (changing the state of the furniture without moving it):
Switch on the bathroom faucet
Switch on the radio
Switch off the bedroom table lamp
Switch off the bathroom lights
Switch on the kitchen candle
Switch on the stove
Switch on the computer
Switch on the TV
Open the fridge (the fridge is empty now)
Close the fridge

3.Sitting (sit on something):
Sit on the bed
Sit on the bedroom chair
Sit on the bedroom sofa
Sit on the kitchen bench

Figure 22: Prompt for testing the empathetic planning of the current models.
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4.Combination actions (processing multi-step actions):
Cook chicken and put it on the bedroom table
Cook hot water and put it on the bedroom table
Play the computer
Put paper into a folder and put it on the bedroom table
Put a book into the bookshelf
Put a book into a box and put it on the bedroom table
Put an apple into the fridge and put it on the bedroom table
Put a mug of water into the fridge and put it on the bedroom table

5.Do Nothing

Also, you can plan to say something. But please do not directly provide specific dialogue.

----------------------------------------------------------------
Examples:
Example 1
character:
   Personality: Stubborn and determined
   Profession: CEO of a tech startup
   Hobbies: Jogging and playing chess
   Social Relationships: Single, estranged from her family
   Life Experiences: Overcame sexism to establish her successful company.
ground truth of video: ['[Walktowards] <chair> (1)', '[Sit] <chair> (1)']
dialogue: "Hmm... Ahh... Next strategic move,,"
Answer: Bring the person some coffee and a book to help her ralx.

Example 2
character:
   Personality: Kind-hearted, but naive
   Profession: School teacher
   Hobbies: Volunteer work and knitting
   Social Relationships: Engaged to her high school sweetheart
   Life Experiences: Lost her job due to budget cuts, but found fulfillment in teaching.
ground truth of video: ['[Run] <cellphone> (1)', '[Grab] <cellphone> (1)', '[Run] <nightstand> (1)', '[Put] 
<cellphone> (1) <nightstand> (1)', '[Run] <apple> (1)', '[Grab] <apple> (1)']
dialogue: "Oh dear!... You'll be late! Okay, okay... Mmm, apple!"
Answer: Give the person a breadslice and bring a book for her to enjoy while waiting.

Example 3:
character:
   Personality: Eccentric and creative
   Profession: Visual artist
   Hobbies: Playing the violin
   Social Relationships: Single, has a close-knit circle of artist friends
   Life Experiences: Dropped out of business school to pursue his passion for art.
ground truth of video: ['[Walktowards] <chair> (1)', '[Sit] <chair> (1)']
dialogue: "Ah... phew...nice work."
Answer: Do nothing and compliment him.
--------------------------------------------------------------
NOTE:
1. All the objects and actions in your plan MUST be chosen from the phrases provided above.
2. Please use "him","her","the person","his", "the person's" instead of "them" and "their". Please do NOT use 
plural pronouns.
2. DO NOT give explanation. 
3. Please pay more attention to the actions in video.
4. Your answer should be within 40 words.

Now the video Input is attached. 
The chacter information is {character_info}. The dialogue made by the person in the scenario is {dialogue}. 
Your answer is : 

Figure 23: Prompt for testing the empathetic planning of the current models.
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Empathetic Action Sequences Labels

[Walktowards] <toiletpaper>, [grab] <toiletpaper>, 
[Walktowards] <coffeetable>, [put] <toiletpaper> 
<coffeetable>

get_toiletpaper_puton_bedroomtable

[Walktowards] <glass>, [grab] <glass>, [Walktowards] 
<coffeetable>, [put] <glass> <coffeetable>

get_glass_of_water_from_bathroom_puton_bedroomtable

[Walktowards] <faucet>, [switchon] <faucet> switchon_bathroom_faucet

[Walktowards] <radio>, [switchon] <radio> switchon_radio

[Walktowards] <bed>, [sit] <bed> sit_bed

[Walktowards] <chair>, [sit] <chair> sit_bedroom_chair

[Walktowards] <computer>, [switchon] <computer>, 
[walktowards] <chair>, [sit] <chair>

play_computer

[Walktowards] <paper>, [grab] <paper>, [Walktowards] 
<folder>, [put] <paper> <folder>

put_paper_into_folder_puton_bedroomtable

Figure 24: Examples of the labels of empathetic action sequences.

For the Empathetic Planning and Empathetic Actions process, the instruction is:
Please: Assess whether the robot he robot appreciates exactly how the things feel to the
character. Then, assess whether the robot cares about the character’s feelings. Also, an-
alyze the robot’s response and assess whether the robot expresses appropriate emotion.
(e.g. The robot seems to feel bad when the character is sad or disappointed.) In the ‘Rea-
soning’ field, provide a comprehensive account of the logic or thought process that led you
to your conclusion. Provide an integer score ranging from 0 and 10 in the ‘Score’ field. A
higher score indicates better performance by the robot on the ’Emotional Communication’
metric.

Emotion Regulation

Please: Analyze the character’s emotion in the scenario. Then, analyze whether the robot
includes actions or dialogues that suggest or directly regulate the character’s emotions in
its responses. Fianlly, assess whether the robot regulates the character’s emotion appro-
priately, based on personality and mood of the character. (e.g. 1. The robot comforts
the character when he or she is upset. 2. The robot encourages the character. 3. The
robot praises the character when he or she has done something well.) In the ‘Reasoning’
field, provide a comprehensive account of the logic or thought process that led you to your
conclusion. Provide an integer score ranging from 0 and 10 in the ‘Score’ field. A higher
score indicates better performance by the robot on the ’Emotion Regulation’ metric.

Helpfulness

Please: Analyze what the character wants and what the character is trying to do in this
scenario. Then, assess whether the robot helps the character effectivel when he or she
needs it. In the ‘Reasoning’ field, provide a comprehensive account of the logic or thought
process that led you to your conclusion. Provide an integer score ranging from 0 and
10 in the ‘Score’ field. A higher score indicates better performance by the robot on the
’Helpfulness’ metric.
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Adaptability

Please: Analyze the robot’s response and observe whether there are instances of rigid or in-
flexible responses. (For example, the following situations should be avoided: 1. Thoughts
or feelings the character expresses are “good” or “bad” makes no difference to the robot’s
actions toward the character. 2. No matter what the character tells about himself or her-
self, the robot acts just the same. 3. The robot’s response to the character is so fixed and
automatic that you do not get through to it. 4. The robot frequently exhibits fixed actions,
such as getting a glass of water or turning on the radio to listen to music. Finally, assess
the robot’s flexibility and responsiveness of actions and dialogues. In the ‘Reasoning’
field, provide a comprehensive account of the logic or thought process that led you to your
conclusion. Provide an integer score ranging from 0 and 10 in the ‘Score’ field. A higher
score indicates better performance by the robot on the ’Adaptability’ metric.

Coherence For the Scenario Understanding process, the instruction is:
Please: Evaluate the robot’s logical consistency and the overall coherence of the content
in its response. In the ‘Reasoning’ field, provide a comprehensive account of the logic or
thought process that led you to your conclusion. Provide an integer score ranging from 0
and 10 in the ‘Score’ field. A higher score indicates better performance by the robot on
the ’Coherence’ metric.

For the Empathetic Planning and Empathetic Actions process, the instruction is:
Please: Analyze the robot’s response and assess the logical consistency and alignment be-
tween its dialogue and actions. Then, evaluate whether there is logical consistency within
the dialogue and actions themselves. In the ‘Reasoning’ field, provide a comprehensive
account of the logic or thought process that led you to your conclusion. Provide an in-
teger score ranging from 0 and 10 in the ‘Score’ field. A higher score indicates better
performance by the robot on the ’Coherence’ metric.

A.4 ADDITIONAL QUANTITATIVE RESULTS

A.4.1 IMPLEMENTATION DETAILS

Training Details

INSTRUCT TUNING TRAINING DETAILS We introduce the training details for the instruct tuning
training stage. We used the 4-bit quantization and used LoRA (Hu et al., 2021) for training. We set
the learning rate to 3e-4, batch size 2, AdamW 8bit optimizer, linear learning rate scheduler, weight
decay 0.01, LoRA alpha 16, LoRA dropout 0. We trained for 1 epoch.

RLHF TRAINING DETAILS We introduce the training details for the RLHF (Ouyang et al., 2022)
training stage. First, we trained a reward model based on Llama2-7B (Touvron et al., 2023) on our
train set. In this stage, we use training epoch 1, maximum checkpoint memory 1000GB, train batch
size 128, learning rate 9e-6, max sequence length 1024. We use bfloat16 precision, DeepSpeed
ZERO-3, Flash Attention (Dao et al.), and gradient checkpointing for accelerated training.

Next, we use the reward model to train Llama3-8B (Touvron et al., 2023). Here, we use the Proximal
Policy Optimization algorithm with the train batch size 128, rollout batch size 1024, one training
epoch, DeepSpeed ZeRO-3, actor learning rate 1e-7, critic learning rate 9e-6, initial KL coefficient
as 0.01, epsilon clip as 0.2, value clip as 0.2, top-p in sampling 0.8, temperature 1.0. We also enable
the EMA checkpoint, optimizer offload (Adam), gradient checkpointing, and use GPU to load the
actor initially.

Details of Metrics in the Empathetic Action Process We provide details of the metrics we used
to evaluate the empathetic actions.

OVERLAP The overlap between two sequences of empathetic actions is determined by the number
of actions common to both sequences. This measure of overlap can be quantified using the following
formula:
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Table 7: Result for Llama3-8B Instruct. We find that the Llama3 Instruct model doesn’t perform
as well compared to the Llama3-8B base model. Llama3 Instruct fails to understand most of the
actions and output <action>in many cases.

Metric Overlap TF-IDF LCS

Llama3 Instruct 0.40 0.26 0.33
Llama3 Base 0.73 0.41 0.61

Let s1 and s2 be two sequences of empathetic actions. The overlap is calculated as the ratio of the
number of actions that appear in both sequences to the total number of actions. The formula for
calculating the overlap is:

Overlap =
2× Number of common actions in both s1 and s2

Total number of actions in s1 + Total number of actions in s2

LCS The Longest Common Subsequence (LCS) between two action sequences is defined as the
longest action subsequence present in both sequences without disturbing the order of the actions.

Let s1 and s2 be two sequences. The LCS can be determined using a recursive approach:

1. If the last action of both sequences matches, the character is part of the LCS. 2. If the last action
does not match, the LCS is obtained by either skipping the last action of s1 or s2 and then finding
the LCS of the remaining sequences.

The recursive definition of LCS can be represented as:

LCS(s1, s2) =
{

LCS(s11:n−1, s21:m−1) + s1n if s1n = s2m
max(LCS(s11:n, s21:m−1),LCS(s11:n−1, s21:m)) otherwise

Here, s11:n and s21:m represent the sequences s1 and s2 from the first character to the nth and mth

characters, respectively.

A.4.2 ADDITIONAL BASELINE MODEL

We conduct the action-level experiments using the same prompts as Llama3-8B and test on the
Overlap, TF-IDF, and LCS metrics. The results are shown in Table 7. We find that Llama3-Instruct
underperforms Llama3-Base on these metrics. We find that Llama Instruct fails to understand the
meaning of the actions’ contents and often outputs strings such as <action1><action2>instead of
incorporating real content.

A.5 ADDITIONAL QUALITATIVE RESULTS

In this section, we present additional qualitative results on our Instruct Finetuned Empathetic Agent
and the RLHF empathetic agent.

A.5.1 INSTRUCT FINETUNED EMPATHETIC AGENT

We present additional qualitative results on the Instruct Finetuned Empathetic Agent as shown in
Figures 25 to 27. After training, the model is able to conduct empathetic actions and use more
empathetic language.

A.5.2 RLHF EMPATHETIC AGENT

We present additional qualitative results on the RLHF Empathetic Agent as shown in Figures 28
to 30. After training, the model is able to conduct empathetic actions and use more empathetic
language.
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Character background:
Personality: Sentimental and adventurous
Profession: Travel blogger 
Hobbies: Trying different local cuisines and hiking
Social Relationships: In a long-distance relationship
Life Experiences: Grew up in a warm climate with rare 
cold weather experiences, cherishing unique weather-
related moments. [Walk] <TV> [Touch] <TV> [TurnLeft] [Walkforward] [TurnLeft] 

”I miss that warmth...wonder when I'll get to experience it again.“

Do nothing

” I'm sorry to hear that. 
I hope you can find a 

way to feel the warmth 
again soon.“

"I understand how much you miss 
the warmth of your hometown. Let's 
turn on the TV to see if there's any 

news about the weather, and I'll 
bring you a mug of water to stay 

hydrated while you reminisce. Why 
don't you take a seat on the sofa and 
relax for a bit? It's okay to miss those 
cherished moments, but remember, 
you're creating new memories with 

your adventures too."

Input:

Output (Llama3-8B): Output (Instruction-Finetuned Llama3-8B):

[Walk] <tv>

[Grab] <mug> [Put] <mug> <table>

[Walk] <mug>

[Sit] <sofa>

[SwitchOn] <tv>

1
Llama3-8b

Figure 25: Qualitative Result on Instruct-Finetuned Empathetic Agent.

Character background:
Personality: Forgetful and cheerful
Profession: Stay-at-home parent
Hobbies: Gardening and crafting
Social Relationships: Married with a son
Life Experiences: Transitioned from a busy career to 
focus on family and community involvement, balancing 
parenting with personal hobbies and volunteering at 
her son’s soccer activities.

[Run] <cellphone> [Grap] <cellphone> [Walktowards] <sofa> [Sit] <sofa>

”What a day... I should check if I missed any messages.“

Do nothing

”I see you are feeling a 
bit overwhelmed. Let 
me know if you need 

anything.“
"I've placed your phone on the table 

so you can easily check for any 
missed messages. Why don't you take 

a moment to relax on the sofa? It's 
been a long day, and you deserve 

some rest."

Input:

Output (Llama3-8B):

[Walk] <cellphone>

[Put] <cellphone> <desk> [Walk] <sofa>

[Walk] <desk>

[Sit] <sofa>

[Grab] <cellphone>

Llama3-8b

Output (Instruction-Finetuned Llama3-8B):

Figure 26: Qualitative Result on Instruct-Finetuned Empathetic Agent.

Character background:
Personality: Ambitious and anxious
Profession: Marketing Specialist
Hobbies: Reading and networking
Social Relationships: Recently relocated, trying to build 
new friendships
Life Experiences: Successfully changed careers after 
realizing her previous job didn't align with her passion. [Walk] <book> [Grap] <book> [Walk] <sofa> [Sit] <sofa>

”Need to unwind...escaping into a good book always helps calm my nerves.“

Do nothing

”I see you need some 
fresh toilet paper, let 
me fetch you one.“

Input:

Output (Llama3-8B):

Llama3-8b

[Walk] <mug> [Put] <mug> <table>[Grab] <mug>

[Walk] <kitchen> [Walk] <candle> [switchon] <candle>

Output (Instruction-Finetuned Llama3-8B):

"I understand how a hectic day can 
take its toll. I've lit a candle to 

create a soothing atmosphere and 
brought you a mug of water to stay 
hydrated. Enjoy your book and take 

this moment to relax and 
recharge."

Figure 27: Qualitative Result on Instruct-Finetuned Empathetic Agent.
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Character background:
Personality: Forgetful and cheerful
Profession: Stay-at-home parent
Hobbies: Gardening and crafting
Social Relationships: Married with a son
Life Experiences: Transitioned from a busy career to 
focus on family and community involvement, balancing 
parenting with personal hobbies and volunteering at 
her son’s soccer activities.

[Run] <cellphone> [Grap] <cellphone> [Walktowards] <sofa> [Sit] <sofa>

”What a day... I should check if I missed any messages.“

Do nothing

”I see you are feeling a 
bit overwhelmed. Let 
me know if you need 

anything.“

"You've had a busy day, and it sounds 
like you're ready to relax and unwind. 
Let's get you a mug of water and turn 

on some music. Take a moment to 
check your phone for any missed 

messages, and then settle in on the 
sofa. You deserve a break after all 

you've done today."

Input:

Output (Llama3-8B):

[Walk] <mug>

[Walk] <apple> [Walk] <radio>

[Put] <mug> <table>

[switchon] <radio>

[Grab] <mug>

Llama3-rlhf

Output (RLHF-Finetuned Llama3-8B):

Figure 28: Qualitative Result on RLHF Empathetic Agent.

Character background:
Personality: Ambitious and anxious
Profession: Marketing Specialist
Hobbies: Reading and networking
Social Relationships: Recently relocated, trying to build 
new friendships
Life Experiences: Successfully changed careers after 
realizing her previous job didn't align with her passion. [Walk] <book> [Grap] <book> [Walk] <sofa> [Sit] <sofa>

”Need to unwind...escaping into a good book always helps calm my nerves.“

Do nothing

”I see you need some 
fresh toilet paper, let 
me fetch you one.“

Input:

Output (Llama3-8B):

[Walk] <radio> [switchon] <radio>

Llama3-rlhf

[Walk] <book> [Grab] <book>

[Put] <book>  <table>

[Walk] <table>

Output (RLHF-Finetuned Llama3-8B):

"You're right, reading can be a great 
way to unwind. Let me turn on 

some soothing music and grab you a 
book to help you relax. Take a deep 

breath, and enjoy the moment."

Figure 29: Qualitative Result on RLHF Empathetic Agent.

Character background:
Personality: Family-oriented and sentimental
Profession: Elementary school principal
Hobbies: Gardening and scrapbooking
Social Relationships: Close to extended family, 
cherishes relationships with siblings
Life Experiences: Worked her way up from a teacher to 
a principal, actively involved in community 
development.

Do nothing

”I understand. You 
need to take care of 

yourself. I'll be here if 
you need anything.“

Input:

Output (Llama3-8B):

[Walk] <radio> [switchon] <radio>

Llama3-rlhf

[Walk] <stove> [Touch] <stove> [TurnLeft]  [Walkforward] 

”I need to unwind and focus on self-care after today's challenges.“

[Walk] <apple> [Grab] <apple>

[Put] <apple> <table>

[Walk] <table>

Output (RLHF-Finetuned Llama3-8B):

"You've been working hard today, so 
it's important to take care of 

yourself. Why don't you indulge in 
some self-care? Maybe a warm 

drink, some music, and a snack to 
help you relax. You deserve it."

Figure 30: Qualitative Result on RLHF Empathetic Agent.
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