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Abstract

Conformal prediction methodology has recently been extended to the covariate shift setting,
where the distribution of covariates differs between training and test data. While existing
results ensure that the prediction sets from these methods achieve marginal coverage above a
nominal level, their coverage rate conditional on the training dataset—referred to as training-
conditional coverage—remains unexplored. In this paper, we address this gap by deriving
upper bounds on the tail of the training-conditional coverage distribution, offering probably
approximately correct (PAC) guarantees for these methods. Our results characterize the
reliability of the prediction sets in terms of the severity of distributional changes and the
size of the training dataset.

1 Introduction

Conformal prediction is a framework for constructing distribution-free and model-agnostic pre-
dictive confidence regions under the exchangeability assumption for the training and test sam-
ples (Vovk et all [2005) (also see |Shafer and Vovk| (2008); [Vovk et al| (2009); [Vovk (2012)). Let
((X1,Y7), (X2,Y2),...,(Xn, Yy), (Xtest, Yiest)) denote a tuple of exchangeable data points, consisting of a train-
ing sequence of n samples D,, := ((X1,Y7),...,(Xy,Yy)) € (XxY)™ and one test sample (Xiest, Yiest) € XX V.
For a fixed error rate level a, the conformal prediction framework, provides a prediction set C. (Xiest) for
Yiest that satisfies

P (Vies € CalXiew)) 21— 0 (1)

where Cy : X = 2V is a data-dependent map. This type of guarantee is referred to as marginal coverage, as
it is averaged over both the training and test data.

One natural direction to stronger results is to provide a coverage guarantee conditional on the test data point
Xtes‘m i~e'a

]P (chest S éa (Xtest)|Xtest> Z 1-a.

However, when Xiest has a continuous distribution, it has been shown in |Vovk| (2012); [Foygel Barber et al.
(2021)); [Lei and Wasserman| (2014) that it is impossible to obtain (non-trivial) distribution-free prediction
regions Co(z) in the finite-sample regime; relaxed versions of this type of guarantee have been extensively
studied (see |Jung et al|(2022); Gibbs et al.| (2023); [Vovk et al.|(2003) and references therein). As a different
approach to stronger guarantees, several results (e.g., [Vovk| (2012)); |Bian and Barber| (2023)) have been
reported on the training-conditional guarantee by conditioning on D,,, which is also more appealing than the
marginal guarantee as can be seen below. Define the following miscoverage rate as a function of the training
data,

Pe(Dy,) =P (Ytest ¢ éa(Xtest)|Dn) :
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Note that the marginal coverage in is equivalent to E[P,(D,,)] < a. The training-conditional guarantees
concern the concentration of the conditional error rate below the nominal level o and they have the following
form, for some small ¢ > 0,

]P)(Pe(Dn) > 04) <94

or its asymptotic variants. Roughly speaking, this guarantee means that the (1 — «)-level coverage lower
bounds hold for a generic dataset.

Recently, Barber et al.| (2021) proposed modified versions of jackknife and cross validation (CV), namely
jackknife+ and CV+, which can be used to compute conformal prediction sets. For the K-fold CV+ with ¢
samples in each fold, the training-conditional coverage bound

P (Pe(Dn) > 20+ \/21og(K/3) /e) <5 2)

is established in Bian and Barber| (2023). Additionally, Liang and Barber| (2023)) proposed training-conditional
coverage bounds for jackknife+ and full conformal prediction sets under the assumption that the training
algorithm is symmetric and satisfies certain stability conditions (see Section for more details). In this line of
research, samples are assumed to be i.i.d., which is not only exchangeable but also ergodic and admits some
nice concentration properties. However, this assumption can be violated in the application. In particular,
the input data distribution during deployment can differ from the distribution observed during training.
This phenomenon is called distribution shift and it is a crucial problem in trustworthy machine learning
(see Section . In this regard, split and full conformal prediction methods as the central methods for
distribution-free uncertainty quantification of black-box models have recently been extended to handle a
popular type of distribution shift called covariate shift (Tibshirani et al., [2019). In the covariate shift setting,
the distribution of covariates in the test data differs from the one observed in the training data, but, the
conditional distribution of the response given the features remains the same across the training and test
populations. A similar extension has been made for the jackknife4+ method [Prinster et al.| (2022).

Despite these significant progress on handling distribution shift, they primarily focus on marginal coverage.
Although the weighted conformal prediction methods (proposed in [Tibshirani et al.| (2019)) and |Prinster et al.
(2022)) are guaranteed to keep the marginal coverage rate above the nominal level, they often reduce the
concentration of the training-conditional coverage rate P(Yiesty € éa(Xtest)\Dn) (i.e., coverage rate conditional
on the training data D,,) around the nominal level 1 — «. In particular, the weighting scheme leads to
heavier tails for the training-conditional coverage rate. This phenomenon is illustrated in Figure [T} where
ordinary and weighted conformal methods with 80% target coverage rate (o = 0.2) are used for constructing
prediction intervals under exchangeability and distribution shift settings, respectively. The distribution shift
is introduced artificially via resampling according to an exponential tilt as in Section 2.3 from [Tibshirani et al.
(2019)). It can be observed that the tails of the training conditional coverage get heavier when the weighting
scheme is used to handle the distribution shift. In this paper, we explore the quality of the weighted conformal
prediction sets by computing upper bounds on the tails of the training-conditional coverage distribution,
quantifying the relationship between the tail behavior and the extent of distribution change. In other words,
we examine the efficiency of weighted conformal prediction methods for a generic training dataset under
distribution shift.

We present concentration bounds of the training-conditional coverage for weighted jackknife+ (JAW) (Prinster
et al 2022), full, and split conformal methods. Regarding the training algorithm, no assumption is made
for the split conformal method. However, full conformal and jackknife+ methods are analyzed under the
assumption of uniform stability as explained below. Let fip, denote the predictor function estimated using
the training data D,,. A training algorithm is called uniformly stable if,

i, — oy llee <8 (3)

with 8 = O(1/n) for any two datasets (D,,, D/,) differing in one (training) data sample (Bousquet and
Elisseeff] 2002). This is a stronger notion of algorithmic stability than the (m,n)-stability assumed in Liang
and Barber| (2023). Nevertheless, uniform stability is satisfied by a class of regression models known as RKHS
regression (Bousquet and Elisseeff] |2002), i.e., regularized empirical risk minimization over an RKHS (Paulsen
and Raghupathil [2016} [Scholkopf and Smolal 2002)). Examples of reproducing kernel Hilbert spaces are certain
Sobolev spaces of smooth functions (Wahbay, {1990).
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Figure 1: Histograms of the training-conditional coverage rates are presented for four datasets from the UCI
Machine Learning Repository: Wine Quality (top left), Abalone (top right), Concrete Compressive Strength
(bottom left), and Combined Cycle Power Plant (bottom right). See Appendix [E] for details of this simulation

study.

2 Background and Related Work

2.1 Full conformal and split conformal

Define the shorthand D, U (z,y) := ((X1,Y1), (X2,Y2),...,(Xn,Ya), (z,y)) and let fiy ) := T(D, U (z,y))
denote the regression function obtained by running the training algorithm 7' on D,, U (z, ). Define the score
function s(z’,y'; ) := f(u(a’),y") via some arbitrary (measurable) cost function f : Y x Y — R and predictor

function p : X — Y. For instance, s(2’,y’; u) = |y’ — p(z’)| when f(y,v') = |y — ¢’|. For the data multiset
D, = {(X;,Y;) € X x Y :i € [n]} where [n] :={1,2,...,n}, define

S(Dyip) :={s(z’,¢/;p) : (2',y') € Dy}

Observe that if T is symmetric, i.e., T(D) is invariant under permutations of the elements of D for any data
tuple D, then the elements of S(D,, U (Xtests Yiest); f(X,e,Vieer)) @€ exchangeable. Therefore,

N 1
P (S(Xtest7 Y—testv /’L(Xtest,Ytest)) < S(DnU(XtestaYtest)#](Xtest,Ytest))(]' — Oé)) >1—aq,
where FST 1(.) denotes the empirical quantile function of S. Thus,

P (Y;:est S C’iuu(Xtest)) >1-q,



Published in Transactions on Machine Learning Research (01/2026)

where the following confidence region is referred to as full conformal in the literature

éiun( ) ={y:s(z,y; M(z,y)) 5(19 U(2,y)3ia, y))(l —a)}
Sy s,y figay) < (11%7#@ y))u{oo}( —a)}, (4)

It is well-known that this approach can be computationally intensive when ) = R since to find out
whether y € C™(z) one needs to train the model with the dataset including (z,%). One simple way to
alleviate this issue is to split the data into training and calibration datasets, namely D,, = Dain ( Deal,
Without loss of generality (when splitting), we assume D' = ((X1,Y7),..., (Xp_m, Yn_m)) and D! =
(Xn—m+t1s Ynem+1), -« -5 (X0, Yn)). In the split conformal method, one first finds the regression predictor
f = T(D%") and treats i as fixed. Note that the elements of S(D U (Xicst, Yiest); /1) are exchangeable.
Hence, we get

P ( (Xtestyyvtesty ) < (IDC““IU(XtesnYtest);ﬂ)(l - Oé)) >1—-a.

Hence, we have P(Yies € C‘Zp“t (Xest)) > 1 — a for

CoPt () = {y s(@,y: ) < Fgpe ;ﬂ)u{oo}(lia)} ?

{o

I
»
IN

(z,y; 1) g(%mlu(x’y);ﬂ)(l - Oz)} :

2.2 Jackknife+

Although the split-conformal approach resolves the computational efficiency problem of the full conformal
method, it is somewhat inefficient in using the data and may not be useful in situations where the number
of samples is limited. A heuristic alternative has long been known in the literature, namely, jackknife or
leave-one-out cross-validation that can provide a compromise between the full conformal and split conformal
methods. In particular,

Cl(x) = {y: s(a,y: i) < EgH (1 — )},

where g = T(D,), &' = {s(X;,Yzp™% = 1 < i < n} and g7t =
T(((X1,Y1), ., (Xio1, Y1), (Xig1, Yig1), ..., (X0, Yy))).  Despite its effectiveness, no general finite-
sample guarantees are known for jackknife. Recently, [Barber et al|(2021) proposed jackknife+, a modified
version of the jackknife for Y = R and f(y,y") = |y — /|, and established (1 — 2«) finite-sample coverage
lower bound for it. Let

A (@) = Y = N (X0)| s i € [n]} U {00},
A7 (@) + Y = (X < i € [n]} U {oo})

C’i“'(m) = [A_—l(w)( @), F‘;(I)( —a)].
In the same paper, an e-inflated version of the jackknife+
éi+’6( )= [Fs l(m)( a) — ¢, Fs+1($)( —a) + €. (6)
is proposed which has 1 — o — 4,/v coverage lower bound (instead of 1 — 2«), if the training procedure satisfies

%?ﬁp(\M(Xteat) A (Xiest)| > €) <v

Also, the jackknife+ has been generalized to CV+ for K-fold cross-validation, and (1 — 2ac — /2/n) coverage
lower bound is established.
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2.3 Conformal prediction under distribution shift

Covariate shift concerns the setting when the covariate distribution changes between training and test data,
while the conditionals remain the same. Specifically, we have

Z; = (X, V) g Px x Py|x =: P training data;

Ztcst = (Xtcsta Y:ccst) ~ QX X PY|X = Q test data.

This notion has been extensively studied in machine learning (e.g., see |Sugiyama et al.| (2007); |Quinonero-
|Candela et al| (2008); Sugiyama and Kawanabe| (2012)); |Wen et al.| (2014)); Reddi et al.| (2015)); Chen et al.
(2016) and the references therein).

To handle the covariate shift, a weighted version of conformal prediction was first proposed in the seminal
work by [Tibshirani et al.| (2019). The key assumption is that the likelihood ratio dQ/dP = dQx /dPx, needs
to be known; we follow the same assumption in this work. This reweighting scheme has been extended to
various settings in conformal prediction Podkopaev and Ramdas| (2021)); Lei and Candes) (2021)); [Fannjianga
let al.; |Guan| (2023)). The general domain adaption problem has also been an active area from a causal
perspective (e.g., |Zhang et al|(2013a)); Peters et al. (2016); |Gong et al.| (2016]); |Chen and Bithlmann| (2021));
Du and Xiang| (2023)).

The weighted procedures require computing a weight associated with each sample,

%(ZZ) Z%(Ztest)

w; = , 1 €L and  Wiest =
99 (Ziest) + Xier X (2,) 99 (Ziest) + i M (2,)

where Z = [n] for full conformal and jackknife+, and Z C [n] for the split conformal method which corresponds
to the calibration (or hold-out) dataset. In particular, to generalize the full and split conformal methods to
distribution shift setting, according to Tibshirani et al.| (2019) one needs to replace the empirical CDF used
in construction of (4) and

. 1
Fs(t) = n+1

dSi{s<t}, S={s(2):ieTI}U{cc}

seS

by the weighted version

FQ,|I\ (t) = wtestl{t = OO} + ZULJ.{S(ZZ) S t}
i€

Similarly, to extend the jackknife+ method, |Prinster et al.| (]2022b proposes replacing ﬁ‘sf and F5+ by their
corresponding weighted versions where wiest is associated to —oo and oo, respectively.

3 Conditional Coverage Guarantees

3.1 Split conformal

The training-conditional coverage guarantee for split conformal method under the i.i.d. setting has been studied
in [Vovk! (2012)); Bian and Barber| (2023)). The proof in this setting relies on the Dvoretzky-Kiefer—Wolfowitz
(DKW) inequality. The following theorem concerns training-conditional coverage guarantee under covariate
shift, where the extension is made by developing a weighted version of the DKW inequality. Let D,, =
(Z1,...,2Zy,) € (X x V)™ denote an n-tuple of data points containing both the training and calibration data
sets. Define the training conditional probability of error as

PPN D,) =P (Ytest ¢ CoP"* (Xyest)

Dn) . (7)

Theorem 1 Let m < n denote the size of the calibration data set. Assume that Q is absolutely continuous
with respect to P (Q < P) and dQ/dP < B < co. Then,

P (P;p”t(Dn) > a+ (y/2Blog(4/8) +2C) \/§> <.
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for all § > 0, where C > 0 is a universal constant. The probability is taken with respect to P since each entry
in Dy, follows P.

Corollary 1 Relazing the assumption dQ/dP < B to ||dQ/dP| ps2 = [(dQ/dP)* dP < B via Lemma@, we
get
. 2B(2C + 1)
P ( PP5(D,, — ) <4 §<1.
<e (Dy) > a+ N >_, 0<d< (8)

To assess the robustness of weighted conformal prediction methods, we compute training-conditional error
bounds with a very mild assumption on d@/dP. The proof of this theorem follows from Lemma |4 and the
proof of Theorem

Theorem 2 Assume that Q is absolutely continuous with respect to P (QQ < P) and that dQ/dP < oo Q-a.s.
Fiz B,6 >0 and € € (0,1/2). It holds that,

. dQ | B dQ
spli
PPPY(D,) < a+ 36 +4P (dP(Zt“t) > m) +2C o +P <dP<ZtESt) > B) ,

with probability at least,

’ € d
1_4e ™ 62/(232) _ 2672"7‘2 — 2P <Q(Ztest) > m)

here = 0 (88 L) < B) - 2

3.2 Full conformal and jackknife+

Let p13 : X — R denote a predictor function parameterized by 8 € RP. By a slight abuse of notation, let the
map T : Up>1 (X x V)™ — RP denote a training algorithm for estimating /3, hence, 5, = T(D,,). In this case,
we have fip, = Ka,, -

Assumption 1 (Uniform stability) For alli € [n], we have

sSup ||/1‘T(Z1,-..,z,,_1,z7;+1...,zn) - ,UIT(zl,...,zi,...,zn)”oo < ?

Z1ye-9%n

In the case of the ridge regression Hoerl and Kennard| (1970) with Y = [-1,I] and X = {x : ||z|2 < b}, this
assumption holds with ¢, = 16 bI%/(An), where X denotes the regularization parameter. See Bousquet and
Elisseefl] (2002)) for the general result on the uniform stability of RKHS regression.

Assumption 2 (Bi-Lipschitz continuity) The map § +— ug is bi-Lipschitz with respect to the co-norms,
i.e.,

FllB = Blloe < llus = pplloe < K28 = Blloo;

for some constants 0 < k1 < Ky < 0.

Remark 1 It is worth noting that if the parameter space © C RP is compact, & : U — L>®(X) given
by B — g is continuously differentiable for some open U O O, then ko < co. Moreover, the inverse
function theorem (for Banach spaces), gives the sufficient condition under which the inverse is continuously
differentiable over ®(U) and hence k1 > 0.
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In the case of linear regression with X' = {z : ||z||2 < b}, one can verify that Assumption [2] holds with k1 = b
and ko = /pb. Let B, = Eﬂn, ﬂ i =T(Z1,....,Zi 1, Zis1,...,Zn) with Z; = (X;,Y;) and B_, = Eﬂ i
Define

F(nil)(t) = IPZlNP (‘Yl — Mﬁ,l(Xl)‘ < t) s
FG0(0) = Prn (|1 — a5, (50| <1).

Assumption 3 (Bounded density) F'™) < L, and an) < Lgn where F'™ and Fg") denote the
derivative of F™ and Fén), respectively.

We introduce the following shorthand:

1 n 2p
A =2 1 — — log — |.
(n,p, 6) K2 Cp—1 <I€1 + 2%% og B )

Theorem 3 (Jackknife+ under exchangeability) Define P/*(D,,) :=P (Ytest ¢ C’j"(Xtest)
der Assumptions[I—[3, for all €,6 > 0, it holds that

log(2/6)
2n

Dn>. Un-

P <P6J+(Dn) > o+ + Ly A(n,p,e)) <e+0.

Now we present our result on jackknife+ under covariate shift when dQ/dP < B.

Theorem 4 (Jackknife4+ under covariate shift) Assume that Q is absolutely continuous with respect to
P (Q < P) and dQ/dP < B. Under Assumptions |13, for all €,6 > 0, it holds that

IP’(PE‘]’L >a+(\/2310g4 —|—2C’)1/ + Lon-1A(n,p, )>§e+6,

where C is a universal constant and A(n,p,€) is the same as in Theorem @
Using the same arguments as in the proof of this theorem, one can get a coverage bound for the CV+ as well.

Unlike which is meaningful only if the number of samples in each fold ¢ is large, the bound we present in
the following corollary is suitable for cases where ¢/n — 0.

Corollary 2 (CV+) Define PCV+(D,,) := P (Ytest & OCVH(X o)
€,6 >0, it holds that

log(2/6 1 2
P <P60V+(Dn) >+ %+2ZLH_W£2 Cn_g<ﬁ+ Llog f)) <e+6.
1

Dn). Under Assumptions <H, for all

The following theorem concerns the training-conditional guarantees for the full conformal prediction. We

again introduce a shorthand:
/ 2
E(n,p,€) := cpt1 + 1/ 2nlog P K2 Cn.
€ K1

Theorem 5 (Full conformal under exchangeability) Define P/“(D,,) := P (Ytest ¢ C’g}‘”(Xtest)
Under Assumptions[1}-{3 for all €,6 > 0, it holds that

Dn>.

1
P (Pg‘“”(Dn) >a+ %/5) + L, E(n,p, e)> <e+d.
n
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Theorem 6 (Full conformal under covariate shift) Assume that Q is absolutely continuous with respect
to P (Q < P) and dQ/dP < B. Under Assumptions[1-{3, for all €,6 > 0, it holds that

P (Pg“” )>a+ (\/23 log(4/5) + 20) JE Lo Emip, e)> < et
where C is a universal constant and E(n,p,€) is the same as in Theorem @

We note that similar to Remark |1} one can relax assumption d@Q)/dP < B to ||dQ/dP| p2 < B and in this
case the bounds for the jackknife+ and full conformal methods hold with the slow rate O(1/(d+/n)) instead

of O(log (1/6)/v/n).
4 Discussion

We have presented training-conditional coverage guarantees for weighted conformal prediction methods under
covariate shift. The split conformal method has been analyzed for the black-box training algorithm while
the full conformal and jackknife+ have been analyzed under three assumptions. Although Assumptions [I]
and [2] have been verified only for the ridge regression in this paper, we conjecture that they are satisfied
by a truncated version of the general RKHS regressions which we leave for future research. Truncated and
sketched versions of the RKHS models have been extensively studied in the previous literature from the
computational efficiency perspective (see |Amini (2021)); [Williams and Seeger| (2000); |Zhang et al.| (2013bj);
Alaoui and Mahoney| (2015); [Cortes et al.| (2010) and references therein). The results in this paper quantify
the training sample size (or calibration sample size for split conformal) needed for the coverage under covariate
shift.

Estimation of the likehood ratio. A natural question here is how to include the error arising from
estimating the likelihood ratios in the analysis. Define

alVi_ Bz LV Ba
=g = .
v > icin] 2(2)

aQ ’
and let s(-) denote a fixed score function. In this case, one needs to include the following term to the weighted
DKW inequalities derived in this paper,

sup Z (w; —w;)1{s(Z;) < t}| < Z |w; — ;]

tER i€[n] 1€[n]

- |E-
- v v

i€[n] 14
T ([T vy + 7))

4%
_ VY iem + ‘V - V‘ (Zie[n] Vi)
17474
_ Zze[n] ’V V‘ 16[71] Vi—=Vi
1% 1% ’

where the concentration properties of this term around zero depends on the estimator of dQ/dP(Z;).

Comparison with the (m,n)-stability. The (m,n)-stability parameters were recently introduced in |Liang
and Barber| (2023) and used to compute training-conditional coverage bounds for inflated full conformal and
jackknife+ prediction intervals under exchangeability. Unlike uniform stability which is a distribution-free
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property of a training process, (m,n)-stability depends on both the training algorithm and the distributions
of the data as follows

;)r?,tn =E |ﬂDn (Xtest) - ﬂDn+7n. (Xtest)lv (9)
Ymn = Elip, (X1) = D, .. (X1)], (10)

with Xest 1L Dy, Dngm = (X1, Y1), ooy (Xnntm, Yntm)), and fip, denotes the predictor function obtained
by training on D,,. Although weaker than uniform stability, these parameters are yet not well-understood in
a practical sense. To elaborate on the difference between this approach and uniform stability, we evaluate
their resulting training-conditional bounds for the ridge regression under exchangeability.

Assume X = {x : ||| < b} and Y = [—1,I]. As stated in the previous section, this regression model satisfies
cn = 160%1%/(An), k1 = b and ky = \/pb. Hence, we get the following bound for both full conformal and
jackknife4+ methods,

P (Pe(Dn) >a+ O(n_l/Q(\/log(l/(S)—i-\/plog(Qp/e)))> <e+0d.

On the other hand, the following bound is proposed for the «v-inflated jackknife+ in |Liang and Barber| (2023)),

log(1/$ o o
P<P§+’V(Dn)>a+3 0g(1/9) +2¢ (2 ) 1><35_|_37’Z}’17 (11)
v v

min(m, n)

for all m > 1. We get 9ot = O(mey) since Y99 < cnyq1/2 by definition (9) and Assumption [1, and
out < yptme ! (N holds according to in |Liang and Barber| (2023, Lemma 5.2) . Substituting for 24t

mn — m,n—1

in bound ., we obtain

P<P3+W(Dn)>a+o< 1og1/5 4/””“ L ><35+o(,/ Men— 1). (12)
mlnmn

Letting m~/2 = (m/n)Y/3 to balance the two terms riﬁrgl(ir{i) and ¢/mc,_1/7, we get m = n*/®. By
plugging m = n%° into (12), we have

P (Pe‘]*’"’(Dn) > a+0(nV/?(/log(1/3) + 7—1/3))> <3040 (n71/59713). (13)

This bound, although dimension-free (i.e., does not depend on p), is very slow with respect to the sample
size. In |Liang and Barber| (2023), the same bound as is established for y-inflated full conformal method
except with ¢i£71’n 41 instead of S,‘;E%l. Hence, the same bound as can be obtained for the vy-inflated
full conformal method via 4}, = O(mcy).

5 Conclusion

In this work, we have studied the training-conditional coverage bounds of full conformal, jackknife+, and CV+
prediction regions from a uniform stability perspective, which is well-understood for convexly regularized
empirical risk minimization over reproducing kernel Hilbert spaces. We have derived new bounds via a
concentration argument for the (estimated) predictor function. In the case of ridge regression, we have
used the uniform stability parameter to derive a bound for (m,n)-stability and compare the resulting
bounds from |Liang and Barber| (2023) to the bounds established in this paper. We have observed that
our rates are faster in sample size but dependent on the dimension of the problem. Even though our work
is theoretical in nature, it can potentially shed light on understanding a much broader downstream-task
setups in reconstructive self-supervised learning (SSL), where the existing literature focuses on either linear
regression or ridge regression (e.g., [Lee et al.| (2021)); 'Teng et al.| (2022); [Du and Xiang] (2024])). For split
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conformal, our result allows for flexible downstream setups in SSL well beyond simple regressions, while for
jackknife+ it would be interesting to reveal the interplay between uniform stability and excess risk analysis in
SSL. Another worthwhile direction is from the robustness perspective in conformal prediction and detection
problems, including adversarial and label noise settings (e.g., (Gendler et al.| (2021)); Einbinder et al.| (2024));
Zhang et al.| (2025)). For instance, one can study the robustness of training conditional guarantees under
adversarial attacks during inference time.
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A Technical Lemmas: Weighted DKW Inequalities

A.1 Background

In this section, we first briefly introduce the notion of bracketing number and four foundamental results,
which we will be applying in our proofs.

Bracketing Numbers. A measure of complexity for a class of functions is the bracketing number. For a
pair of functions f and g, the bracket [f, g] is defined as follows,

[f,gl={h:f<h<g}

12
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A set of brackets [f1,g1],...,[fn, gn] is a eL9(P) bracketing of function class F if F C U, ,<,[fi, gi] and

([ Ifi — g:|?dP)*/? < € for all i € [n]. The bracketing number Nj (e, F, LY(P)) is the size of the smallest
e-L1(P) bracketing of F.

Theorem 7 (Van Der Vaart and Wellner| (1996) (Theorem 2.14.2)) Let F be a class of measurable
functions with a measurable envelope F. Then, for some universal constant C > 0,

fer

E <Sup ’\/H/f (P, —P)D < CHF||p,2/O \/l—HogNH (e|F||pa, F, L2(P)) de. (14)

Theorem 8 (Lafferty et al. (2008)(Theorem 7.86)) Let F be a class of measurable functions with A =
supser I/ pa and B = supsr [ flloc- Then, for ¢ < 2A/3,

P | sup
fer

Theorem 9 (Durrett (2019) (Theorem 2.2.11)) For each n let X, 5, 1 < k < n be independent. Let
by, > 0 with b, — oo, and let X, = Xy, x1{| X0 1| < bn}. Suppose that, as n — oo, (i) > p_ P(| Xn.k| >
b,) — 0, and (ii) b;,> ZZ:JEYi,k — 0. Ifwelet Spy = X1+ ...+ Xnn and put a, = > 1 EX,, i, then
(Sn — an)/bn, — 0 in probability.

/f d(P, — P)’ > e> < 4Ny (¢/8,F,L'(P)) exp (—sgi‘é) (15)

Proof: Fixe > 0andlet S, = X1, + ...+ X, . We note

(o )

We bound the two terms separately. For the first term P(.S,, # gn)Lobserve that the event {S,, # S,} occurs
if and only if at least one summand is truncated, that is, {S,, # Sy} = Uj_; {|Xn,x| > b, }. Hence, by the
union bound and assumption (i), P(S, # S,) < 22:1 P(|Xn,k| > bn) — 0 asn — oo.

> 5) <P(S, # Sn) +P(‘S”b_a" >

For the second term, P(|(S, — a,)/by| > €), note that a,, = ES,,. By Chebyshev’s inequality,

_ — 2
S, — an Sn — an 1 —
Pq b, ( b ) ] ~ g )

Because the variables X,, 1,..., X, are independent and Var(Y') < EY?, we have Var(S,) < >, _; EYEM
Combining these inequalities with by assumption (ii), we have

Sn—an
Pl | —

We can now apply this theorem to obtain the following result, also known as the Feller’s weak law of large
numbers without a first moment assumption.

1
>E>§2]E
S

1 &2
>5) < g2 ZEXM — 0, as n — oo. |
" k=1

Theorem 10 (Durrett| (2019) (Theorem 2.2.12)) Let X, Xs,... be i.i.d. with zP(|X;| > ) — 0 as
x—o0. Let S, = X1 +...4+ X, and let pu, = E X 1{|X;| < n}. Then S,/n— pu, — 0 in probability.

Proof: We apply Durrett’s Theorem 2.2.11 (i.e., Theorem @ to the triangular array with entries X,, = Xy,
for 1 < k < n and the normalizing constants b, = n. It suffices to check the two conditions of that theorem.

6 w1 P(| X, k| > n) = nP(|X1] > n) — 0 by the assumed tail condition zP(|X;| > z) — 0.

13
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(i) Let X, = Xx1(|Xk| < n). We need to show n2y E(Yik) = nt E(Yil) — 0. By
Lemma 2.2.13 of [Durrett| (2019)) with Y = [ X, 1] and p = 2,

72 0 —_
E(X2,) = / 2y P( X s > y) dy.
0

Since |Yn1| < n, the integrand vanishes for y > n, and for 0 < y < n we have
P(|X 1| > y) <P(IX1| > y).
Set g(y) = 2y P(|X1| > y). Hence
72 n
B0 < [ o
0

By assumption, we have g(y) — 0, as y — 00, so does its average. |

A.2 Weighted DKW Inequalities

With these results in place, we are ready to proceed with our proofs. Let F(z) = Pz.q(s(Z) < x) where
i.d

s(+) denotes some fixed score function. For Z; " P, we define

Fon(x) =Y wl{s(Z)<a}, ;= Lﬁ;‘). (16)
i) >icm) ap(Zi)

Lemma 1 (Bounded likelihood ratio) Assume that Q is absolutely continuous with respect to P (QQ < P)
and dQ/dP < B. Then, for all § >0

;- B
P <Sup Fon(z) — FQ(Z‘)‘ > 5420/ n) < 487/ (2B%)

T€R
where C > 0 is some universal constant.

Proof: By substituting the formula for @; in the definition of FQJL, we get

LY e (2 Hs(Z) <z}
+ 2] 2(Z)

Fon=

Hence we have

: 1 dQ
LS e 2(2) 1| sup nﬁ% TS(Z0Us(2) < o}
I R e C1dQ,
vex nz‘ez:[n] ap P2 = o) = Fa(e) + 11 niez[;] 7p\Zi)|- (17)

Regarding the first term, we have,

1 dQ
sup |— —(Z))1{s(Z;) <z} — Fp(x)| =su
sup ”iez[n]dp( J1{s(2:) < @} = Fo(e)| = sup

/%(2)1{8(2) <z} d(P, — P)‘

14
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= sup

z€R /f$ d(Pn - P)

where f, € L'(X x Y, P) is defined as f.(z) := %(z)l{s(z) <z}, and P,(A) = %Zie[n] 1{Z, € A} is the

empirical measure.

We note,
1< dQ/dPl:, = [(dQ/aP)? dP < |4Q/aP|.. [ dQ/aP aP < b.

according to the Holder’s inequality. Hence, ||dQ/dP| p2 < v/B and by Theorem [7| we have

<§}é§ [ 5 ar, PD<C\F/ /1108 N (€|4Q/dP] 2, F, L2(P) de (18)

with some universal constant C' > 0, and N (¢]|dQ/dP|| p2, F, L*(P)) denotes the bracketting number for
function class F = {f, : # € R}. It remains to compute an upper bound for Njj (e, F, L*(P)). Let ty = —oo
and define,

t;11 := sup {t eR: /fQ(z)l{s(z) € (t;,t]} dP < 62} , (19)
where f = dQ/dP. We note that there exists £ < oo such that t, = co. This is true since ¢;;1 < co implies
/f2(z)1{s(z) € (tistia]} dP > €%, 0<i<j,

according to and dominated convergence theorem. Hence,

G+ <y / P(2)1{3(2) € (ti,tisn]} dP < / f? AP = [[dQ/dP|3, (20)
1=0

and therefore j + 1 < (||dQ/dP| p2/€)*. Let k =min{f € Z : t, = co}. Now define e-brackets as follows
bi ={9(2) : f(2)Us(2) <t:} < g(2) < f(2)1]s(2) <tit1}}
where 0 < i < k — 1. Clearly, F C U¥_b; with by, = {f}. Brackets by, ...,bx_1 have size
1/2
</ fz(Z)].{S(Z) S (ti,ti+1)} dP) <e¢ 0<i<Ek-—1,

according to and bracket by has size 0. Hence, we have k+ 1 brackets in total with size smaller than €. By
([20), we have k — 1 < (||dQ/dP||p2/€)? which implies that Ny (¢, F, L*(P)) < k+ 1 < 2+ (|dQ/dP| p2/¢)?.
Plugging this into , we get

|
Ny (elldQ/dPl|pa, F. L*(P)) < 2+ .

(22% /fm (P, PD<2C\/§ c'\f (21)

which follows from the observation that

Therefore we have,

1/2 1/2

1
S(1—|—2/ (62—10ge)> <2
0

Now let PT(Li) denote the empirical measure obtained after replacing Z; by some arbitrary Z.. In this case, we

observe that

)1 V1+log(2+1/€2) < (1 + /01 log(2 + 1/62))

< sup
z€R

sup

xeR z€R

/fw d(P, — P) ‘sup

15
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< Lowp fu(2)) = fu(2)) <

N zeR

3w

Therefore, by McDiarmid’s inequality [McDiarmid et al.| (1989) we get

#(ml 5 -] -2 (] f - )

Combining with (21)), we obtain,
, | B —2ns%/ B>
n

sup
z€R

Back to , for the second term, Hoeffding’s inequality implies

sup
z€R

> 5) < 9~ 2% /B

pli-2t 3 @(Zi) > | < 2e72m0°/B7, (22)

Combining the bounds for the two terms, we obtain,

- B
P (Sup Fon(x) — FQ(x)‘ > 5+ C'/ n) < 4e—m97/(2B%) -

z€R

The following version relaxes the assumption dQ/dP < B to ||dQ/dP| p2 < K at the cost of slower rates.

Lemma 2 (Alternative version: bounded second moment) Assume Q < P and ||dQ/dP|p2 < K.
Then, for all § >0

R 4CK  4(K%-1)
P Fo., — F O .
<§g§ (@) = Fo(o)] > ) N

where C > 0 is some universal constant.

Proof: By the same argument that led to in the proof of Lemma |1}, we get

20K  C'K
= (g [ ar,-mf) < 27 =
Combining this with Markov’s inequality, we obtain
O'K
(ilég /fx (P, P)‘>6> < (23)

This bounds the first term of . Regarding the second term, Chebyshev’s inequality gives

1 dQ
dQ Var (5 2 ien] W(Zi)) K21
Pli1- o) < < . 24
Z ap A 7o) s 5 = e (24)
ZE[ ]
The result follows from combining (23]) and ([24)). [ |

In the following, we present yet another version by dropping the dependency on the constant C.

Lemma 3 (Alternative version: bounded likelihood ratio) Assume Q < P and dQ/dP < B. Then,
P (sup |Egun(z) — Fo(z)| > 5) < (72/6)6_"52/(43) +2¢~ 07/ (2B%)
TR

for all § > 0.
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Proof: To prove this lemma, we compute the upper bound for the first term of differently. According to
Theorem [§] we get
<sup
zER

for € < 2/3, where Nj(e/8, F,L'(P)) denotes the bracketting number for function class F = {f, : « € R}.
Similar to the proof of Lemma [1| it can be shown that Ny(e, F,L'(P)) < 24 1/e. Therefore,

(sup
z€R

Combining with for the second term of , we obtain

f, d(P, — P) < ANy (¢/8,F,L*(P)) e "<'/B (25)
/ )| > <) <amy

[t aes P‘ >38<1+4/e) e=n/B < (36/€)e /B,

P (sup |Fg.n(z) — Folz)| > 5) < (72/5)6_"52/(43) + 20/ (2B%)

zER
< (74/6) exp (_2(3”‘11)2) . m

Lemma 4 (Alternative version: unbounded likelihood ratio) Assume Q@ < P and that dQ/dP < oo
Q-a.s. Fiz B,6 >0 and € € (0,1/2). It holds that,

. dQ , | B dq
F — F < 4P Z —+P Z B
s |Fo(o) - Fo.()] < 30+ 4F (52 () > ) 405 4B (R (Zu) > B).

with probability at least,

dP

= (R EE]

where n' =nP (%(anlib) < B) - n1/2+€.

’ € d
1 — 4e—"'0%/2B%) _ g9, ~20* _9p < Q(Ztest) > n)

Proof: To drop the assumption on dQ/dP, we start by writing X = Xp U X§, where Xp = {x :
dQx/dPx(z) < B}. Define

Foixp =P (5(Ztest) < x’%(ztest) < B> ,
. Sier $3(Z01(s(2)) < )1 {$3(2) < BJ
Fonixs = ,

ZzeI Zg(z )1 {%(Zi) < B}

where the summations are taken over calibration data points generated from P. We note,
sup | Fo(z) — FQ,n(UC)‘ < sup |Fo(x) — Fola, (z)] + sup ‘FQP(B (2) = FQ.n|xs (fﬂ)‘
TE xTE

T€R
() = Fou(@)].

To upper-bound the first term, we observe that

’FQ(x) - FQ|XB ‘ = ‘ Ztebt < l‘) P < (Ztest < x Ztest) < B) ‘

‘dP
P (5(2) < o[ §2(Zn) < B) (P ({2 < B) - 1)

17
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dq
< P (dP(Ztest) > B)

Regarding the second term, using the same argument as in the proof of Lemma [I} we get

P (Sup FQiaes () = Fonjxs (x)} <d+ C’\/B/TB‘nB) > 1 — 4e B8/ (2B%)
T€R

where np =3, .71 {%(Zi) < B}. Now let n’ =nP (%(anhb) < B) — nl/2%¢ and observe that

P sup | Fouen (0) = Py (0)] < 8-+ VBT )

z€R

=2 <Sup ‘FQ|XB(‘7;) - FQ77L|XB(1.)’ <o+ \% B/nBv np = n/)
rzeR

E (IP’ (sup Foas () = Funjxp (fﬂ)’ <o+ O/\/B/TB‘TLB) l{np 2 nl})

z€R

>E (( — 4e~nnd*/(2B >) {ng >n })
(1 4o/ )) P(ng >n')

>

(%) _ 62 (2B _op2e
> (1— e EE) (1 gem2n™)
>1—4e —n'8%2/(2B%) _ 72n2‘

where (x) holds according to Hoeffding’s inequality.
For the third term, we note
W=(z) W=(x)+W=(x)
W< W<+Ww=>
W<(x)W=> = W<W=(x)
W<(W< +W>)

[FQnjxs () = Fon(2)| =

W<W> w>
<2 =2 26
SIWEWSAWwE) T T W+ W (26)

where

1€l
W () = fjf_?, ILs(2) < }1{§§< >>B},
1€
we ﬁ(znl{jf’f,(zi)@},
1€L
W=y % z>1{ff3(zi>>3},
€L
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and the inequalty [26] follows from the fact that W<(z) < W< and W~ (z) < W~ for all x € R. Hence,

R N EiEI %(Z) (Z) > B} a.s dQ
22 i o)~ Fonlell <2 =23 a5 2¢ (a0 > 5)
We note,
1
* Yiez qpl { (Zi) } (dQ )
- ]P TS Ztest > B S
I zzezz @) ap 4o
dQ Q d@Q
1 dQ 1 {99
el I CCR B
dQ Q dQ 1 dQ
dP(Z)l{dP( )>B} (dP(Ztest)>B> + ﬁzdip(Zz)_l S
zEI €T
dQ Q dQ
dP(Z)l{dP( )>B}P(B<dP(stt)§n) +
d d d d d
P (dg(ztest) > B, %(Ztest) > n) + % 2 £<Zi) - P (CL}QJ(Ztest) = ”) +F (dg%‘”) ~ ”)

d
S 6+2P (dg(ZtCSt) > TL) 5

with probability at least

1-2P (gg(zm) > n) - %E ((;@(annbo 1 {Sg( Zeatib) < n}) (27)

where in the last step we have used (the proof of) Theorem [0] with ¢ = /2 and b,, = n twice; once for
the first term with X, = %(Zk)l {%(Zk) > B}, k € Z, and the other time for the third term with
Xnk =dQ/dP(Zy), k € I. The requirements of the theorem are satisfied by

P <Zg(zcahb) > Qj) < E <Zg (anlib)]- {‘;g(anﬁb) > CC}) =P <2g (Ztest) > CC) —0 (28)

as & — oo and then according to Theorem ; also recall that Z C [n] for the split conformal method
corresponds to the calibration dataset. Putting everything together, we have

. dQ , | B dQ
sup | Fo (2) — F < 4P Zres WA Ziewt) > B,
Zlé§ o() Qm(ax)‘ < 30 + (dP( f t)>n> + C oy + (dP( test) > )

with probability at least,

' —2n°° d
1 — 4o~ "0%/(2B?) _9,=20" _op (dg(ztebt) ”)

8 d > (d
- WE <<dg(zcalib)) 1 {di?)(zcalib) < n})
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B Proof of Theorem (1]

Recall from Section we have

(%)
Foz|(z) = wies1{t = 00} + Y wil{s(Z) <a},  w;= 2 (Ziest) + Xicx T2(Z) 29
iceT test i€ dP

where Z; R P, Ziest ~ Q, and Z denotes the set of indices corresponding to the calibration dataset. We

note

Pe (Dn) =P (thest g Cvzplit (Xtest)

Dn) ]P)( (Xtestayjcesh ) >FQm(1—Oé)‘D )
S]P)( (Xtcstay;csty ) >F (].*Oé)‘D )
=1- FQ(FCE,%n(l - Oé)),

where F(z) =Pzq(s(Z) < z) and F ! is defined according to with index set Z instead of [n]. Using
the weighted DKW inequality from Lemma [ we get

FQ(FC;jnu—a))zFQ,m(F@n(1—a))—5—cq/i>1_a—5 c’,/i whp.

Hence, we have
B
P (Pe(Dn) >a+0+ C’\/7> < 4e—md*/(2B%)
m
for all 6 > 0, or equivalently,

J}D( >a+\/—l +C’\/>> ( >a+(\/m+0>\/7>

This completes the proof of Theorem [I]

B.1 Proof of Remark [I]
To see , we note that by using Lemma [2| instead of Lemma (1| we get

6CK 4(K2 -1)

P(P.(D,) > a+9d) < N

for all § > 0. Hence,

]P(Pe(Dn) >OL+Q<QCK+ V\FKLI ))

for all 6 > 0, which implies

0<d<1.

P (Pe(Dn) >a+ 2K(20+1)) <4,

oy/m
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C Proof for Jackknife+

Lemma 5 If Assumption[]] and[9 hold, then
?(]

Proof: Assumption [I] and [2 imply that

Bn _EBn

2K 7€
> e) < 2pexp | — 5 .
[e%e] ’flCn

sup  ||T(215-- s 2ieeoy2n) =T (21, oy 2 2n) oo < —.
21500052052 K1

By McDiarmid’s inequality McDiarmid et al.| (1989) we get

A A~ 2 2.2
P (||Bn “EBullee > e) _p (HT(Zl, o Za) ~ET(Z1,..., Z)|| > e) < pexp <_ :16 )
for independent Z; and all e > 0. B

Lemma 6 Under Assumptions[]] and[g we have
212 1)?
P(maxHuA — Uz H 26)§2pexp _h ¢ - — .
| n \KoCn_1 K1

Proof: From Assumption [T] and [2] it follows that

Cp—1
K1 '

max 1B=i — Bjlleo < (30)

Also, according to (), we have 1B_1 — B_1|loe < € with probability at least 1 — 2p exp(—2x2¢2/(nc2_,)). We
note that,

~

Boi=Ba_ =)

P (s, 5
m?x Kg , — Kz =z

—1

(%)
> e) <P (/@2 max
K3

o0

- K
212 1)?
< 2pexp <K1< ‘ ) )
n \KeCn_1 K1
where (*) and (**) hold according to Assumption [2]and (30)), respectively. B

C.1 Proof of Theorem 3]

We note,

2

1 n
yER:nZI{

Yi—pg_ (Xi)| -

(Xi) —ug  (Xi)

—1

CIF (i) 2 {y ex: > a{[nmny 000 2y ]} > a}
=1

‘y - ,uﬁil(Xtest)‘ + ’,UJB%(Xtest) - ,ugil(Xtest)‘ } > Oé},
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where the first relation holds according to |Bian and Barber| (2023)). This first step can also be recovered by
letting w; = 1/(n + 1) and @; = 1/n in the first four steps of C.2. Assuming max; |[p;_ — H5_, oo <€ we

obtain

1 n

C (Xtebt) {y ceR: Z 1{ P — *_I(Xi) > — *_1(Xtest)‘ + 26} > Oé}
nia
D{QER:I_Fn 2 (‘y :U/B (Xtest) +2€)>Oé}
Assuming HF(” 1 ("_1)H < 4, we obtain
[ee]
éi+(Xtest) :_) {y eR:1- F(nil) (‘y - H“Bil(Xtest) + 26) > o+ 5}
> {y ER:1—FD (‘y . “Efl(Xtest)D Sa+o+ ZeLn_l}.

Therefore,

P.(D,) = P(Yiest # C1F (Xiew)Dy) < P (1= FO0)

}/test - /J/E_l (Xtest)

) < a+5+26Ln_1)
= Oé+($+2€Ln,1

for D,, € AN B where A := {D rmax; |us | —pg e < 6} and B := {D: HF(”_U —F(”_l)H < 5}.

From Lemma @ we know

Also, according to Dvoretzky—Kiefer—Wolfowitz inequality [Dvoretzky et al.| (1956)), we have P(D,, ¢ B) <
2e21%" | Thus,

2L, 1K2Cn—1 K1

. ong? 22 € 1)°
P(P.(D,) >a+d+¢) <P((ANB)°) < 2e + 2pexp e )

or equivalently,

1 n 2p

log(2
M+2Ln7152cn71 <+ 10g>>§€+5~ u
2 K1 €

n

P (Pe(Dn) > o+ 57
1

C.2 Proof of Theorem 4]

We note,

5, (X3)

C (Xteit {y eR: sz {/Lﬂ Xtest) +
{ eR: sz {,uﬁ (Xtest) —
) {y eR: ZW {

i=1

<y}<1a}ﬂ
>y}§1—a}
}<1—a}ﬂ

5 (X)

(X))

’y /Jg (Xtcst)
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{y eR: szl {‘M6_7 (Xtcst) - y’ >
i=1

Yi—pg_ (Xi)

}<1—a}

Yi—pp (X5)

Yi— g (Xi)

<

Y—Hs_, (Xtest)
Yy — /’LB,I (Xtest)

y— :“,é,,i (Xtest)

}<1—a}
}<1—a}

ool

>

{
{
@it {|Yi - ps, (X))

Yi —pg_ (X5)

— ks, (Xi) =z (X5)

—1

‘y - /ffﬁil(Xtest) + ‘Nﬁ_i(Xtest) - ﬂgil(Xtest)

} > a},
where the first and last relations hold by the definition of CACJ;’(XteSt) and triangle inequality, respectively.
Assuming max; [|p; | — 15, oo < €, we obtain

+ 26} > a}

ol

Yi—pz  (Xi)

éi+(Xtest) 2 {y eER: Zﬁ)zl{ > ‘y - 'U/E,l (Xtest)
i=1
) {y eER: Zwl{
=1

D) {y cR:1— Fgﬁl) (‘y — Hg_l(Xtest)

Y — Mgil(Xi)

Z ’y - ‘LLB,l (Xtest)

+2€) > a},

< t} and, w; and w; are defined in and , respectively.

where Fénfl)(t) =0 Wl {
Define,

Yi —pg (X5)

FS () =Pz (‘Y1 - ,uE_l(Xl)‘ < t) .

Assuming F=D _ pn=b) < J, we obtain
Q Q.

éi+(Xtcst) 2 {y S R 1 — Fén_l) (‘y - NEil(Xtcst)

+26) >a+5}

) > a+5+26LQ7n_1}.

) {y cR:1-— F((Qn_l) (‘y - N’Bil(Xtest)

Therefore,

P.(D,) = B(Yiew ¢ G (Xiaw) D) < P (1 FG (

Yiest — /-LE_I (Xtest) ) <a+6+ 26LQ,n—l)

=+ (5 —+ 2€LQ,n71

for D,, € ANB(S) where A := {D tmax; (g — ”571”00 < e} and B(0) := {D : Hﬁ'én—l) _ Fé?n_l)H < 5}.

From Lemma [6] we know

242 € 1\’
P(D, ¢ A) <2pexp | —— - — .
n \K2Cn—1 K1
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Also, according to weighted DKW inequality from Lemma [I] we have

P (Dn ¢ B (5 + 20,/B>> < 487/ (2B%)
n
B —né?/(2B?)
P({P.(D,)>a+d+e+2C\/— | <de
n

o 2k2 € 1\?

exp| ——|—+—""""———
pexp n \2Lgn-1k2cn-1 K1 ’
or equivalently,

/ 4 |B 1 2
P(P.(D,)>a+ 2Blog - + 2C' — +2Lgpn-1K2Cn—1 | —+ izlog—p
1) n ’ K1 2K €

<e+4. |

Thus,

D Proof for full conformal

Lemma 7 Under Assumptions|[1] and[4, we have

2K2€?
Z 6) S 2pexp /55 -
9] nKyC

n

P ([Jns, s,

N j— 2 2
Proof: According to Lemma |5, we have |3, — 3,,]|cc < € with probability at least 1 — 2pexp (—2“16 ) It

22
ncy,

follows from Assumption [2] that,

2 =e(s]

We need the following notation for the proof of Theorem [}

2 2.2
> e) < 2pexp <H;6 > . |

2
NnK5C2

6n7§n oo

(s, — 5,

mesmy = T(((leyl)v sy (Xm Yn)v (Xteshy)))'

D.1 Proof of Theorem

We note,
é&“ll(XteSt) B {y cR: l zn: 1 {
i3

{yeR;iil{

i=1

}>ol

>

Yi— g 0| 2 |y =g, (Kie)

U

Yi—pg, (X5)

- ‘Mgn (Xi) —pg,, (X))

J>o]

+ ‘”Bn (Xtcst) - l{g)xmw (Xtcst)

+Cn+1} > OL},

‘y —Hg, (Xtcst)

Y — pg, (Xi)

Q{yER:iil{
i=1

> ‘y —Ha, (Xtest)
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where the first and last relations hold according to the definition of éiu“(Xtest) and Assumption [1] Assuming
ks, — b3 Il <€, we obtain

. 1 <&
CIM (Xiest) 2 {?JGR: nzgl{ +Cn+1+2€} >04}

Y; - /JEH (Xz) Z ‘y - /-LEH (Xtest)

2 {y ER:1-F™ (‘y - ME%(Xtest) + Cnt1 +26> > a}.

Assuming HF(") —F < J, we obtain

o0

COM (X ent) 2 {y eR:1— P (ly— i (Xeew)

+cn+1+26) >a—|—6}

2 {y eR:1 _F(n) (‘y—/jg (Xtest)

) >a+0+ (2e+cn+1)Ln}.

Therefore,
Pe(Dy) = P(Yiest ¢ Co™ (Xest)| D)
<P (1 Q) (
=a+d+ (2¢+ cpr1)Ln

Yrtest - MEn (Xtest)

) <a+d+ (2e+ Cn+1)Ln)

for D,, € AN DB where A := {D g, — HB””oo < e} and B := {D : HF(") — F™)

< 5}. From Lemma|§|,

2 2
2K7€

we know P(D,, ¢ A) < 2pexp (711;@%2 ) Also, according to Dvoretzky—Kiefer—Wolfowitz inequality, we have
2°n
P(D,, ¢ B) < 225" Thus,

P(P.(Dyn) > a+6+¢) <P((ANB)°) < 22" 4 2pexp < (W) ) ,

or equivalently,

]P’(Pe(Dn)>a+ log§2/5)+Ln (cn+1+\/2nlog2p%>><e+5. n
n € K1

D.2 Proof of Theorem

We note,

éiull(Xtest) = ) eR: szl Y; — M (Xz) < y— MBXtest’y (Xtest) } <1- Oé}

BXtest v
i=1

Y; B MBXtesby (XZ) <Y- uéxtestvy (XtCSt) } <l-= Oé}

Yi — pg, (Xi)

Yy € R: 12\}11 { Y; a M’éxtestvy (Xl) Z y= Mléxtesr,,y (XtQSt) } > Oé}
{ N ”LLB"" (XZ) N MBXtestﬂJ (X’L) Z

‘y —Ha, (Xtest)| + ‘N@An (Xtest) — FByiw (Xtest)

-}
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2 ‘y - MBn (Xtcst)

Yi — pg, (Xi)

D{yeR:Zwil{ +cn+1}>a},
=1

where the first and last relations hold according to the definition of C!"(X . ) (under covariate shift) and
Assumption [I| Assuming [|u5 — pi5 |leo < €, we obtain
+ cnt1 + 26} > a}

CA(fX‘JH(Xtest) 2 {y S R : Zﬁ]ll{
i=1
+ Cpt1 +26) > a}.

2 {y cR:1-— Fc(?n) (’y _ ,u/En(Xtest)

Yi — pz (Xi)

> ‘y — W5, (Xtest)

Assuming Hﬁ’én) — Fg)

< &, we obtain
(o]

CE (X 2 {y R 1= R (|y = g, (Xiew)

+cn+1+26) >a+6}

2 {y eER:1- Fégn) (‘y - .UJEH(Xtest)D >a+6+ (26+Cn+1)LQ,n}~

Therefore,
Pe(Dn) = ]P)()/test ¢ CA&UH(Xtest)‘Dn)
S P (1 - Fc(gn) ( YVtest - MEW (Xtest)

=a+0+ (2e+chy1)Lon

) <a+d+ (2e+ an)LQm)

for D,, € AN B(5) where A := {D g, =17 lleo < 6} and B(d) := {D : Hﬁé?") - Fé?n)

< 5}. From

2
nlﬁ‘/QCn

P (Dn ¢ B (5 + 20\/B>> < 48/ (2B%)
n

B 52 2 I{l(G/LQn—Cn+1) 2
P P.(D,) >a+d+20/= +e| <4e7™/2B) L 9pex —( ’ ,
( ( ) n ) pexp V2nkocy,

or equivalently,

B 2
P (Pe(Dn) > a+ (\/2Blog4/6+20> \/ - + Lo (Cn+1 + \/2nlog?p Hff”)) <e+0.
1

Lemma@ we know P(D,, ¢ A) < 2pexp (—ﬁ) Also, according to weighted DKW inequality from

Lemma |1l we have

Thus,

E Experiment Details for Figure [1]

The sizes of the training, calibration, and test datasets are 525, 225, and 247, respectively, for the Wine
Quality, Abalone, and Combined Cycle Power Plant datasets. For the Concrete Compressive Strength dataset,
the corresponding sizes are 360, 155, and 169. Distribution shift is introduced following the approach of
Tibshirani et al.| (2019), by resampling data points with probabilities proportional to exp(z ' 3), where

Bwine quality — [057 1, Oa Oa 07 07 07 Oa Oa 07 O]a
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] [ Oracle weights
6 —_— [ Estimated weights

0.5 0.6 0.7 0.8 0.9 1.0
Coverage

Figure 2: The likelihood ratio is estimated using kernel density estimator with Gaussian kernel.

Babalone = [07 107 107 07 Oa 07 07 0]7
Boes = [0.01,0.01,0,0,0,0,0,0],
Bcepp = [0.2,0,0,0].

As a simple illustration of the role of likelihood ratio estimation, as discussed in Section [d] Figure [2 shows
the impact of likelihood ratio estimation on the distribution of the training-conditional error for the Concrete
Compressive Strength dataset.
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