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Abstract

In Reinforcement Learning (RL), regularization has emerged as a popular tool both
in theory and practice, typically based either on an entropy bonus or a Kullback-
Leibler divergence that constrains successive policies. In practice, these approaches
have been shown to improve exploration, robustness and stability, giving rise to
popular Deep RL algorithms such as SAC and TRPO. Policy Mirror Descent (PMD)
is a theoretical framework that solves this general regularized policy optimization
problem, however the closed-form solution involves the sum of all past Q-functions,
which is intractable in practice. We propose and analyze PMD-like algorithms
that only keep the last M Q-functions in memory, and show that for finite and
large enough M, a convergent algorithm can be derived, introducing no error in
the policy update, unlike prior deep RL PMD implementations. StaQ, the resulting
algorithm, enjoys strong theoretical guarantees and is competitive with deep RL
baselines, while exhibiting less performance oscillation, paving the way for fully
stable deep RL algorithms and providing a testbed for experimentation with Policy
Mirror Descent.

1 Introduction

Deep RL has seen rapid development in the past decade, achieving super-human results on several
decision making tasks (Mnih et al., 2015} Silver et al., 20165 [Wurman et al., | 2022). However, the
use of neural networks as function approximators exacerbates many challenges of RL, such as the
difficulties of exploration and brittleness to hyperparameters (Henderson, 2018). Furthermore, the
empirical behavior often poorly aligns with our theoretical understandings (Ilyas et al.|, [2020; [Kumar
et al.| 2020; van Hasselt et al.| [2018). To address these issues, many successful deep RL algorithms
consider regularized versions of the original objective, typically either by regularizing the Bellman
operators with an entropy bonus e.g. SAC (Haarnoja et al.,[2018) or by introducing a KL constraint
between successive policies, e.g. TRPO (Schulman et al., 2015).

Policy Mirror Descent (PMD, |Abbasi- Yadkori et al.| (2019); |Lazic et al.| (2021); [Zhan et al.| (2023)))
applies Mirror Descent (Nemirovsky & Yudinl [1983];[Beck & Teboulle, 2003)), a first-order convex
optimization method, to the policy improvement step. In the more general entropy-regularized form of
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Figure 1: Overview of StaQ, showing the continual training of a Q-function (left), from which we
periodically “stack” frozen weight snapshots to form the policy (right). See Sec. [5]for more details.
At each iteration k, two steps are performed. i) Policy evaluation, where we generate a dataset Dy,
of transitions that are gathered by a behavior policy 72, typically derived from 7, and then learn
Q™" from Dy. ii) Policy update, performed by “stacking” the NN of (™* into the current policy. The
policy update is optimization-free and theoretically grounded (Sec. , thus only the choice of 7T]l; and
the policy evaluation algorithm can remain sources of instabilities in this deep RL setting.

PMD, starting with the previous Q-function Q¥, the improved policy at each iteration is the solution
of the following optimization problem

T+1(8) = arg max {EGNP [Qk (s,a)] — 7h(p) — nDx(p, wk)} e))
PEA(A)
for some entropy weight 7 > 0 and (inverse) step size 7 > 0, where & is the negative Shannon
entropy and Dy, is the Bregman divergence associated with the convex regularizer R and 7y, is the
previous policy. This has received a lot of recent theoretical interest as a unifying framework for
many regularized policy iteration algorithms (Neu et al., [2017; Geist et al., 2019).

When also using the negative entropy as the convex regularizer, the Bregman divergence reduces to
the KL-divergence between successive policies, the resulting policy that solves Eq. [T]at each iteration
k is given by a weighted average of past Q-functions

k
Tk OC eXp <aZBiQ’”>, )
i=0
with temperature o := 1/(n + 7) and decay factor 3 := n/(n + 7) (see Sec. [3|for more details).
The averaging over previous Q-functions induced by the Dk, regularizer is known to average out
approximation errors over the true Q-functions and has stabilizing properties in practice (Geist et al.}
2019; |Abbasi- Yadkori et al . [2019).

The sum in Eq. 2] can be computed exactly if the Q-function is a linear function of some fixed
feature space, as summing Q-functions is equivalent to summing their weights. Beyond that, for
non-linear function approximators such as neural networks, no closed form update for Eq. [J] exists in
parameter space, requiring the storage of all past Q-functions, which is intractable. As such, prior
work considered several type of approximations to the policy update in Eq. [T} such as following the
natural gradient as in TRPO (Schulman et al.l 2015) or performing a few gradient steps over Eq. || as
in MDPO (Tomar et al., [2020).

Instead, we consider a PMD-like algorithm that implements a policy similar to Eq.[2] but where at
most M Q-functions are stored. This corresponds to solving Eq. [T|approximately, replacing 7y, in the
D1, regularization with a slightly altered policy 71, for which we have deleted the oldest Q-function
(Sec.[4). [Abbasi-Yadkori et al.| (2019) performed an experiment of the sort on an RL task, keeping in
memory the past 10 Q-functions, and noted increased stability and performance over vanilla DQN,
but provided no theoretical justification for keeping a finite set of Q-functions, which we adress in
this paper. Interestingly, we show that for M large enough, replacing 75 with 75, will not hinder the
asymptotic convergence to 7*.

This paper extends prior work on PMD (Abbasi- Yadkori et al.,[2019; |Lazic et al., 2021} |Zhan et al.,
2023) by proposing a provably converging finite-memory PMD-like algorithm (see Fig.[I), that both
has strong theoretical guarantees and is fully implementable with promising empirical performance.
In detail, our contributions are as follows:

1) We theoretically study the convergence of PMD-like algorithms that store up to M Q-functions,
and show that this finite-memory algorithm still converges if M is large enough.



ii) We show that by batching the Q-functions we can efficiently compute the full stack of Q-functions
on GPU in parallel.

iii) We show on a large set of tasks that StaQ, the resulting Deep RL algorithm, with its closed-form
entropy regularized policy update, is competitive with deep RL baselines on a wide range of
MuJoCo (discrete-action setting) and MinAtar environments, while demonstrating stabilized
learning, bringing us closer to a completely stable deep RL algorithm.

2 Related Work

Regularization in RL. Regularization has seen widespread usage in RL. It was used with (nat-
ural) policy gradient ((N)PG) (Kakade, 2001} [Schulman et al.l 2015} |Yuan et al., [2022), policy
search (Deisenroth et al., [2013)), policy iteration (Abbasi-Yadkori et al.,[2019; |Zhan et al.| 2023)) and
value iteration methods (Fox et al.,|2016} |Vieillard et al.,[2020b)). Common choices of regularizers
include minimizing the Dkp, between the current and previous policy (Azar et al.,|2012;|Schulman
et al.,[2015)) or encouraging high Shannon entropy (Fox et al.|[2016; |[Haarnoja et al., |2018)), but other
regularizers exist (Lee et al.L[2019; |Alfano et al.|[2023). We refer the reader toNeu et al.[(2017); |Geist
et al.| (2019) for a broader categorization of entropy regularizers and their relation to existing deep
RL methods. In this paper, we use both a Dk, penalization w.r.t. the previous policy and a Shannon
entropy bonus in a policy iteration context. In [Vieillard et al.| (2020b)), both types of regularizers
were used but in a value iteration context. |/Abbasi- Yadkori et al.| (2019); [Lazic et al.|(2021)) are policy
iteration methods but only use Dy, penalization.

Policy Mirror Descent. Policy Mirror Descent is a family of policy optimization algorithms that can
be all characterized by a similar objective functions, where a new policy is found by solving Eq.
Prior works on PMD focus mostly on performing a theoretical analysis of convergence speeds or
sample complexity for different choices of regularizers (Li et al.,|2022; Johnson et al., 2023}; |Alfano
et al.}2023; Zhan et al.| 2023}, |Lan} [2022; |Protopapas & Barakat, 2024). As PMD provides a general
framework for many regularized RL algorithms, PMD theoretical results can be naturally extended to
many policy gradient algorithms like Natural PG (Khodadadian et al.,|2021)) and TRPO (Schulman
et al.,2015) as shown in|Neu et al.|(2017);|Geist et al.|(2019). However, the deep RL algorithms from
the PMD family generally perform inexact policy updates, adding an additional source of error from
the theoretical perspective. For example, TRPO and the more recent MDPO (Tomar et al., 2020) rely
on approximate policy updates using policy gradients.

We build on (Abbasi-Yadkori et al., [2019; |Lazic et al., [2021; [Zhan et al.| 2023) by proposing a
finite-memory variant, proving the new convergence results and offering a new deep RL algorithm
policy update step that does not introduce any additional error, in contrast to prior works.

Growing neural architectures and ensemble methods in RL. Saving past Q-functions has previ-
ously been investigated in the context of policy evaluation. In|Tosatto et al.|(2017), a first Q-function
is learned, then frozen and a new network is added, learning the residual error. Shi et al.| (2019) uses
past Q-functions to apply Anderson acceleration for a value iteration type of algorithm. |Anschel
et al| (2017) extend DQN by saving the past 10 Q-functions, and using them to compute lower
variance target values. Instead of past Q-functions, Chen et al.|(2021); Lee et al.| (2021); Agarwal et al.
(2020); Lan et al|(2020) use an ensemble of independent () network functions to stabilize ()-function
learning in DQN type of algorithms. The aforementioned works are orthogonal to ours, as they are
concerned with learning one (), while policy evaluation in StaQ is a secondary choice. Conversely,
both|Girgin & Preux|(2008) and |Della Vecchia et al.[(2022) use a special neural architecture called
the cascade-correlation network (Fahlman & Lebiere, [1989) to grow neural policies. The former
work studies such policies in combination with LSPI (Lagoudakis & Parr, 2003), without entropy
regularization. The latter work is closer to ours, using a Dky -regularizer but without a deletion
mechanism. As such the policy grows indefinitely, limiting the scaling of the method. Finally,
Abbasi-Yadkori et al.| (2019) save the past 10 Q-functions to compute the policy in Eq. [2| for the
specific case of 5 = 1, but do not study the impact of deleting older Q-functions as we do in this
paper. Growing neural architectures are more common in the neuroevolution community (Stanley &
Miikkulainen, 2002)), and have been used for RL, but are beyond the scope of this paper.

Parallels with Continual Learning. Continual Learning (CL) moves from the usual i.i.d assumption
of supervised learning towards a more general assumption that data distributions change through
time (Parisi et al.| [2019; [Lesort et al.,[2020; |De Lange et al.,[2021;[Wang et al.,2024). This problem is
closely related to that of incrementally computing 7, in Eq. [2} due to the differing data distributions



that each Q-function is trained on, and our approach of using a growing architecture to implement
a KL-regularized policy update is inspired by parameter isolation methods in the CL literature,
which offer some of the best stability-performance trade-offs (see Sec. 6 inDe Lange et al.| (2021)).
Parameter isolation methods were explored in the context of continual RL (Rusu et al., 2016), yet
remain understudied in a standard single-task RL setting.

3 Preliminaries

Let a Markov Decision Problem (MDP) be defined by the tuple (S, A, R, P,~), such that S and A
are finite state and action spaces, R is a bounded reward function R : S X A — [— Ry, Ry] for some
positive constant R, P defines the (Markovian) transition probabilities of the decision process and ~y
is a discount factor. The algorithms presented in this paper can be extended to more general state
spaces. However, the limitation to a finite A is non-trivial to lift due to the sampling from softmax
distributions as in Eq.[2} We discuss in Sec. [7]potential ways to address this limitation.

Let A(A) be the space of probability distributions over A, and h be the negative entropy given by
h:A(A) — R, h(p) = p - logp, where - is the dot product and the log is applied element-wise to
the vector p. Let 7 : S — A(A) be a stationary stochastic policy mapping states to distributions over
actions. We denote the entropy regularized V-function for policy 7 and regularization weight 7 > 0
as V' : S — R, which is defined by V' (s) = Ex [ ooV {R(s¢,at) — Th(m(st))}|so = s].
In turn, the entropy regularized Q-function is given by Q7(s,a) = R(s,a) + vEg [V (s)].
The V-function can be written as the expectation of the Q-function plus the current state en-
tropy, i.e. V7 (s) = E, [Q7(s,a)] — Th(n(s)) which leads to the Bellman equation Q7 (s,a) =
R(s,a) + VEy o [QF(s',a’) — Th(n(s"))]. In the following, we will write policies of the form
m(s) o< exp(Q(s,-)) for all s € S more succinctly as m < exp((Q)). We define optimal V and Q func-
tions where for all s € S,a € A, V*(s) := max, V."(s) and Q% (s, a) := max, Q7 (s, a).

Q7

Moreover, the policy 7* o< exp (7> satisfies Q7 = Q* and V" = V* simultaneously for all

s € S (Zhan et al,[2023)). In the following, we will overload notations of real functions defined on
S x A and allow them to only take a state input and return a vector in RI4|. For example, Q7 (s)
denotes a vector for which the i entry i € {1,...,|A|} is equal to Q7 (s,i). Finally we define
R:= M”{Tflogw, as the finite upper-bound of ||Q7|| ., for any policy , that can be computed by
assuming the agent collects the highest reward and entropy possible at every step.

3.1 Entropy-regularized policy mirror descent

To find 7*, we focus on Entropy-regularized Policy Mirror Descent (EPMD) methods (Neu et al.,
2017; |Abbasi-Yadkori et al., 2019} |Lazic et al., 2021)) and notably on those that regularize both the
policy update and the Q-function (Lan, [2022; Zhan et al.,|2023)). The PMD setting discussed here is
also equivalent to the regularized natural policy gradient algorithm on softmax policies of |Cen et al.
(2022). Let 7y be the policy at iteration k of EPMD, and Q% := Q7* its Q-function. The next policy
in EPMD is the solution of the following optimization problem:

Vs €S, mpsa(s) = argmax{Q%(s) - p — Th(p) — nDkr(p; 7k(s))} 3)
PEA(A)
k
o ﬂk(s)n% exp (gﬁ‘?) , 4)

where Dk, (p;p') = p- (logp—logp’) and > 0 is the Dy, regularization weight. The closed form
expression in Eq. []is well-known and its proof can be checked in, e.g. [Vieillard et al.| (2020a). We
let o = WJ%T and 5 = n%’ hereafter referred to as a step-size and a decay factor respectively.

Let & be a real function of S x A for any positive integer k. We assume as the initial condition
that 7y o exp(&g) with §y = 0, i.e. 7o is uniform over the actions. At every iteration of EPMD, the
update in Eq.[]yields the following logits update

Tt X exp(€rt1),  Eep1 = B + aQE. (5)

From the recursive definition of £y 1, it can easily be verified that {11 = « Zf:o BE=iQt. The
convergence of EPMD is characterized by the following theorem

Theorem 3.1 (Adapted from Zhan et al.| (2023), Thm. 1). At iteration k of EPMD, the Q-function of
mi satisfies || Q7 — Q7| < vd" T (@7 — Q7 +281Q7 || ) with d = B+ 7(1 = B) < L.



The above theorem shows that by following EPMD, we have a linear convergence of Q¥ towards Q*,
with a convergence rate of d. In the next section, we will be interested in an approximate version of
EPMD, where the Q-function Q¥ is computed exactly but where & is limited to summing at most M
Q-functions. We name this setting finite-memory EPMD. In the main paper, we only focus for clarity
on the error introduced by this deletion mechanism in the policy update. The theoretical analysis of
our algorithm that takes into account errors in policy evaluation is deferred to App. [Al

4 Finite-memory policy mirror descent

Let M > 0 be a positive integer defining the maximum number of Q-functions we are allowed to store.
As a warm-up, we first show in Sec.d.1]a straightforward implementation of finite-memory EPMD,
where we simply truncate the sum of the Q-functions in Eq. 2]to the last M Q-functions.

The main step in this analysis is to quantify the effect of the finite-memory assumption on the policy
improvement theorem As in the class of approximate algorithms analyzed in[Zhan et al.|(2023)), the
algorithm in Sec. 4.1|always exhibits an irreducible error for a finite M. To address this issue, we
introduce a weight corrected algorithm in Sec. [d.2]that rescales the policy in Eq. [2]to account for its
finite-memory nature. This rescaling introduces long range dependencies that complicate the analysis,
but can result in convergence to ()7, without residual error, provided a large but finite M.

4.1 Vanilla finite-memory EPMD
Consider an approximate EPMD setting where the update to &, is given by

hy1 = B+ a (QF — pMQEM) (6)
with Q¥=M := 0 whenever k — M < 0.

Compared to &1 in Eq. I we both add the new Q¥ and ‘delete’ an old Q function by subtracting
Q%M in Eq. @ As a result, 11 can now be written as &1 = a X Mot BiQEE, which is a
finite-memory EPMD algorithm using at most M Q-functions.

We now want to investigate if we have any convergence guarantees of Qk towards Q% as for
EPMD. Let the policy 75 be defined by 7 o exp(fk) with &, = az Ble 1=¢ Here,
& = & — afM1QE—M e itis obtained by deleting the oldest Q-function from~ &, and thus is a

sumof M — 1 Q—functions. The update in Eq. @can now be rewritten as &1 = B¢ + aQk. From
Sec.[3] we recognize this update as the result of the following optimization problem:

forall s € S, mp1(s) = argmax{Q¥(s) - p — Th(p) — nDxw(p; 7 (s))}. @)
PEA(A)

In this approximate scheme, we compute the Dkj, regularization w.r.t. 7y instead of the previous
policy 7. This can negatively impact the quality of 71 as it might force 74 to stay close to the
potentially bad policy 7. In the following theorem, we provide a form of an approximate policy
improvement of 741 on 7, that depends on how close 7y, is to 7. This theorem applies to any
policy 7, therefore it can be of interest beyond the scope of this paper.

Theorem 4.1 (Approximate policy improvement). Let ), o exp(&x) be a policy with associated
Q-function Q. Let 7y, oc exp(&y) be an arbitrary policy. Let w41 be the policy optimizing Eq. E]
w.r.t. the hereby defined Q¥ and 7y, then the Q-function QX of T 11 satisfies
max,es |[(m = F1)(); ¢ — &

0

-y

Q1 > QF — (8)

The proof of Thm. . T|and all future proofs are given in App.[Al Applying Thm.[.T|to our setting
gives the following policy improvement lower bound

Corollary .1 Let m exp(fk) be a policy with associated Q-function Q¥, such that &, =
o wao ! BIQE=I71 Let 7 o exp(gk) be the policy such that &, = a 25\402 BIQE=171 Let mpyy
be the policy optimizing Eq. E] then the Q-function Q%1 of 7y, 1 satisfies
 in {2, aﬁM’l.’?} R

QT > QF — B :
—5

€))



In vanilla EPMD, it is guaranteed that Q’j“ > Qﬁ (Zhan et al.,2023). In this approximate setting, the
error is arbitrarily close to 0 through the term 3 by choosing a large enough M, since 3 < 1.

Having quantified the error in the policy improvement step, we follow the general steps of the proof of
approximate EPMD of |Zhan et al.| (2023) and come to the following convergence guarantees.

Theorem 4.2 (Convergence of vanilla finite-memory EPMD). After k > 0 iterations of Eq. [6]
we have that Q% — QfHOO < vd" Q%] + BMCL, withd = B+~(1—8) < 1land C; =

29R ~(1-5)
(1 )
Convergence of finite-memory EPMD is still at a rate of d as with exact EPMD. However, we

eventually reach an error of ﬂM (1, that does not decrease as k increases, and that we can only control

by increasing the memory size M. A problem with the current algorithm is that even if all past
Q-functions are equal to Q%, then 7&; = (1 — ) Zf‘igl BiQx = (1 — BM)Q*, whereas we know
that asymptotically &, should converge to the logits of 7* (Sec. [3)) which are Q?: This suggests a
slightly modified algorithm that rescales &5, by 1 — 3™, which we analyze in the next section.

4.2 Weight corrected finite-memory EPMD
Consider now the alternative update to & given by

aﬁM
1—pM

Erp1 = B + QP + (QF — QFM), (10)

where Q*~M := 0 whenever k — M < 0. In contrast to the vanilla algorithm in Sec. we now
delete the oldest Q-function in &, and also slightly overweight the most recent Q-function to ensure
that the Q-function weights sum to 1. Indeed, assuming that £, := 0, we can show (see App.
for a proof) for all k£ > 0 that the logits only use the past M Q-functions and are given by
o Mol
_ i Yk—i

Sert = T gar ;MT : (11)
Similar to the previous section, we introduce a policy 7y, o exp(&;) with &, = & + %(Q’j —
Q%M such that logits of 7, are given by {11 = Bfk + a@¥. This form of &, implies that
741 satisfies the policy update in Eq.[7} and thus Thm. . T|applies and we have
Corollary 2. Let T, o< exp(&x) be a policy with associated Q-function QF, such that &, =

— . ) 5 ~ . ~ aBM—1 Y

ﬁ Zf\io ! BQE=171 Let 7, o< exp(&y) be the policy such that &, = &, + fiﬁM (QF — QF—M),
Let .1 be the policy optimizing Eq. E]with the hereby defined Q* and 7y, then the Q-function Q*+1
of T4 satisfies

Q% — kM|

k k M

12)

Compared to the approximate policy improvement of Sec. 4.1} we see that the lower-bound in Eq.[12]
depends on ||Qf — QM Hoo instead of just HQfﬁ’MHO@. Thus, we can expect that as the Q-functions
converge to (), we get tighter and tighter guarantees on the policy improvement step, which in turn
guarantees convergence to (x without the residual error of Sec. The next two results show that
indeed, for M large enough, the finite-memory EPMD scheme defined by Eq. [I0]leads to convergence
to Q%. Lem. provides an upper bounding sequence for HQ: —QF HOO

Lemma 4.3. Let xy1 = dixi + doxk—pr be a sequence such that Vk < 0, xj, = % Ty =
1— 2 2 M 1
HQ:‘”OO—’_ ||Q7O'Hoo> dl :B—’_’Yﬁ +A/02) d2 = f{fy , C1 = fw’ andCQ = (;%_B) C1.

After k > 0 iterations of Eq. we have that ||Q: — Q’j”oo < xg.

Then, we compute values of M for which the sequence xj converges to O and characterize the
convergence rate of HQ: — Qf“oo through Thm.ﬁ



Theorem 4.4 (Convergence of weight corrected finite-memory EPMD). With the definitions of

Lemma if M > log %(logﬁ)*l then limg_,oo xx = 0. Moreover, Yk > 0,

@5 — Q.. < (s +dady o max{ 1%l x|+ @2}, where dy = (aif + o 204"
and lim ;o0 di + dgdgl =pB+~(1-7).

Thm. 4.4] defines a minimum memory size that guarantees convergence to Q. This minimum A/
depends only on 3 and -y, and is usually within the range of practical values: for example, with
v = 0.99 and 3 = 0.95, the minimum M suggested by Thm. [d.4]is 265, which is reasonable in terms
of memory and computation with current GPUs (we used M = 300 in all our experiments). As can
be expected, these values of M are generally pessimistic and even with higher values of 3, we did
not observe in practice better performance when using as large M as suggested by Thm.

In terms of convergence rate, d; + dads ! given in Thm 4.4|tends to d—the convergence rate of exact
EPMD—as M goes to infinity. Thus, it is slower than exact EPMD, and slower than the algorithm in
Sec. but unlike the latter it does not have an irreducible error and converges to Q7.

5 Practical implementation

Since we only require a finite number of M Q-functions in Thm. (for sufficiently large M),
we can exactly implement the policy update step by stacked neural networks (SNN, illustrated in
Fig.[T). By using batched operations we make efficient use of GPUs and compute multiple Q-values
in parallel. We call the resulting algorithm StaQ. After each policy evaluation, we push the weights
corresponding to this new Q-function onto the stack. If the stacked NN contains more than M NN,
the oldest NN is deleted in a “first in first out” fashion.

To further reduce the impact of a large M, we pre-compute &, for all entries in the replay buffelﬂ at
the start of policy evaluation. The logits &y, are used to sample on-policy actions when computing the
targets for Q. As a result of the pre-computation, during policy evaluation, forward and backward
passes only operate on the current Q-function and hence the impact of large M is minimized, however
rolling out the current behavioural policy 77,’; still requires a full forward pass. Conversely, the policy
update consists only of adding the new weights to the stack, and thus, is optimization free and (almost)
instantaneous. Table |l| shows the training time of StaQ as a function of M for two environments.
Varying M or the state space size has little impact on the runtime of StaQ on GPU, at least for these
medium-sized environments.

The NN for QY is initialized with an output of zero, so that 7 is a uniform policy, and for all
consecutive iterations the NN for QF is initialized at the computed Q¥ (to make the transfer from
QF to Q%! smoother). Similarly to SAC (Haarnoja et al., [2018), we learn Q* by sampling an
action from the current policy and using an ensemble of two target Q-functions updated in a hard
manner.

While it is natural to use the stochastic policy 7, for the behavioural policy, we find it beneficial
to instead consider an e-softmax policy over m;, — by analogy with e-greedy policies, mixing the
softmax policy 7 and a uniform policy with probabilities (1 — €) and ¢ respectively. This provides
a hard minimum sampling probability for all actions, even when the policy 7, learns to suppress
some actions. Using only 7; can cause instabilities in the Q-function learning, as discussed in
App.[B.4land App.[B.2] For further implementation details and the full set of hyperparameters consult

App.
6 Experiments

In this section, we assess the empirical merits of StaQ, paying attention to both the performance and
stability, and then discuss some limitations of our algorithms and how they open new perspectives
towards a fully reliable deep RL solver.

Environments. We use all 9 environments suggested by |Ceron & Castro| (2021) for comparing deep
RL algorithms with finite action spaces, comprising 4 classic control tasks from Gymnasium (Towers
et al.| 2023)), and all MinAtar tasks (Young & Tian, [2019). To that we add 5 Mujoco tasks (Todorov

!Since we use small replay buffer sizes of 50K transitions, we are likely to process each transition multiple
times (25.6 times 1n expectation in our experiments) making this optimization worthwhile.



Table 1: Training times for StaQ (5 million steps), as a function of M, on Hopper-v4 (state dim.=11)
and Ant-v4 (state dim. = 105), computed on an NVIDIA Tesla V100 and averaged over 3 seeds.

Memory size M 1 50 100 300 500
Hopper-v4  Training time (hrs) 9.8 10.1 10.3 10.3 10.9

Ant-v4 Training time (hrs) 10.4 10.7 10.3 11 10.5
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Figure 2: Policy return of StaQ and of deep RL baselines. Plots show mean and one standard deviation

computed over 10 seeds. StaQ has consistent performance in both the MuJoCo and MinAtar domains.

See App. B.T]for additional results.

et al.,|2012), adapted to discrete action spaces by considering only extreme actions similarly to (Seyde
et al., [2021). To illustrate, the discrete version of a Mujoco task with action space A = [—1, 1]d
consists in several 2d dimensional vectors that have zeroes everywhere except atentry ¢ € {1,...,d}
that can either take a value of 1 or —1; to that we add the zero action, for a total of 2d + 1
actions.

Baselines. We compare StaQ against the value iteration algorithm DQN (Mnih et al [2015) and
its entropy-regularized variant M-DQN (Vieillard et al.| [2020b)), the policy gradient algorithm
TRPO (Schulman et al., 2015)) as it uses a Dy, regularizer and PPO (Schulman et al., 2017). StaQ
performs entropy regularization on top of a Fitted-Q Iteration (FQI) approach. DQN only uses FQI
and is a good baseline to measure the impact of entropy regularization over vanilla FQI, while the
other baselines cover a wide range of alternative approaches to entropy regularization in deep RL:
through a bonus term (M-DQN), following the natural gradient (TRPO) or with a clipping loss (PPO).
SAC (Haarnoja et al., 2018)) is another popular deep RL baseline that uses entropy regularization but
is not adapted for discrete action environments. However, M-DQN is a close alternative to SAC for
discrete action spaces as discussed in App.|C} Finally, we compare to PQN (Gallici et al.| [2025), a
recent algorithm that builds on DQN, replacing the target networks with LayerNorm regularisation (Ba
et al.,[2016)), and adding A-returns (Daley & Amato, |[2020). This baseline provides an example of
more complex systems which incorporate improvements in policy evaluation orthogonal to our
proposed policy update, other examples of such algorithms include Rainbow (Hessel et al., [2017]).
Comparisons with baselines are averaged over 10 seeds, showing the mean and standard deviation of
the return. The return is computed every 100K steps by evaluating the current deterministic policy,
averaging 50 rollouts. Hyperparameters for StaQ and the baselines are provided in App. [E]

Performance. A comparison of StaQ to deep RL baselines is shown for a selection of environments
in Fig.[2] and for all environments in App.[B.1] For our setting of M/ = 300, the first deletion occurs at
1.5M timesteps, indicated by a vertical dashed line. Fig.[2{shows that StaQ has consistent performance,
and is competitive with the baselines on most MuJoCo and MinAtar environments. In contrast, we
see that PPO/TRPO underperforms on MinAtar tasks while M-DQN/DQN/PQN underperform on
MuJoCo tasks. While StaQ strongly outperforms PQN in the majority of MuJoCo tasks, it is
outperformed by PQN on some MinAtar tasks, especially in Spacelnvaders. PQN builds on DQN by
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Figure 3: Left: Deviation from mean policy returns for individual runs on Hopper, comparing StaQ
and PQN, the best performing baseline on this environment. Returns are centered at every timestep
by subtracting the mean across 10 seeds. In general, individual runs of StaQ have significantly
lower variance across timesteps compared to baselines. For clarity, we plot the first three seeds, and
one-sided tolerance intervals. See App [B.2]for further environments and algorithms. Right: Policy
returns under different choice of M. On the simpler Acrobot task, M > 5 seems sufficient but on
Humanoid, even M = 100 is insufficient. Plots showing mean and one std computed over 5 seeds.

introducing improvements that stabilize Q-function learning, suggesting that a similar direction —
further improving the policy evaluation strategy — may similarly improve the performance of StaQ,
as discussed in Sec.[7l

Stability. Beyond pure performance, StaQ typically exhibits less performance oscillation when
looking at the variability within individual runs, especially in the MuJoCo domain. For example, in
Fig. [3| (Left), we plot the variation of the return for each seed, centered by subtracting the mean return
across all seeds at each evaluation timestep. We see that PQN, while achieving a final performance
similar to StaQ on Hopper, exhibits significantly more performance oscillation. Stability comparisons
on more environments and all baselines are provided in App.[B.2] These experiments confirm the
preliminary results of |Abbasi-Yadkori et al.|(2019) that a policy averaging over multiple Q-functions
stabilizes learning. While prior work considered only saving the last 10 Q-functions, we show next
that, on more complex tasks, saving an order of magnitude more Q-functions can still have positive
effects on stability and performance.



Impact of the memory-size M. According to Sec. M is a crucial parameter that should be
large enough to guarantee convergence. The M estimation obtained from Thm. .4 may be very
conservative in practice. In Fig. [3|(Right), we present the results for different choices of M for “easy”
Acrobot and “difficult” Humanoid. While a low value of M < 100 (M < 10 for Acrobot) can still
achieve a decent mean performance, stability is negatively affected, which is especially pronounced
for more challenging environments such as Humanoid.

Conversely, higher M = 500, 1000, while more expensive to compute, does not generally lead
to an improvement either in terms of performance or stability. We found M = 300 to be a good
compromise between stability and compute time. See App [B.2|for more environments.

7 Discussion and future work

In this paper, we proposed a policy update rule based on Policy Mirror Descent, that by using a novel
re-weighting scheme, results in a convergent policy when storing a finite number of M Q-functions,
provided M is sufficiently large. Surprisingly, even when M is large, the final computational burden
is small on modern hardware, due to stacking of the Q-functions. The resulting policy update has
a solid theoretical foundation and clear empirical benefits as it improves performance and reduces
learning instability compared to other entropy regularization methods in the literature.

While the policy update is more stable, some instability in learning the Q-function remains. In
App.[B.4] we describe an ablation where we compare the e-softmax policy with a pure softmax policy
(i.e. € = 0) that hints at Q-learning instability. Even though those issues are mitigated thanks to the
averaging over Q-functions of StaQ, they suggest that policy evaluation errors remain significant.
Due to its exact policy update, StaQ provides a promising setting for testing more sophisticated forms
of policy evaluation, especially recent methods that use normalization techniques to reduce policy
evaluation error (Gallici et al., 2025 Bhatt et al., [2024).

Finally, extending StaQ to continuous action domains could be done as in SAC (Haarnoja et al.|
2018)), using an extra actor network learned by minimizing the Dk, to a soft policy. This will lose the
optimization-free and exact nature of the policy update but may still result in improved stability if we
replace the soft policy exp(Q¥) used by SAC with exp(&},), which stabilizes the target by averaging
over a large number of past Q-functions.
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A Proofs
This section includes proofs of the lemmas and theorems of the main paper.

A.1 Properties of entropy regularized Bellman operators

We first start with a reminder of some basic properties of the (entropy regularized) Bellman operators,
as presented in (Geist et al., 2019). Within the MDP setting defined in Sec. [3} let 77 be the operator
defined for any map f : S x A — R by

(T7 f) (s,a) = R(s,a) + VBe o[ (s, 0') = Th(m ()], (13)
For this operator we will need the three following properties.

Proposition A.1 (Contraction). T7 is a y-contraction w.r.t. the ||.||  norm, i.e. |TT f —TTg|| . <
Y f = gll, for any real functions f and g of S x A.

Proposition A.2 (Fixed point). QT is the unique fixed point of the operator TT, i.e. TT QT = Q7.

Let f, g be two real functions of S x A. We say that f > g iff f(s,a) > g(s,a) for all (s,a) €
S x A

Proposition A.3 (Monotonicity). T." is monotonous, i.e. if f > gthen T" f > T g.
Let the Bellman optimality 7" operator be defined by
(T7f) (s,a) = R(s,a) + 7By | max f(s')-p—7h(p)|. (14)
PEA(A)
For the Bellman optimality operator we need the following two properties.

Proposition A.4 (Contraction). T is a y-contraction w.rt. the ||.|| . norm, i.e. |Tf f —Tr gl <
Y f = gllo for any real functions f and g of S x A.
Proposition A.5 (Optimal fixed point). T7* admits Q) as a unique fixed point, satisfying T* Q% = Q7.

Finally, we will make use of the well known property that the softmax distribution is entropy
maximizing (Geist et al., [2019). Specifically, we know that the policy 7, as defined in Eq. [] satisfies
the following property

forall s € S, mg(s) = argmax &(s) - p — h(p), (15)
pEA(A)
A.2  Proof of Theorem

We present in this appendix proofs for a more general setting where the Q-functions are inexact.
Results with exact policy evaluation of the main paper can be recovered by simply setting the policy

evaluation error ¢.,,;, as defined below, to zero and by replacing ¢ ), by Q.
Assumption A.1. We assume that we can only compute QF approximately, which is the Q-value
function of 7y, We use ()" to denote the approximate Q and we assume that there exists ¢} < 0o
such that the following holds for any k
|k - @] <o (16)
o0
Note that Eq. [I6]implies that for any s, a,
Q% (s,a) — Q' (s,a)| < oo (17)
or equivalently
—€eval S Qi(s7 a/) - (:.)/*(S; a) S €eval- (]8)

As the exact Q¥ is no longer available, the policy update is done in the inexact policy evaluation with
QF:
forall s € S, my1(s) = argmax {()/,(S) -p —Th(p) — nDkL(p; ﬁk(s))} . (19)
PEA(A)

We restate below the approximate policy improvement theorem in its more general form, and Theorem
E.T]can be recovered for ¢.,,,; = 0.
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Theorem A.1 (Approximate policy improvement with inexact policy evaluation). Let 7y, o< exp(&x)
be a policy with associated evaluated Q-function (2’, Let Tp, < exp(gk) be an arbitrary policy. Let
Ti+1 be the policy optimizing Eq. w.nt. the hereby defined ( )/, and 7y, then the Q-function Q%1
of Ty41 satisfies

mases (m = 7))L [ =& 144

FL > OF — al-
QT — g n 1_7 1_7‘(z(r/

(20)

Proof. Let mj, o< exp(&g) and let 7y, o< exp(gk) with X = &, — ék. Define 71 as in Eq. From

Sec. , we have that 711 o exp(£41) with the change that now an approximate (j’. is used in the
update:

€1 = B, + QL. D
From the optimality of 7,1 w.r.t. the policy update optimization problem in Eq.[T9) we have
0L (s) - mls) = Thmi(s)) < QL(s) - masa(s) — Th(maga(s))
— DKL (Trr1(8); T (s)) + nDkL(7k(5); Ti(s)),
< QN (s) - mhaa(s) = Thimira(s)) + nDkr(mi(s); Tr(s)),  (23)

where the last inequality is due to the non-negativity of the Dxr..

(22)

Let us try now to upper bound Dy, (7 (s); 7k (s)) for any s € S. For clarity, we will drop s from
the notations, and only write for e.g. {(a) instead of {;(s,a). We define Z = ) exp(£(a)) and

Z =3, exp(£(a)), where the sums are over all a € A.

Dy (73 7) = Ex [l_og m(a) — log 7(a)], (24)
B exp§(a) exp (a)
=E, _log — - log Z] , (25)
=E, |¢(a) — £(a) — log ﬂ : (26)
b | x(a)  1og e SPE @) exp<£<a'>>] o7

I > exp(€(a’)) ’

2B, [X() - Bx [X(@)], 8)
=(r—7)- X, (29)

where (i) is due to Jensen’s inequality. Replacing Eq.[29]into Eq.[23]yields
Q4 (s) - mi(s) = Thima(s)) < QL(s) - Taga(s) = Thimsa () +nlm — )(s) - X (). (30)

For any s € S, we have that

n(m = 7)(s) - X(s) < mmax|(m —7)(s) - X(s), 1)
(4)
< mmax | (w = #)(s) |, | X ()] (32)
= nmax||(r —7)(s) |, X . 33
=, (34)

where we applied Holder’s inequality in (i). Combining Eq.[34] with Eq. [30]and using the definition
of the operator T7 as in Eq.[T3]yields for any s € S and a € A

R(s,a) +Ey [(2],(3') ST — Th(ﬂ'k(S/))} < R(s,a) +yEy[Q"(s") - mpp1(s)

= Th(mira(s')) + e,
= (TFQM)(s,a) < (TFHON) (s, a) + e, (36)

(35)
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where € = nmax,cg ||(m — 7)(s)]|, [ X|| .. Since Eq.[3¢]is valid for any s and a, then
TEQL <THO! + 7, (37)

Let us have a closer look at 7% ( )", if we use Eq.|16{and by the fixed point property of Prop. we
have

THO! = THQE + 4By [(QF = Q) - mi] = QF = e (38)
and similarly Tf“(}ﬁ < TFH1QF 4 ~e.,.,). Together, these imply
QF <TFIQF +ye+2ve 0. (39)

The addition of v(e + 2¢..,,/) in the above expression is performed element-wise for all states and
actions. Using the monotonicity property of Prop.[A3]on Eq.[39] we have

TEQE < TFH (TFHQE + y(e+2c0001)) (40)
< (TFY2QF + 4% (e + 26.001), (41)
= Q7 < (TF2QF + (e + 26000) + 7 (e + 26000). (42)
By repeating the same process one can easily show by induction that
QF < (TFM)"QF +) "' (e+ 2c00m). (43)
i=1
Taking the limit of Eq. 43|for n — oo yields by the uniqueness of the fixed point of TK+1
2 7( va
b Qrr g R 2], (44)
-y
Finally,
- 1
(\,)/i S QﬁJrl + L + ﬂﬁ val (45)
’ L=y 1-7v
maxses||(r =B, e —&|| 14
= Q¢+1 + ’Yr] 2 + ’y(;r val- (46)
1—7 1—7v
O

A.3 Approximate finite-memory EPMD
A.3.1 Proof of Corollary d.1}1]

Cor. is a direct application of Thm. with the specific values for &, and & of finite-memory
EPMD as defined in Sec.

Proof. To prove Cor.[4.1/1] we will bound the two terms b — ~k and maxgecg ||(m — 7)(s
p n - 1

individually, using the fact that

& — & =apM 1O (47)

Let us first start with the term
nllen -4l 28| (48)
S /BMR+BIVI(M'(1/- (49)

In (z) we used the fact that na = 3, whereas the second inequality comes from the bounded nature
of () for any 7, where R is defined in Sec.

For max,cg ||(m — 7)(s)]|;, we can either upper-bound it by 2, or use the fact that 7 and 7 are close
given large enough M. First, note that the gradient of the negative entropy is given by

Vh(p) = V(p - logp), (50)
=logp+ 1. (o1
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As the negative entropy is 1-strongly convex w.r.t. the ||.||; norm (a.k.a. Pinsker’s inequality), we
have for all s € S, where the s dependency is dropped

|76 = 7} < (m = 7) - (Vh(mi) — VA(7r)), (52)

= (mx — k) - (log mp, — log ), (53)

D (m — ) - (€ — &), (54)

< lme = elly 6 = & _ - (55)

= llmi =l @™ 5 (56)

— | — 7all, < apM? QQ'HHW’ (57)
< afM MR+ o). (58)

In (i), the normalizing constants log Z = log S, exp(é(a)) andlog Z = log 3, exp(£(a)) do not
appear because their dot product with ™ — 7, is equal to 0, as they have constant values for all actions.
Combining both results, we have

Il — Frelly < min {2, 8" "N R+ cvu) } (59)
which holds for all s € .S and thus also for the state arg maxecg ||(7 — 7)(s)]|;- O
In the case of an update
St = B& +a (QF = BYQL) (60)
we get that for any £ > 0 holds
~ L D, R eva 1
Qi > OF —min {2,aM (R + coou) } B teoval  ZHY (61)
’ -y -y
For simplicity, we will further analyse the case of
~ R eva 1
QEH > O —oppM it LY (62)
- L—y

Note that for k£ < M, Eq.|62|can be replaced by a stronger Qk+1 > (2’ — H%ﬁ val as &g — ék =0,
but for simplicity we only consider Eq.[62]

A.3.2 Proof of Theorem 4.2]

To prove Thm.[4.2] we first need the following Lemma, that uses the approximate policy improvement
bounds of vanilla finite-memory EPMD in Cor. . 1[T] to show a relation between the Q-function
QF and the sum of Q-functions &j. Further, we show the final error that is introduced by having an
approximate policy evaluation and how it affects the final convergence results.

Lemma A.2. After k > 0 iterations of Eq. @ we have HQ* — Qkt! H <ANQE — Tkl +
M _ aM+1 _ _
2 ve+ S g—ccva + VBMR, where e = 2ygM Bl 4 iH e

Proof. Foralls € Sanda € A
(@1 = @4 (s,0) = (17Q3)(5,0) — (R(5,0) + 7B [QET () = Thimenn (5))]) (69
= (17Q2)(5,) ~ (R(5,0) + 7Ew w16 (', @) = Th(mess(s))]

(64)
+ ’YES’,a’ [QﬁJrl(S/a a/) - T€k+1(3/7 (Z’)]) .
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Looking at the first inner term, using the entropy maximizing nature of 7, as defined in Eq. I3}
and using the definition of the Bellman optimality operator T'* gives

R(s,a) + VEo [T€k11(8") - i1 () — Th(mry1(s))] = R(s,a)
+1Ey [pgm) 7Ery1(s") - p — Th(p)]
(65)
= (T} 7€k41)(s,a) (66)

For the second inner term, using the definition of £ 1, the fact that T« = 1 — /3 and the definition of
€, we have foralls € Sanda € A

M-1
Q= TG = QT - (1-8) Y pO (67)
M M M—-1 M-1
=D FQIITI =Y AT Y o = Y gl (68)
=0 i=1 =0 =0
M—1 M
= D BT QU )Y BT =) M (69)
= i=1
M-1 M
i=0 i=1
1—pM oM ,
=g AYRHD BT -0, (71)
=1

Using successively Eq.[66]and Eq.[7T]back into Eq. [64]yields
(@ = Q¥™)(s,a) = (TFQ3)(s,a) — (T} 7k 41) (5, a)

72
- ’YEsQa’ [Qﬁ+1(sl7 a/) - Tfk-i-l(s/’ a/)]v ( )

< (T7Q5)(s,0) = (T} 7€k41)(5,0)
- , 73
+Ll /; N e Zﬂl (@ g,

i=1

Since Q% — Q¥ > 0 and using the triangle inequality, the fact that E, ,[X] < || X||_ and the
contraction property of 77" completes the proof

|@r = < llor - @)l +||lest - x| (74)

(4) M

e N I
M ) (75)
+Zﬂz (2!’L l—7 Q§+1_i ,
M _ M+l

S ’YHQ: _T£k+1||oo (1%)6"_ /BMR+ ]676(11‘41/- (76)

Here (i) is due to Eq.[73]and v < 1. This completes the proof.
O

The next theorem generalizes Thm. 4.2 from the main paper to the case of inexact Q-functions. Thus,
the proof for Thm. can be retrieved by cancelling ¢.,,; terms and replacing (). by Q.

Theorem A.3 (Convergence of approximate vanilla finite-memory EPMD). After k > 0 iterations of
Eq.H we have that —QF H < d" || QE| A+ CLBM + ) et i = B+v(1-58) <1,

P 5)"
— 2’YR ( —B l) Y€eval
G = (” A= w)) )
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This theorem states that the approximate vanilla finite-memory EPMD algorithm converges to an
error that consists of two components: the first one scales with 3! and thus should become negligible
for large enough M and the second one fully depends on ¢.,,; and is small only if €., is small
too.

Proof. From the definition of £ in Eq. |6_U| and the triangle inequality we get

Q5 = sl = [[@; = Brée — (1= AR+ (1= BBY QL || W)
<B1Qs — el + (1= B)||@s - Q| _+a-mpM || as
< B11Q% — 6kl

+ 1 =B 1QF = 7kl + (1 = 5M)5 +01- BMH)‘} val (79)

+ (1= BnBM R+ (1- B8 [

< B+ =) Q5 — &kl + (1 = BM)e

_ 80
+ 1@+ =B)BMR+ (14 BM)ceru. (50)

Where in the last inequality we used the fact that
B)BM =1+ pM —2pM+1 < 1 4 BM Letting

O M| < R v and 1 M (1

d:=p+~(1-p), (81)

one can show by induction, using the fact that £, = 0, that

1Q% — &kt lloe < Q%I

koo _ 82
+3 d [y(1 = Me+ L+ 7)1 = BB R+ (1 + BM)ecu] ®
=0
k1 | y* V(1= BM)e+ 1+ =B)BMR+ (1+M)ciul
< d Qx| + 7 — L (83)
_or o AFNBYR (1= M)e+ (14 B e "
Qe + 12 T (84)

1_dk+1

For Eq. we used the fact that Zf:o d' = T < ﬁ. Using Eq. in Eq. ﬁnally gives

J@x o] <rd Qi
o0
1+9)v8M7 5
N {VBM+ (L+)8 ]R
1—vy
85
[f@ﬂM)+vﬂﬂqu ®
(1-mQ1-5) 1-p
1 4 M 1— M+1
+{ (1 +8Y) n B ](w/
(1-701-5) 1-8
Now, let us analyse more closely the constants in front of R and c.,,;. First, let us simplify the
: ra-gM) (- _ y(-8M) (-
constant in front of ¢, we get (’{*7)(1*5) + 2 =5 = at T (% + 1) m By

inserting the value of ¢ from Lemma|[A.2] we obtain the following coefficient for R

(1+~)y8M (1= BM) 298M  29pM (1+ v(1 - BM)
(

L e ) S R g 1—@@—70 (86)
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and €eval

v(1+ M) 1—pM+t Y1 - M) 298M + 1+~

A-DI-p)  1-8 "0A-n0-5 14
(

H oy +pM) 1M (1 +7)
ShU-n0-8 " T1-5 Ta-pa-9
@ y+9p" +1-7 (1 +7)
T 1-ma=-5  (1-y1-5
_loydy4n?  9BY
(1-72(1-8) (1-y01-5)
1442 M

=720 -p) " A= -8)

87)

where in (1) we use y(1 — BM)(298M +147) = 297BM =292 2M 4y — M 42 — 42N <
2 M M 2 . .o . o«
v M —4BM + v+ +9% < v(1 4 ) and in (i) we cancel the negative components. Combining

Eq.[83] Eq.[86)and Eq.[87] we complete the proof.
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A.4 Approximate weight-corrected finite-memory EPMD
A.4.1 Proof of the logits expression in Sec.d.2]
Proof. Fork =0,

_Bx04ad? 4+ B (50 88
SI_BX +a27+1_6M(u7_ )7 ( )
pM <
—a (1 + o 5M> Q°, (89)
== _aBM Q°. (90)
If it is true for k, then
M—1 M
a - . ~ 1 « ~ 1 ~h—
Sk = By DB a0l + _ﬂ Bl (QF =@ ™), 1)
=0

0 M2 gt ~ o
= gogw 2 AT g (O -0 D e s O
1=0

o M-1
T 2 A0 (93)
=0

A4.2 Proof of Corollaryd.1]2]
Proof. The proof is immediate from Thm.[4.1] upper-bounding maxes || (7 — 7x)(s) ||, by 2, using

M-—1

the definition of &, — &, = %2 o (QF =" "Yin Hék - &H and using the fact thatan = 5. 0

Note that, as in Cor. E.I[T] we could have used the expression of the logits of 7 and 7 to have a
bound of || (7, — 71 )(s)||; that depends on ka - ékH and ultimately on HQ/_ —QkM H . This
bound becomes tighter as £ goes to infinity for M l;ge enough, since we show below Eat ()/v
converges to Qx with some error that depends on ¢.,,; and thus max,cgs || (7 — 7 )(s)||; converges
to 0. Nonetheless, using this tighter bound would introduce quadratic terms H ()], —C )’f W Hio that

would complicate the overall analysis of the algorithm, and thus we use the more crude bound of 2
for max,cg ||(mx — 7x)(s)]|; in the remainder of the proofs for Sec.

Thus, given Theorem [A-T]and Corollary {.1[2] and in case of an update

apfM . ~

Epr1 = B + a0 + 1— pM (QF = Q™M) (94)

T ¥ 7
we get

QF — QM

T

Lo_lJrv

Qf—.-‘rl Z (:)/,L - Q’YBM €eval -
0 17

(95)

A.5 Proof of Lemma 4.3

As with Thm. we first need an intermediary Lemma connecting ||Q: - Q’j““w and
|Q5 — &k +1] o, before proving Lem. 4.3

Lemma A.4. After k > 0 iterations of Eq. we have

@ =0 < 710s = el +

k+1 [|H0 k i 1+ . _ 1+ M Nk—M _ Ak
B HQTHOQ"‘WZi:o ﬁlﬁ%—i"’uﬂ)&fﬁ)“ val, With €}, = (ﬁ —5> T |7 — 07 o
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Proof. Define ¢, as

2pM
1—pM

QM —

v T vT

€ = , (96)

‘ o0

Foralls € Sanda € A
(@ — Q¥ )(s,a) = (T )= (B(s.0) + 1B [Q(5', @) = Th(mian (s)))]) )
= (T*Q%)(s,a) (R s,a) + VEy o [T€k1 (8", a") — Th(m41(s"))]+ %)
B o [Q (s, a) = 76 (s, 0))])
Looking at the first inner term and using the entropy maximizing nature of 71 as defined in Eq. [I3]

gives

R(s,a) + YEo [7&r11(8") - Ty (") = Th(mry1(s"))] (99)
= R(s,a) +Ey [pénﬁ’;) 7€rq1(s") - p — Th(p)] = (T} 7€k 41)(5, a) (100)

For the second inner term, using the recursive definition of &1 in Eq. (94| gives

_ M _
QT = T&i = Q7 - (ﬂffk +(1-B)Q%+ %(Q’; - (2’,:”)) : (101)
M
— B} )+ @i —of - U : _Bﬁ)ﬁ (QF =, (102)
k ver,  (1-=Bex  1+v Sk Ak
2 f(Qr = 7&) — i B s + ((27 - QT) . (103)
Letting
P (3 (1—=Bex (1+7y B k=M Ak
di= 1o —(1_7—/65)1_ i (el [ (104)
one can easily show by induction that
k 14 k+1
Q7]?+1 - Tfk-’,—l 2 ﬂk+1Q?— - Z ek; 7 ZB’L ’Y(uu/ Zﬁ €eval (105)
i=0
_ pk+10 _ i (A= g +7)( _p- g 106
/6 QT ;/6 Ek;—z (1 — ﬁ)(l — ’Y) eval 1_ ﬁ €eval ( )
k
> k+1H0 i (1 +’Y)('r val ﬁ(z val ' 107
_5 QT ;Bek—z (1_7)(1_ﬂ) 1_5 ( )

The inequality uses the fact that &, = 0. Using successively Eq. and Eq.[T07]back into Eq.[9§|
yields

(QF — QY )(s.0) = (TFQY)(s, ) — (Tf7&1) (5,0) — 1B [QFH (8, 0') — T (', ")),

(108)
< (T7Q7)(s,a) — (T*T§k+1)( a) = VB [B*QU(s, )]

; YA+ 7)enn  (109)
JF’VZﬂEk i B(uu/+m~
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Since Q% — QX > 0 and using the triangle inequality, the fact that E, [Q9(s,a)] < [|Q2||__. and
the contraction property of 1°* gives us

HQ:"Q?HM@)SHij*“jﬂbeHH +8M QY]

7 B (1+’7)h val (110)

”Zﬁe’“ —ﬁ””]+(1—v)(1—6)

S'YHQ*"Tfk+ﬂ| + BRIl

7 /8 7(14—’7)(11'“/ (111)

+Vzﬂ€k 1 B(H”/_F(]_—’y)(l—ﬁ).

Finally, using

Jor || <ller— @+ @k -0 < ler - @l + e 1)
and also simplifying the constants = 5 t1= 1= BJ;’ﬁ <3 B and - B + % = (1 +
(11::’) ) = (171~,+)(17 7y» We obtain the statement of the lemma. O

We now state a more general form of Lemma4.3]and prove it.

Lemma A.S. Let 1 = dizy, + doxp—pr + % be a sequence such thatVk < 0, xp =
* ~ . 2 M
el g = Q2+ | )+ (s, di = B+ 1gr ez do = F, o1 = 12,

and ¢y = (}f—z — B) cy. After k > 0 iterations oqu. we have that HQ: — ()fH < T
oo

Proof. Define the following constants

s _ (1t
C1 = 1—7ﬂM’ and Co = m — Cq. (113)
Let a sequence xj, defined by Vk < 0, zp, = 197 H‘X’ and let
(1 +72)6(w//
zo = Q% + [|Q2] . + A (114)
1@l + @7l + 7=y = )

For subsequent terms, we define xj, by the recursive definition, vk > 0

)
(115)

1 _ 5 J 70— d ] 1 2 “eva
Trp+1 =7 (1—6?\/[ Z IBZI’k—i =+ 6k+1||627||oo + o Zﬂl(gjk—i 4 zk—i—M)) + w
=0 =0
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Note that g can also be recovered by Eq. for k = —1. Now, let us simplify Eq. Using this

recursive definition, we have Vk > 0

M—-1 k
1- ﬂ 7 7
Thil =T > " Blan_i + QY| L+ ey D B (ki + Thoiom)
=0 =0
(1 + 72)(( val
oL Cevel
(1-7@1-5)

(1 - 5) M—1 . o1 |
=4 <’Y Z B'ap_1-i + B* Q2] o + ez Z BHTh_1—i + Tho1—i—n1)
=0

_ BM
1 ﬁ =0

2y, _
* ((11+77)(i mé)) + 71(17 ﬂzg) (2 = B 2x—r) + y02 (2 + 2h-n1)
n w7
1=~
i (i o= ) 0 o) + L

cltET2N R T

<5+’Yl BﬁM+Wz>$k+’Y<02 1— M

1-— ﬁ 201'72 (1 + 72)@ val
B""Y +702> T + T+ ————
( — pM 1—v 11—~

1—7

In (i) we used the recursive definition of x; which is also valid for z. Letting

1-p 2c17°
dl.—ﬂ—i—fy — ’)/CQ,anddQI:]-_’y,
241 forall k£ > 0 can be more compactly defined by
1 + 2 (l va
Tpy1 = d1T + doTr—nr + (17_)7/

Let us now prove that HQ: — )], H < xj, by induction. For k£ = 0, we have that
o0

Jor - ] < ler —@all + e -
S ||QTH()O + HQ?—HOO +‘u'(1/7
SJZQ.

and for k£ < 0, we have that
@ -t =@zl
oo

_ @t
N Y

= Tk.
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(119)

(120)

(121)

(122)

(123)

(124)
(125)

(126)
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Now assume that HQ: - QLH < x; is true for all ¢ < k and let us prove that HQ: — Qk H <
oo

oo
Tj+1. First, we note that

M-
Q5 — 7€kl HQ* -7 Z QN (129)
i k—1
BM Z BM Z Bk , (130)
oo
1- — i * Nk—i
< 1_54 S 6 flos - ot (131)
i=0
< Thi- (132)
We also have that
e;:cQ”(}i*\f—(}il‘ : (133)
<o ([lor -+ ler-2|) (134)
< colxp + Th—m). (135)
O
Finally, using Eq.|1 . 2| Eq.|1 Hand HQO H ; into Lemmacompletes the proof
HQ* OF 1H < 10" ot _i_ﬂk-&-lHQOH +iﬂil n (1 +92)evu
T T > r — TSk [e%e) T oo €l—i 1 N1 — R’
. + 2P | T - p)
(136)
i kHHQOII i
k—i + B C2 Zﬁ (Tr—i +2p_i—n)
=0 i=0
( Y ) €eval
+ - 7 -
(1= -5)
(137)
= Tpiq- (138)
O

A.6 Proof of Theorem 4.4

We state a more general form for Theorem [4.4] that includes policy evaluation error and prove it
below.

Theorem A.6 (Convergence of approximate weight corrected finite-memory EPMD). With the defini-

tions ofLemma lfM > log %(log B)~1 then limy_y o0 11, < % More-
[

— Qi llo *
o (dl +d2d3 1)k Ina)({%7 ||Q7—H<>O+HQ9'||<>0}+%’
where d3 := (dM + d21 dy” ) and limp;_yoo d1 + dgdgl =pB+~(1-7).

over, Vk > 0,
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Proof. Let us find a value of M such that

di+dy <1, (139)
@ﬂ(l—ﬁ%ﬂ(l—ﬂ)ﬂ(if”— >6M+21”iﬁj<1—ﬁ”’, (140)
R e
@(1—7),8+72(3+15_):1_5ﬁ1”<1—7, (142)
B < TR TR (149
&Mlogf < log vgt 317;)(11 f ) 5 (144)
oM > log U — (L= F) (log 8)~1. (145)

YV(B+B8)+1-8

We will now show that for the values of M that satisfy Eq.[T43] the sequence x, converges to some
finite error that depends on ¢.,,,; as k goes to infinity. To simplify the analysis of x;, we study a slightly

2 1
modified version thereof that has the same recursive definition z; 1 = dyxx +doxr—ns + Ay )ecvar

1—y
: _ Q71 0 (A+v*)ccvar
but replaces the terms x_g, Vk > 0 with z_, = max{f, 1Q% 1l +1|QY|. + O*%ﬂ}

Clearly, this modified sequence upper-bounds the previous sequence.

To simplify the analysis, we first analyse another sequence y;, that for £ < 0 is identical to x, but for
k > 0 it evolves following the next law yi41 = d1yr + dayr—nas. Now, if M is such that d; +da < 1,
then the sequence yy, is constant from y_ s to yo and is strictly decreasing thereafter, since for y; we
have

y1 = diyo + doy—_nr, (146)
= (d1 + d2)yo, (147)
< 4. (148)
Then, Vk > 1
Y41 = d1yx + doyr—nr, (149)
< d1yr—1 + doYr—nm—1, (150)
= Y- (151)

Since the sequence is decreasing and lower bounded by 0, it has a limit due to the monotone
convergence theorem. Let us study the convergence of a sub-sequence. Let for any integer a > 0

YaM+a = A1YaM+a—1 + d2YarM+a—1—M, (152)
< (dy + d2)Yar+a—1—M (153)
= (d1 + d2)Y(a—1)M+(a-1)> (154)
< (dy + d2)"yo. (155)

Thus, limg— 00 Yarr+a = 0, which implies that limg_, o y = 0.

Further, let us show that for all £ and C'(k) = Zf:ol(dl +da)?,

1 2)ecva
o < g+ C(k)(ﬁ”_);’, (156)
and therefore, if we simplify the above expression, then for all &
1 2 eva
2 < g + T el (157)

(1 =71 —dy —da)’
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We do it by mathematical induction. First,

1—"_ 2 6(I'(I 1+ 2 61/‘1/
:dlyO_A'_deiM_F(l’y#:yl_’_%.
- L=y

(158)

(1 + 72)‘1 val

21 = dyxo + dow_pr + =

Then, let us assume that Eq. holds for any ¢+ < k, now we show that it also holds for k£ + 1

1+ eva
:M+1:%h$k+d%MM‘%(IT)7] (159)
1 2 “eva 1 2 “eva 1 €eva
<d (yk+c(k)(+v>ff>+d2 (ykM+C(k—M)( +172)c /)+( )i
L=y 1—v 1—~
(160)
L+9%)ccvar | (L+7)ecua
gy,m+max{0(k),o(k—M)}(d1+d2)< 17_); L 17_); ’ (161)
i L+9%)ccva | (L+7)cua
D s+ (k) (s + d) ﬂ) ’+(11: ’ (162)
k
1+ eva
—mﬂ+§:%+@¢—iu—i. (163)

=0 1—’}/

Here, in (i) we use the definition of C(k) from Eq. and its monotonicity that comes out

of it. Therefore, we get that limy_, o, xx < limg_ oo (yk + Ei:ol(dl + dﬂ’%) =0+

Yoroo(dy +do)? i (1 )A/ = (1—($;E1ﬂ/i)((cil’#/clz))’ which completes the first part of our proof. Now,
let us have a closer look on the convergence speed.

To better characterize the convergence of zj, we again analyse the sequence y;,. First, we note that
the constant d; > 8 + v(1 — §3) is typically very close to 1, whereas do — 0 as M — oo. The
sequence yy, thus behaves almost as d¥yo. A much tighter upper-bounding sequence than that of
Eq.[I55]can be obtained using the following inequalities

Yk = d1yr—1 + d2Yr—1-m, (164)
M-l
=dyp a+dy Y diye-1mi, (165)
i=0
1—dM
> (dM +dy ) yeo (166)
1—d;

where we have used in the last inequality the fact that y;, is a decreasing sequence. Let

dy = M4+d1_d¥ (167)
3 = 1 2 1 d1 )
then we can upper bound the sequence y; by
Y1 = (dy + dad3 ") yi + do(yr—nr — d3 "), (168)
< (dy + dady ") yr + do(yr—nr — d3 " d3yr—n1), (169)
= (di + dadz ") yx, (170)
< (dy + dady D) . (171)
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M =264 M = 265

10° 10°
.
o — X = X1+ X1

1074 ~ 107 X = (dh + dalds)xo
° , - ° — = (dy + dZ)k/(NH— 1))(U
2 10° 7~ 2 10°
O 4 O
> ~ >

-
S 107 ” S 107
= P o =
g _ g
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Figure 4: Evolution of xj, for two successive values of M, one being large enough for xj, to converge.
The plot additionally shows the sequence x}, introduced by Thm. Mthat closely follows the behavior
of x1,. See text for more details.

Now to study the limit limps_, o d1 + dady ! et us first start with the rightmost term

ady” < c(ii{i“ (172)
=G+ v(cllQ— B))M’ (173)
M. 2
N (B+ ’Y(ll— B))Mléll _25(17_ B’ (174)
2
- (6+7(ﬂ1—6)> (1—7)2(’;_51\4)- (175)

Since 5 < 8+ ~(1 — ), then clearly lim s, d2d3_1 = 0, and from the definition of d; one can see
that limp; oo d1 = 84 (1 — /3). Combining the result above with Eq.[I57] we obtain the statement
of the theorem. O

To illustrate how close the sequence (d1 + dods l)k xo is to x, let us take a numerical example
with v = 0.99 and 8 = 0.95. In this case, we have that d; + d2 < 1 whenever M > 265. At
M = 265 we have that d; ~ 0.9997 and d> ~ 0.0002. In Fig.[d] we plot the three sequences zy,
x), = (d1 + dgdgl)k xo and zf = (di + dz)k/(M“)xo for M = 264 and M = 265 and we see that
x, converges to zero for the same M as zj, and is almost indistinguishable from the latter, whereas
x} is a much more loose upper-bounding sequence at M = 265.
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B Additional experimental results

B.1 Comparison with deep RL baselines

We summarize all performance comparisons in Fig. [5|and Table[2] We provide a discussion of the
MountainCar environment and some of the challenges of exploration in an entropy-regularized setting

in App.[B3]

s CartPole-vl o Acrobot-v1 LunarLander-v2 MountainCar-v0
3 14
5
1 V 0.65 5] 1.2
345
3
IS N 1.44
T 4 0.7
El 1.64
235 o
0.75 1.84
3 ™ W
21
2. T . T ; -0 r r : ; - T r r , r r T .
1 2 3 a 5 1 2 3 a 1 2 3 4 1 2 3 4
Hopper-v4 Walker2d-v4 HalfCheetah-v4 Ant-v4 Humanoid-v4
35 3 -
3.5 3 5
3 5 ; 2.5
25 2.5 1 4
<z 2.5 i |
S 2 \ 2
£ 2 3
5
215 15
3]
g 15 5
1 1 1
0.5 05 0.5 1
[ o L 0.5
i 2 3 4 i 2 3 4 1 2 3 4 1 2 3 4 1 2 3 )
. MinAtar/Asterix-vl 0 MinAtar/Breakout-v1 MinAtar/Freeway-v1 . MinAtar/Seaquest-vl MinAtar/Spacelnvaders-vl
50 50 60 1204 300
50 1004 2504
40 40
c 40 804 200
g 30 30
< 30 604 150-
20 20
20 40 1004
10 10 10 204 50
0 - ; ; 0 . r , ; r ; . T ; . r ;
1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 ) 5 1 2 3 4
Env steps (1M) Env steps (1M) Env steps (1M) Env steps (1M) Env steps (1M)
— StaQ PQN M-DQN DQN PPO TRPO

Figure 5: Policy performance across all environments.

StaQ PQN M-DQN DQN PPO TRPO

CartPole-v1 500 479 457 411 500 500
Acrobot-v1 -62 =75 -63 -63 -63 -64
LunarLander-v2 285 280 88 317 227 222
MountainCar-v0 -200  -200 -100  -110 -141 -118
Hopper-v4 3196 3263 2600 2279 2411 2672
Walker2d-v4 3550 2585 1364 1424 2799 3010
HalfCheetah-v4 3061 2850 2098 2294 2001 1731
Ant-v4 2910 1879 1776 1871 2277 2452
Humanoid-v4 5273 2965 2580 2887 588 700
MinAtar/Asterix-v1 46 53 31 19 9 23
MinAtar/Breakout-v1 48 32 55 34 10 15
MinAtar/Freeway-v1 62 65 59 54 60 47
MinAtar/Seaquest-v1 114 114 51 14 5 7
MinAtar/Spacelnvaders-v1 242 327 116 95 92 94

Table 2: Final performance on all environments.
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B.2 Stability plots (variation within individual runs)

In this section we provide further stability plots to complement Fig. [3| (Left). In Fig. [}{8| we plot the
returns of the first three seeds of the full results (shown in Fig.[5). At each timestep, the returns for
each individual seed are normalised by subtracting and then dividing by the mean across all seeds. In
addition to the first three seeds, the shaded regions indicate one-sided tolerance intervals such that at
least 95% of the population measurements are bounded by the upper or lower limit, with confidence
level 95% (Krishnamoorthy & Mathew) 2009).

We can see from Fig. [6}f8] that Approximate Policy Iteration (API) algorithms (StaQ, TRPO, PPO)
generally exhibit less variation within runs than Approximate Value Iteration (AVI) ones (DQN,
M-DQN, PQN). In simple environments, such as CartPole, all three API algorithms have stable
performance, but on higher dimensional tasks, only StaQ retains a similar level of stability while
maintaining good performance. This is especially striking on Hopper, where runs show comparatively
little variation within iterations while having the highest average performance, as shown in Fig. 5
We attribute this improved stability in the performance of the evaluation policy by the averaging over
a very large number of Q-functions (M = 300) of StaQ, which reduces the infamous performance
oscillation of deep RL algorithms in many cases.
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Figure 6: Stability plots for Classic Control environments, plotting normalized performance of the
first three individual runs for each algorithm. See text for more details. Figures continue on the next

page.
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Figure 7: Stability plots for MuJoCo environments, plotting normalized performance of the first three
individual runs for each algorithm. See text for more details. Figures continue on the next page.
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Figure 8: Stability plots for MinAtar environments, plotting normalized performance of the first three
individual runs for each algorithm. See text for more details.

33



CartPole-v1 Acrobot-v1 LunarLander-v2 MountainCar-v0

0. 0.
0547 0.62
g 0.45 0.64
‘Z’ 0.44 066
2 0,684
© 0.359
o
-0.74
0.34
0.724
o i T T R T i L R
. Hopper-v4 Walker2d-v4 HalfCheetah-v4 Ant-v4 Humanoid-v4
3.5
' 3.5q 5
1 3
<25 “
C 25
(S 3
2 2
& 15 /4 2
N 15
1
05 0.54
1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
MinAtar/Asterix-v1 MinAtar/Breakout-v1 MinAtar/Freeway-v1 ; MinAtar/Seaquest-v1 MinAtar/Spacelnvaders-v1
60
50 1209 250
50 60
1004
ol 404 200
§ 55 80
= 301 1504
& 30 50 60
204 20 204 1004
“ 0 5 20 50
7 I 7 ) A 1 ) i ) 1 )
Env steps (1M) Env steps (1M) Env steps (1M) Env steps (1M) Env steps (1M)
M=1 M=5 M=50 M=100 — M=300 M=500 M=1000 M =300 (¢=0)

Figure 9: Ablation study for different memory sizes M and for e = 0, on all environments. Results
showing the mean and one standard deviation averaged over 5 seeds.

B.3 The impact of the memory-size M and value of ¢

Figure [9] shows the performance of StaQ for different choices of M and for the hyperparameter € = 0
instead of € = 0.05 on additional MuJoCo tasks. Setting M = 1 corresponds to no KL-regularization
as discussed in App.[Cland can be seen as an adaptation of SAC to discrete action spaces. M = 1
is unstable on both Hopper and Walker, in addition to Acrobot as shown in Fig. [3|in the main
paper. Adding KL-regularization and averaging over at least 50 Q-functions greatly helps to stabilize
performance except on the Humanoid task, as shown in Fig. [3| where M = 50 was still unstable
compared to M = 300. Finally, the default setting of ¢ = 0.05 outperforms a pure softmax policy
with € = 0 on the Mujoco environments. While being fully on-policy (when € = 0) can benefit some
MinAtar environments such as Asterix, Freeway and Spacelnvaders, for many other environments
it may result in a very poor performance. We discuss some of the likely reasons for the need of
e-softmax exploration in the next section.

B.4 Instability in learning the Q-function

In certain environments such as Hopper-v4 (leftmost panel of Fig. [J), we observe that when the
behavior policy 77,’; is the current softmax policy 7y (i.e. ¢ = 0), there are more performance drops
than with the e-softmax behavior policy (¢ > 0) which StaQ uses by default.

To understand why adding an e-softmax policy on top of the softmax policy 7, stabilizes performance
on Hopper-v4 as shown in Fig.[9] we have conducted the following experiment. We first launched
two runs of StaQ with an e-softmax policy on top of 7, with € being either 0.05 or 0. From these two
runs, we collected 100 states spread along both training processes. We then launched 5 independent
runs for each value of ¢, and recorded for these 100 states the learned Q-values at each iteration. Upon
manual inspection of the Q-values, we immediately notice that when € = 0, the Q-values vary more
wildly across time for all the actions, which can be seen as an analogue of catastrophic forgetting in
Q-learning, the phenomenon widely studied in Continual Learning, see App.[D} Fig.[TI0|shows a few
examples for four different seeds. To understand whether these variations have any tangible impact on
the instability of the policy, we have performed the following test: we compute the logits &, at every
iteration following the EPMD formula (Eq. [5) and rank the actions according to &;. At each iteration
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Figure 10: Q-values on four different states across 1000 iterations of StaQ, using an e-softmax
behavior policy to collect data in the replay, with e = 0.05 or ¢ = 0. With € = 0, we noticed very
large variations in the Q-function between iterations that are reduced when using € = 0.05.
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Figure 11: The percentage of states (out of 100 states) in which from iteration k and onward, an action
was considered both the best and the worst according to & of EPMD. The difference of stability in
the Q-values between ¢ = 0.05 and € = 0 noted in Fig. [T0]causes a difference in stability of policies,
where actions switch more frequently from being worst to best when ¢ = 0. The comparison is
performed over 5 seeds showing the median and interquartile range.
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Figure 12: Left: Frequency of non-zero rewards of a uniform policy with sticky actions for different
choice of Poisson rate A on MountainCar over SM timesteps. Middle: Entropy of learned policies
under different behavior policies. Entropy of the uniform (Max entropy) policy plotted for reference.
Right: Policy returns for StaQ with different behavior policies and deep RL baselines on MountainCar.
Adding sticky actions to StaQ’s behavior policy fixes its performance on this task.

k, we then compute the proportion of states, out of 100 reference states, in which an action has both
the highest and the lowest rank in the next iterations &’ > k. The results are shown in Fig.[11] where
we can see that when e = 0, the fraction of states in which an action is considered as either being the
best or the worst remains higher than when e = 0.05, which might result in performance drops across
iterations. Thus the observed Q-function oscillations that appear more pronounced for € = 0 have a
quantifiable impact on the stability of the policy, resulting in more states seeing actions switching
from best to worst or vice versa.

It is hard to know exactly what causes the Q-values to oscillate more when € = 0. On the one hand,
as these instabilities generally happen after the policy reached its peak performance, they could be
because of some actions having very low probability of being selected in some states thus becoming
under-represented in the replay buffer Dj. Setting ¢ > 0 ensures that all actions have a non-zero
probability of being sampled at any given state. On the other hand, due to the convexit of Dkr, i.e.
D (1 —e)m+ep, (1 — €)' +ep') < (1 — €)Dkp(m, ) + eDkr(p,p'), if 7¢ is an e-softmax
strategy of mz, then Dy, (7}, 70, 1) < (1 — €) DKL (mk, mi41) for any € > 0. This implies that
successive replay buffers should be more similar when e > 0, which stabilizes the learning due to
smoother transfer from Q* to Q1. Nonetheless, a case of € > 0 is not without its own challenges:
e-softmax policies, similarly to e-greedy ones, might prevent deep exploration (Osband et al., 2016)
and their off-policy nature might complicate learning (Kumar et al.,[2020). We can see in Fig.
that e = 0.05 still exhibits sudden changes in the Q-function which might harm stability. While
the averaging over past Q-functions of an EPMD policy can stabilize learning, we believe that the
catastrophic forgetting in the Q-function itself should be addressed in the future work, which could
potentially fix all remaining instabilities in deep RL.

B.5 Entropy regularization does not solve exploration

StaQ achieves competitive performance on all 14 environments except on MountainCar where it fails
to learn, as can be seen in Fig.[5] In this section, we perform additional experiments to understand
the failure of StaQQ on MountainCar.

In short, it appears that the initial uniform policy—which has maximum entropy—acts as a strong
(local) attractor for this task: StaQ starts close to the uniform policy, and exploration with this policy
does not generate a reward signal in MountainCar. As StaQ does not observe a reward signal in
early training, it quickly converges to the uniform policy which has maximum entropy, but also never
generates a reward signal. Indeed, if we unroll a pure uniform policy on MountainCar for 5M steps,
we will never observe a reward.

However, StaQ is not limited to a specific choice of behavior policy, and choosing a policy that
introduces more correlation between adjacent actions, like a simple “sticky” policy allows StaQ to
solve MountainCar. This policy samples an action from 7, and applies it for a few consecutive steps,
where a number of steps is drawn randomly from Poisson()\) distribution (in our experiments with
StaQ we fix the rate of Poisson distribution at A = 10). In Fig. we can see that StaQ with the same
hyperparameters for classical environments (see Table3) and a "sticky" behavior policy manages

’See e.g. https://statproofbook.github.io/P/kl-conv.html|for the proof.
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to find a good policy for MountainCar matching the best baseline. The final policy demonstrates
much lower entropy compared to e-softmax policy that fails at learning for this environment, which
confirms our statement that entropy maximization cannot be a universal tool when dealing with the
exploration problems.

C Comparison with Soft Actor-Critic

In this appendix, we explain the relation between Soft Actor-Critic (SAC, Haarnoja et al.|(2018))) and
both M-DQN (Vieillard et al.|[2020b)) and StaQ with M = 1. SAC is not directly used as a baseline
because SAC is not compatible with discrete action spaces. However, M-DQN can be seen as an
adaptation of SAC to discrete action spaces with an additional KL-divergence regularizer. Please see
the discussion in|Vieillard et al.| (2020b) on page 3, between Eq. (1) and (2). |Vieillard et al.| (2020b)
also describe Soft-DQN in Eq. (1) as a straightforward discrete-action version of SAC, that can be
obtained from M-DQN by simply setting the KL-divergence regularization weight to zero. Soft-DQN
was not included as a baseline because the results of |Vieillard et al.|(2020b) suggest that M-DQN
generally outperforms Soft-DQN.

We also note that by setting M = 1 in StaQ, we remove the KL-divergence regularization and only
keep the entropy bonus. This baseline can also be seen as an adaptation of SAC to discrete action
spaces: indeed, if we set M = 1 in Eq. (I)) we recover the policy logits

M—-1

« . s
Serr = 7gir 2 QT
i=0
__® ok
=1 BQT
_ 9
T 9
k
where the last line is due to a7 = 1 — . This results in a policy of the form 71 o< exp % .

Meanwhile, for SAC, the actor network is obtained by minimizing the following problem (Eq. 14 in
Haarnoja et al.| (2018)))
%
()

T1 = argmin KL | 7
Znorm.

k
However, in the discrete action setting, we can sample directly from exp (%)—whieh is the

minimizer of the above KL-divergence term—and we do not need an explicit actor network. As such
StaQ with M = 1 could be seen as an adaptation of SAC to discrete action spaces.

D A Continual Learning Perspective to Entropy Regularized Deep RL

Reinforcement Learning has strong ties with CL due to the sequential nature in which data arrives.
This is true even in this “single-task RL” setting, where we consider only a single MDP, unlike
Continual RL (Lesort et al., 2020) where the learner is presented with a sequence of MDPs and one
evaluates whether the learner is able learn on the new MDPs while retaining the information of older
ones (De Lange et al., 2021;|Wang et al.|[2024). Drawing a connection with RL is interesting because
it opens up a plethora of CL methods that are not well researched in the deep RL context, but are
applicable even in a single task setting. Specifically, in this paper we focus on the entropy regularized
policy update problem described below (Eq. 3 of the paper)

forall s € S, mp11(s) = arg n?a)x {Q%(s) - p— Th(p) — nDxw(p; Tk(s))} -
PEA(A

The objective of this update can be seen as CL, as we receive a new “task” which is to find p a
maximum entropy distribution over actions that puts its largest mass on actions with high Q-values,
yet, through the KL-divergence term above, we do not want to differ too much from 7, and forget
the solution of the previous “task”. Because of this similarity with CL, existing methods to solve
this problem can be categorized with the CL literature lens, for example: |Lazic et al.|(2021) used a
rehearsal method (replay buffer/experience replay in deep RL terminology) to tackle the above policy
update, while [Schulman et al.|(2015) uses a parameter regularization approach. These methods cover
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two of the three main classes of CL methods (De Lange et al.,[2021), and the novelty of this paper is
in investigating a method pertaining to the third class (parameter isolation) to tackle this problem,
as this class of methods has strong performance in CL benchmarks (See Sec. 6 of |De Lange et al.
(2021)), yet remains largely understudied in deep RL.

E Hyperparameters

Here, we provide the full list of hyperparameters used in our experiments. StaQ’s hyperparameters
are listed in Table 3] while the hyperparameters for our baselines are provided in Tables [}{7] For
TRPO and PPO, we use the implementation provided in stable-baselines4 (Raffin et al.| 2021),
while we used our in-house PyTorch implementation of (M)-DQN. For PQN, we use the CleanRL
implementation (Huang et al., [2022).

Across all environments, we enforce a time limit of 5000 steps. This is particularly useful for
Seaquest-v1, since an agent can get stuck performing an infinitely long rollout during data collection.
For MinAtar environments, we followed the network architecture used by |Young & Tian| (2019)
consisting of a single convolutional layer with 16 channels and a 3 x 3 kernel (Conv(16, 3, 3))
followed by a linear layer with 128 neurons.

To account for the different scales of the reward between environments, we apply a different reward
scaling to the Classic/MuJoCo environments and MinAtar. Note that this is equivalent to inverse-
scaling the entropy weight 7 and KL weight 7, ensuring that &, is of the same order of magnitude
for all environments. To account for the varying action dimension | A| of the environments, we set
the scaled entropy coefficient T as a hyperparameter, defined by 7 = 7 log | A|, rather than directly
setting 7. Furthermore, the entropy weight is linearly annealed from its minimum and maximum
values.

Policy evaluation. In all our experiments, we use an ensemble of two neural networks, similarly to
e.g. SAC (Haarnoja et al.| 2018)), to evaluate a Q-function and therefore two SNNs for £-logits. In
particular, we optimize the current Q-function weights 6 to minimize the loss £(6),

£0) = Beapnn |5 (o (5:0) - Qs.0))| (176

Q(Sa a) = R(Sv a) + ’}/ES’ND,GN‘N(S’) [aggie{l,Q} Qél (S/a a/) - Th(ﬂ-(sl)) (177)

where agg computes either the min or mean over the target Q-functions with weights 61, 6. We find
that using the min of the two Q-functions to compute the target values often results in more stable
training. min gives a more conservative target that is robust to overestimation bias in the Q-functions,
and this allows us to reduce the KL weight. However, such a strategy may struggle when reward is
not dense enough, e.g. some MinAtar and some classic control environments. Therefore we instead
use the mean in Classic/MinAtar environments. Future work could use a more sophisticated approach
that is both robust to overestimation bias and yet sensitive to weak reward signals.
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Hyperparameter Classic  MuJoCo MinAtar

Discount () 0.99 0.99 0.99
Memory size (M) 300 300 300
Policy update interval 5000 5000 5000
Ensembling mode mean min mean
Target type hard hard hard
Target update interval 200 200 200
Epsilon 0.05 0.05 0.05
Reward scale 10 10* 100
KL weight (1) 20 10 20
Initial scaled ent. weight 2.0 2.0 2.0
Final scaled ent. weight 0.4 0.4 0.4
Ent. weight decay steps S00K 1M 1M
Architecture 256 x 2 256 x 2 Conv(16, 3, 3) + 128 MLP
Activation function ReLU ReLU ReLU
Learning rate 0.0001 0.0001 0.0001
Optimizer Adam Adam Adam
Replay capacity 50K 50K 50K
Batch size 256 256 256

Table 3: StaQ hyperparameters, with parameters which vary across environment types in bold.
*Hopper-V4 uses a reward scale of 1.

Hyperparameter Classic MuJoCo MinAtar
Discount factor () 0.99 0.99 0.99
Horizon 2048 2048 1024
Num. epochs 10 10 3
Learning starts 5000 20000 20000
GAE parameter 0.95 0.95 0.95
VF coefficient 0.5 0.5 1
Entropy coefficient 0 0 0.01
Clipping parameter 0.2 0.2 0.1 %X«
Optimizer Adam Adam Adam
Architecture 64 x 2 64 x2* Conv(l6,3,3)+ 128 MLP
Activation function Tanh Tanh Tanh
Learning rate 3x107% 3x107* 2.5 x 107 x «
Batch size 64 64 256

Table 4: PPO hyperparameters, based on (Schulman et al.[[2017). In the MinAtar environments c is
linearly annealed from 1 to O over the course of learning. *Humanoid-v4 uses a hidden layer size of
256.
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Hyperparameter Classic MuJoCo MinAtar

Discount factor (v) 0.99 0.99 0.99
Horizon 2048 2048 2048
Learning starts 5000 20000 20000
GAE parameter 0.95 0.95 0.95
Stepsize 0.01 0.01 0.01
Optimizer Adam Adam Adam
Architecture 64 x 2 64 x 2*  Conv(16, 3, 3) + 128 MLP
Activation function Tanh Tanh Tanh
Learning rate 3x107* 3x107* 2.5 x 10~*
Batch size 64 64 256

Table 5: TRPO hyperparameters, based on (Schulman et al.,[2015). *Humanoid-v4 uses a hidden
layer size of 256.

Hyperparameter Classic MuJoCo MinAtar
Discount factor () 0.99 0.99 0.99
Lambda 0.95 0.85 0.65
Epsilon start 1.0 1.0 1.0
Epsilon finish 0.05 0.05 0.05
Decay steps M IM M
Num envs 32 32 128
Num steps 64 32 32
Max Grad Norm 10.0 10.0 10.0
Num minibatches 16 32 32
Num epochs 4 4 2
Optimizer RAdam RAdam RAdam
Architecture 128 x 2 128 x 2 Conv(16, 3, 3) + 128 MLP
Normalization Type LayerNorm LayerNorm LayerNorm
Input Normalization None None None
Activation function ReLU ReLU ReLU
Learning rate* 1x1074 1x1074 1x1074

Table 6: PQN hyperparameters. Classic and MinAtar hyperparameters are based on the original
paper (Gallici et al.| |2025)), while MuJoCo hyperparameters were found by hyperparameter tuning. *
Learning rate linearly annealed to 0 across the course of training.

Hyperparameter Classic MuJoCo MinAtar
Discount factor () 0.99 0.99 0.99
Target update interval 100 8000 8000
Epsilon 0.1 0.1 0.1
Decay steps 20K 20K 20K
M-DQN temperature 0.03 0.03 0.03
M-DQN scaling term 1.0 0.9 0.9
M-DQN clipping value -1 -1 -1
Architecture 512 x 2 128 x 2 Conv(16, 3, 3) + 128 MLP
Activation function ReLU ReLU ReLU
Learning rate 1x107% 5x107° 2.5 x 1074
Optimizer Adam Adam Adam
Replay capacity 50K M M
Batch size 128 32 32

Table 7: MDQN and DQN hyperparameters, based on (Vieillard et al., 2020bj (Ceron & Castro, [2021)
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F Training and Inference Time Comparisons

Memory size M 1 50 100 300 500

Hooperyq  Training time (hrs) 9.8 10.1 103 103 109
pP Inference speed (steps/s) 610 610 620 640 600
Ant-v4 Training time (hrs) 104 10.7 10.3 11 105

Inference speed (steps/s) 540 570 560 540 560

Table 8: Training and inference times for StaQ, as a function of M, on Hopper-v4 (state dim.=11)
and Ant-v4 (state dim. = 105), computed on an NVIDIA Tesla V100 and averaged over 3 seeds.

StaQ PPO TRPO M-DQN DQN PQN

Hopper-vé Training time (hrs) 10.3 3.7 32 5.6 4.9 0.6
PP Inference speed (steps/s) 640 1040 1020 1550 1460 3740
Ant-vd Training time (hrs) 11 4.3 3.6 6.1 53 0.6

Inference speed (steps/s) 540 830 850 1110 1040 2180

Table 9: Training and inference times for StaQ (M = 300) vs baselines, on the Hopper-v4 and
Ant-v4 environments. Timings are computed on an NVIDIA Tesla V100, averaged over 3 seeds.

In this section, we report the training time and inference speed of StaQ, as a function of memory size
M and state space dimension. We also compare it to the deep RL baselines. All timing experiments
were computed on an NVIDIA Tesla V100, and averaged over 3 seeds. The training time is defined
as the time required to train StaQ for 5 million timesteps, not including the time require for data
collection, while the inference speed is measured by the number of environment steps per second that
can be evaluated during inference. Table[§|shows that memory size and dimension of the state space
have a negligible impact on training and inference times, as discussed in Sec[6] Table[9|compares the
training and inference time of StaQ (M = 300) with the baselines.

G Pseudocode of StaQ

We provide in this section the pseudocode of StaQ in Alg.[I] As an approximate policy iteration
algorithm, StaQ comprises three main steps: i) data collection, ii) policy evaluation iii) policy
improvement. Data collection (Line 4-5) consist in interacting with the environment to collect
transitions of type (state, action, reward, next state) that are stored in a replay buffer. A policy
evaluation algorithm (Eq. is then called to evaluate the current Q-function Q¥ using the replay
buffer. Finally, the policy update is optimization-free and simply consists in stacking the Q-function
in the SNN policy as discussed in Sec.[5} After K iterations, the last policy is returned.

Algorithm 1 StaQ (Finite-memory entropy regularized policy mirror descent)

1: Input: An MDP M, a memory-size M, Number of samples per iteration N, Replay buffer size
D, Initial behavior policy 7§, entropy weight 7, Dx1, weight 7, e-softmax exploration parameter
Output: Policy mx o exp(éx)
fork=0to K —1do

Interact with M using the behavior policy 77,’; for N times steps

Update replay buffer Dy, to contain the last D transitions

Learn Q¥ from D}, using a policy evaluation algorithm (Eq. D
5) following the finite-memory

AR A R

Obtain logits £x41 by stacking the last M Q-functions (see Sec.
EPMD update of Eq.

Set m41 ox exp(&x+1) and 7TZ+1 to an e-softmax policy over g1
9: end for

(o]
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